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Executive summary
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In this study the limits and potentials of the principle of photoclinometry for glacier
elevation modelling is assessed. A combination of optical and laser remote sensing in-
struments are used to map the surface of different remote ice bodies.

Loss and gain of a glaciers’ mass is a good indicator for local climate. If mass-balances
of glaciers are known on a world-wide scale, they can give a better understanding of
global climate change. Due to the remoteness and harsh environments at which glaciers
are located a mass-balance is difficult to maintain or even startup. Therefore, the use of
optical and laser remote sensing can be of great value.

The focus of this thesis is to identify options in which optical and laser remote sensing
instruments can reliably map the surface of a glacier. It will use the technique of pho-
toclinometry, also known as shape-from-shading, onto optical acquisitions. Estimated
surface and topographic information will be integrated with spaceborne laser altimetry.
These methodologies will compose a workflow, which produces elevation estimates of a
glaciers’ surface.

Snow has a homogeneous reflection pattern, therefore the perceived reflection of a
surface is primarily dependent on the amount of received sunlight per unit area. In
that sense brightness values, perceived by an optical spaceborne sensor, may directly be
related to surface orientation. This relation is used in this study to estimate a surface
model from an optical image. Estimation of this model is done through the relations of a
Lambertian reflection function and inverse theory. Only small patches of imagery can be
processed, as its estimation is limited in size due to accumulating elevation errors and
computational limitations.

The methodology was tested on the high mountain glacier of Zhadang, on the Ti-
betan Plateau. An optical acquisition from the Earth Observation (EO-1) satellite with
the on board Advanced Land Imager (ALI) was used. The estimated surface model was
assessed and validated with another elevation dataset and leveling transects from a sur-
veying campaign.

The resulting surface model needs transformation to be of use for elevation mod-
elling. Different strategies are used to resolve the residual unknowns of the transforma-
tion. Registration of surface models was conducted on the icefield of Lomonosovfonna,
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Svalbard. Laser altimetric measurements from the Ice, Cloud and Elevation Satellite
(ICESat) with the on board Geoscience Laser Altimeter System (GLAS) instrument are
used for this registration problem. Both geometric and temporal relations are included
into the registration model, but only under specific circumstances the registration is reli-
able.

A profile based approach of photoclinometry is also investigated. It may give to-
pographic correction to resolve errors due to miss-alignment of the ICESat GLAS laser
profiler. However, assumptions on terrain geometry were too optimistic to resolve in a
reliable correction.
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Map of glaciers in this study

The glaciers measured in this thesis are scattered around the globe. The map below gives
an impression of their wherabouts.

Lomonosov icefield, Spitsbergen

Zhadang glacier, Tibet

Basin-3, Austfonna

Figure 1: Coastline of the Northern Hemisphere illustrated by a Lambert conformal conic
projection.
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Chapter 1

Introduction

1.1 Research context

The size and movement of a glacial system are related to climate. A positive contribu-
tion of mass is formed by precipitation, avalanches or windblown transportation, while
a negative contribution is caused by (basal) melt, evaporation and calving. Especially
the precipitation and melting influence of a glacier’s budget are climate dependent. If
the budget (i.e.: mass balance) is not even, the glacier will change its water storage ca-
pacity [Cuffey and Paterson, 2010]. The volume response of a glacier can be estimate
through a ratio between the representative thickness of a glacier and its mass balance
rate [Jóhannesson and Raymond, 1989]. An indication of thickness of frozen hydrologi-
cal systems is illustrated in figure 1.1.
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Figure 1.1: Vertical spatial dimension of different snow and ice systems, illustration taken
from [Lemke et al., 2007]

As temperatures increase, partly due to the interglacial and the increase of CO2, this
will cause a retreat in glaciers’ volume. If the response time is taken into account, one
can clearly see that small alpine glacier will melt away more quickly than the large ice-
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caps of Greenland and Antarctica. The total water storage of Greenland and Antarctica,
is equivalent to an approximate sea level equivalent of 64 meter [Lemke et al., 2007].
Compared to these ice sheets, the contribution of glaciers and ice fields is only a small
fraction i.e.: 0.15 - 0.37 m. However, these smaller reservoirs are of importance to near
future prospects, as their response time is sensitive.

The use of remote sensing helps acquiring a better understanding of the current cli-
matic situation and global glacial processes. Remote sensing instruments can capture a
sample over a vast area, within a short period of time. In recent years several satellites
have been launched carrying more advanced and precise instruments. By these means
it became possible to measure various glacier characteristics and changes in them which
otherwise would have been difficult to acquire in the field.

1.1.1 Optical imaging and photogrammetry

The retreating or advancing of a glacier front over time can be a proxy for local climate
change. These changes can be mapped by examining the age of moraines in the field, by
terrestrial photogrammetry of old photos or even paintings. However the data is biased,
being mostly restricted to the European alps [Leclercq et al., 2011]. To obtain a global
view of glacier area change or centerline evolution over time, remote sensing is of great
value. Initiatives to automate glacier outline detection are still ongoing research [Paul,
2011], but an archive is emerging covering an almost global inventory.
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Glacier mapping from space can also
be conducted with the use of optical in-
struments, which follow the principles of
photogrammetry. In photogrammetry an
acquisition is taken at a certain instance
(ti) with an orientation (θi, φi, κi) and po-
sition (Xi, Yi, Zi). A second acquisition
(tj) is taken from the same scene, but
at a different position and angle. These
three points define a plane, where the
angles (αP , βP ) and the distance (lij) to
these acquisitions centers is known. The
point of interest (P ), can then be esti-
mated by solving the collinearity equa-
tions. For more details on the subject and
its workflow, see [Polman and Salzmann,
1996].

Cameras are used to record an optical acquisition, which resolves in a projection of
the observed scene. The point of interest is identified in both acquisitions. Through
these measurements it is possible to construct the coliniearity equations. When acqui-
sitions are in digital form, the identification of a point is done through image matching
algorithms.
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Photosensitive instruments can be saturated if snow is recorded, because its reflectance
is high. Only when the gain of these instruments is set less sensitive, will good sampling
be possible over snow covered terrain [Raup et al., 2000]. However, these snow covered
areas are fairly homogeneous, as the elevation over the terrain is slowly undulating.
Then a unique match is not always found. Therefore photogrammetry over snow cov-
ered terrain can be troublesome, as is clearly visible in figure 1.2.

(a) optical image (b) correlation score (c) hillshade

Figure 1.2: On the left hand side is a SPOT acquisition over a small part of Lomonosov-
fonna, with a small section of a ridge on the left. The image is acquired on the first of
September 2007. This acquisition is used together with an other acquisition and pho-
togrammetry to extract a digital elevation model (DEM). Due to the homogeneity of
snow reflection, the correlation of each match is not optimal. This can be seen in the
illustration in the middle; it highlights the correlation score. It ranges from a low correla-
tion value indicated in dark red, to a highly correlated match in dark green. On the right
hand side is a hillshade derived from the DEM, the bumpy pattern in the hillshade are
highly correlated with the low matching quality.

1.1.2 Photoclinometry

A closer look at the outer image of figure 1.2 can reveal something about the shape of
this ice mass. The observed shading depends on the position of the sun and on the orien-
tation of the local terrain. Oddly enough, two different shapes can be seen, this depends
on the position of the sun. If one assumes the sun to shine from the lower part of the
image, a ridge is perceived. While a ravine is perceived when the light is assumed to
come from the top of the image.

Although image matching fails, there is still usable information within an optical
acquisition. The goal of this thesis is to use this information. Photoclinometry is the
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method that extracts these inferences. This method may have the potential to comple-
ment photogrammetry, or it may be of use as an aid to other remote sensing techniques.

1.2 Research objectives

The objective of this thesis is an explorative study to the limits and potential of photocli-
nometry for snow covered terrain. Where a methodology is constructed to extract topo-
graphic information from a spaceborne optical acquisition. And a procedure is written
down to transform this information into elevation estimates that can be of use for glacier
elevation modelling, through the use of spaceborne laser altimetry. This objective is for-
mulated into the main research question of this thesis as,

Can elevation measurements of a glacier surface be extracted through a combination of optical
and laser remote sensing techniques?

In order to answer the main research question the following subquestions are formu-
lated:

? What kind of information is needed for glaciological research?
Different types of geometric information can be extracted from optical and laser
remote sensing instruments. The specification of this information is dependent on
the application. Therefore it is of importance to know what information is needed
from these instruments. Knowing this, one can specify the type of information and
to what extent, how precise and how reliable it should be.

? Is it possible to derive a unique surface of normals from a optical image of snow covered
terrain, through photoclinometry? And what are the preferable circumstances concerning
surface characteristics, sun direction and sensor?
The subquestion is focused on the amount of topographic information extractable
from an optical acquisition. This is of importance for the photoclinometric method-
ology and the algorithms that will be established in this thesis. The quality of the
information content is dependent on the specifications of the components within
the workflow.

? Can additional information from laser remote sensing resolve the ambiguity present in the
estimation of a photoclinometric elevation model?
Topographic information extracted through photoclinometry may not give all an-
swers needed for glacial research on itself. Complementing this information with
other sources may resolve in better or more extractable content. This subquestion
focuses on which information is needed to enhance the information content ex-
tracted from photoclinometry.

? Is photoclinometry capable of improving the information content of measurements from a
spaceborne laser profiler?
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Information extracted from laser instruments may be difficult to compare with each
other or with different geometric data. Consequently, assumptions on the terrain
need to be made to overcome problems in, for example, repetitivity and alignment.
This subquestion explores the potential of the information extracted from photocli-
nometry, to spatial and temporal sampling problems.

1.3 Significance

If an adequate mapping methodology is found then it will improve the understanding of
the geometry changes of remote ice masses. In that sense, expensive ground truth is not
essential to extract elevation changes, due to an independent spaceborne approach. This
opens up the possibility to extract elevation changes world-wide. Furthermore the data
used may be accessible for low costs, or is even freely available. For example, the or-
dering of optical imagery of LANDSAT from the archives of USGS1 is without expenses.
Likewise, data from the ICESat GLAS laser campaigns can freely be accessed through
NSIDC2. In that sense, data is available and can be transformed into useful information.

This study examines the relation between electromagnetic radiation and topographic
surface orientation. Only snow surfaces are considered. However if this approach is suf-
ficient, its methodology may be extended to different reflecting surfaces. Furthermore,
this study investigates the possibilities of modelling the dynamic surface of a glacier.
However other earth surfaces may have similar behavior, e.g.: subsidence, in that sense
the methodology may also be of use in these fields.

Image matching algorithms in photogrammetry use an area of several pixels wide
and long. Consequently, it estimates elevations in a grid with a wider spacings. Incli-
nation information used by photoclinometry can be on an individual pixel basis, in this
sense photoclinometry can complement photogrammetry. It can give additional infor-
mation, increasing the spatial resolution [Kirk, 1987].

Currently, methods exist that can compare elevation differences from spaceborne
laser profilers for glacial surfaces. However, their limitations are found in the small
selection of usable measurements, for example with crosstracks [Slobbe et al., 2008]. Al-
ternatively assumptions can be made about the terrain characteristics, such as, for exam-
ple, that the ice surface is locally close to planar [Moholdt et al., 2010b]. The help of other
elevation products for topographic correction can be used, e.g.: [Moholdt et al., 2010a],
but not everywhere in the world these elevation products have a good spatial detail to
be used in a sufficient manner. The method in this study has the potential to extract a
more precise estimate of glacial elevation changes. It may not be limited to crosstrack
overpasses, or dependent on other geometric data sources.

The measurement campaigns of ICESat GLAS profiler occurred between 2003 and
2008. Its applicability could be found in short term glacial geometry changes. One can
think of processes such as surging or glacial outbursts and drainages. For processes
with more slowly changing characteristics this technique could also be of use. However,

1http://earthexplorer.usgs.gov
2http://nsidc.org/data/icesat/order.html
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other campaigns should be included to extract a significant signal, for example, the new
ICESat2 mission could be included. This follow-up satellite mission is planned for the
beginning of 2016. Furthermore the method can be used to do analysis backwards in
time. Old campaigns like the SLA-2 mission from 1997 could be used. Unfortunately
this experimental mission had sparse global coverage, and only a limited amount of ice-
masses can be included in such a study. This thesis aims to construct a general method
to conduct such analysis. The benefit is found in its wide applicability as it is not bound
to a certain constellation of instruments.

1.4 Structure

The structure of this work will be as follows, at first an overview of the processing chain
of this work is given. It will introduce the different sensors, the reflection properties of
snow and the final glaciological implementation. Chapter 3 gives an overview of the
different computational methods that are of help for the proposed methodologies. These
are used in chapter 4 to describe the implementation of several ideas. Result of these
implementations are given in chapter 5, and this work finishes with conclusions and rec-
ommendations.
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Chapter 2

Research approach

The workflow used in this study is illustrated in figure 2.1. The first component of the
workflow is the acquisition of data by a sensor, in this case a spaceborne remote sens-
ing instrument. The acquired data need to be processed: a transition needs to be made
from sensor readings to geometric data. This is done through relations that link different
physical processes and properties to each other. The last chain in the workflow involves
the transformation of geometric data into sensible information for a given application.

acquisition

glaciological
parameters

physical
modelling

remote
sensing

processing interpretation

Figure 2.1: Geomatics workflow used in this work, in the background an aerial image is
draped over a elevation model of Gruben glacier, Switzerland.

In this section the components of the workflow will be described more closely. It will
highlight remote sensing instruments, then reflection properties of snow and finish with
glaciological parameters.
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2.1 Acquisition

The instruments used in this study are mounted on satellite platforms, orbiting the earth.
There are two different satellite instruments used in this study. An active case, where an
instrument can send a signal and measure its reflection. And a passive measurement set
up, where the instrument measures another energy source.

2.1.1 Optical Instruments

Optical instruments measures the radiometric energy that is received by their photo sen-
sitive area. The instrument has an optical system similar to a normal camera, with lens
and focal plane. But the photo detectors have a different spectrum and configuration.
Incoming photons enter the detector and cause an electric signal. The amplitude of the
signal is related to the amount of photons. Their spectral response is in the visible- till
thermal infrared parts, i.e.: wavelength of ≈ 0.1µm− 10µm.

The acquisition of reflections of the surface can be done in different configurations.
One photo sensitive element can be used, and a mechanical mirror sweeps perpendicu-
lar to the track. This case is called a whiskbroom configuration. Multiple photosensitive
elements can be aligned into an array, and placed cross-track to the flight path. In this
case the sensor has a pushbroom configuration, figure 2.2 illustrates this example. In
both configurations this results in a recording of a linear portion of the earth surface.
Which is usually oriented perpendicular to the direction of motion of the satellite plat-
form. Subsequent recordings of multiple lines leads to coverage of a surface area.

ti − δt

ti
ky

kz

kx
θ

φ
κ

Figure 2.2: Schematic view of a pushbroom sensor with multiple viewing angles and
multiple channels, illustration taken from [Kääb, 2005].

Sensors measure the radiation within a small fraction of the spectrum. Energy re-
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ceived on the sensor is collected and registered onto a digital scale. Its range is depend
on the bit length, but the radiometric range is mostly 28 or 212. The sensitivity of the sen-
sor is adaptable in modern instruments, thus there are mostly several operation modes,
that adjust to the energy input.
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Figure 2.3: The ratio of electro magnetic transmission through the atmosphere in re-
spect to its wavelength. Superimposed on the figure are the bands of several optical
instruments on board of low orbiting satellite platforms (stacked: eo1, landsat & terra).
Illustration taken from [Kääb, 2005].

Apart from a spatial resolution, the relation between ground coverage and pixel ele-
ment, there are other specifications. The spectral resolution is the interval of measured
radiation within the frequency domain. A specific domain of frequencies is detected by
the CCD elements of the instrument, as illustrated in figure 2.3. These bands may not
be too narrow, as there is a physical limit on the amount of radiative energy entering
the sensor. Instruments with a narrow spectral band, will have a relatively wide spatial
resolution.

The temporal resolution is the revisit time of an acquisition system. For which the
orbit flown by the satellite is most important. This revisit frequency can increase if the
swath width is large, or if the looking angle of the instrument is adjustable. In this man-
ner the BRDF of surfaces can be measured from space. The platforms used in this study
have sun-synchronous orbits, which results in a revisit time of approximately sixteen
days, see table 2.1.

vehicle instrument type bands spatial res. swath radiometry
[m] [km] [bit]

Terra ASTER pushbroom 9 15 60 8
Landsat ETM+ whiskbroom 8 30 185 8
EO1 ALI whiskbroom 10 30 37 12
ALOS PRISM pushbroom 1 2.5 35 8

Table 2.1: properties of different remote sensing platforms and there optical instruments
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2.1.2 Laser ranging instruments

Active sensors send a signal, and the time of flight until the reflection returns is mea-
sured. This precise time interval (t) is transformed to physical length (d) by the speed of
electromagnetic radiation (c);

d = c · t (2.1)

Each measured time interval can be transformed to a distance measurement. If in
addition to that, the position and rotation angles of the instrument are known. It will be
possible to calculate the three dimensional coordinate of the point at the surface where
the laser beam was reflected.

ky

kz

kx
θ

φ
κ

Figure 2.4: Schematic view of a laser altimeter in profiling mode, illustration taken from
[Kääb, 2005].

The configuration of a laser profiler is illustrated in figure 2.4. Most range systems
send out pulses in a regular repetition. This results in a resolution, that is related to the
flight velocity above the surface and the pulse repetition rate. Simple space or airborne
laser altimeters use a threshold on the received energy to pinpoint the time of flight. But
the sampling can also be done by a waveform digitizer, in this way more information is
collected. The relation above can be refined, as techniques evolve and more specifications
can be included. For example, the acquisition processes can be seen as a convolution of
the transmitted waveform, its footprint, and its pulse length. Then, the geometric and re-
flectance properties, and at last the atmosphere follow. If these components are included
into a model, more specific information can be extracted. By modeling these building
blocks, it is possible to isolate other information, from within the signal.

Thus a laser altimeter measurement can be seen as a convolution. First the laser
produces a very high energy pulse. This power is released within a few nanoseconds.
Ideally, the waveform should have a steep start and ending, aiming on a block-shaped
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waveform. Unfortunately this is technically very difficult, thus the waveform is more
similar to a bell shape.

Apart from the time dependent element, there is also a spatial element of importance.
This is the beam profile of a laser, and it gives the spatial coverage of its energy distribu-
tion. It depends on the pump source, the optical resonator, and the laser medium [Stilla
and Jutzi, 2009]. They are modeled as a two dimensional elliptical Gaussian.

Then the geometric properties of a surface deforms the waveform, while its reflec-
tivity reduces the intensity of the waveform. The reflectors that compose the waveform
are weighted samples equally scattered throughout the footprint. However the reflectors
are mostly the first encounters, thus one should take into account that the top surface is
measured. For glacier mapping this is of minor importance, as vegetation is absent.

time
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time

receivertransmitter

transmitted signal received signal

Figure 2.5: Schematic overview of a spaceborne laser ranger, credit ESA.

Spaceborne laser profilers are relatively new instruments. The first spaceborne mea-
surements were trial flights on board of Space Shuttles, but in recent years some laser
profilers have been launched, and will be launched. A few examples of spaceborne laser
profilers are given below.

vehicle instrument inclination height footprint prr vertical sampling
[deg] [km] [mtr] [Hz] [mtr]

Discovery SLA2 57 278 100 10 0.75
ICESat GLAS 94 600 70 40 0.15
CALIPSO CALIOP 98 705 100 20.25 30

Table 2.2: properties of different remote sensing platforms and there laser ranging in-
struments, taken from [Carabajal et al., 1999], [Duong, 2010] & [Hunt et al., 2009]
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2.2 Processing

The second component within the workflow consists of the processing of remote sensing
measurements to geometric data. For this study it will involve optical acquisitions in the
form of raster data and meta data for photoclinometry, as well as, point samples from
the laser profiler. This section will start by highlighting the reflection pattern of snow in
the visible spectrum, followed by an overview of methods using the photoclinometric
principle.

2.2.1 Optical properties of snow

States of snow Snow is precipitation of star-like ice crystals, grown from water vapor.
Snow crystals have various morphologies, where the temperature during formation, is
the main factor of influence. Fresh precipitated snow is highly porous, and has fragile
bindings. If temperature conditions are well below the melting temperature of ice, crys-
tals are highly branched. They will undergo fewer transformations, thus this dry snow
condition will result in a highly spaced snow pack. This low density material has a high
reflectivity, due to easy penetration of radiative energy.

If conditions are close to the melting point of ice, the snow crystals exhibit more meta-
morphism. Decaying processes already start when a snow crystal hits the ground. The
branches of the crystals disappear, and the crystal changes to a grain-like structure. The
rate of this process is mostly influenced by both temperature and compression of the
pack. Through time the optical properties change, where consecutive melt and freezing
are most influential. The size of snow crystals or grains ranges from 50 µm for fresh
snow, growing to 1 mm for melting old snow [Wiscombe and Warren, 1980].

Radiometric interaction Electromagnetic energy has three different interactions with
matter, being absorption, reflection and transmission. The amount of absorption into
media is dependent on the permittivity and permeability of the subjected matter. Per-
meability can be left out of the equation, as the relative magnetic permeability of snow
is roughly equal to that in free space. Absorption is best related through the dielectric
constant (ε). However this constant is dependent on wavelength. A wave with a cer-
tain wavelength (λ) travels through a medium, the wave will reduce the intensity of its
amplitude. The absorption length is the distance a wave travels until it is reduced by a
factor e (≈ 2, 718), for a physical description see [Rees, 2001].

The other interactions concern the reflection and transmission of energy through mat-
ter. This reflection boundary phenomena is covered by Snellius law:

nλ,i · sinθi = nλ,e · sinθe (2.2)

Where the subscript i denotes the incidence and e the exitance, while θ is the angle.
The two homogeneous media have a refractive index nλ, where n2

λ = ελ. However one
can imagine that reflection modeling of snow, can become very complex within a few
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reflection steps. The exotic shapes of snow crystals, and the low absorption rate, make
the interactions accumulate rapidly, resulting in complex volume scattering.
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Figure 2.6: The reflectivity of snow within the spectrum, as a function of grain size.
Illustration taken from [Rees, 2006]

Grain size is a main component that influences the amount of reflection, as can be
seen in figure 2.6. Although the principle shape in this graph is rooted from the dielectric
constant, the influence of grain size is relevant in certain parts of the spectrum. Looking
at the reflectivity in general, there are mostly high values in the visible spectrum, and it
has its maximum at 0.46 µnm. The small decline later on, results in the white, though
blue tinted perception of snow by the human eye.

Bi-directional reflectance distribution function Apart from influences by grainsize,
another component of great importance is the direction of incidence and exitance of en-
ergy. This relation is known as Bi-directional reflectance distribution function (BRDF). It
is the ratio (ρ) between incoming (E) and outgoing (L) radiance at certain angles [War-
ren, 1982];

ρ(θi, φi, θe, φe, λ) =
L(x, y, θe, φe, λ)

E(θi, φi, λ)
(2.3)

The spectral albedo is defined as the integral of the BRDF over the upper hemisphere
of the surface, i.e.: all exitance angles, given as [Dumont et al., 2010];
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A(θi, λ) =

∫ 2π

0

∫ π/2

0

(ρ(θi, φi, θe, φe, λ) · cosθe · sinθe)dθedφe (2.4)

The influence of volume scattering on albedo is illustrated in figure 2.7. It shows
that, if energy comes in at a low incidence angle, it can escape more easily to the surface.
An ascendancy of incidence angle becomes clearly noticeable starting from wavelengths
greater than one micrometer. Visible wavelengths penetrates up to half a meter into the
pack. However only the upper five to ten centimeters have a prominent effect on the
signal [Zhou et al., 2003].
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Figure 2.7: Albedo of a snowpack with a mean grainsize of 100 µm. Colors represent
different incidence angles of illumination. Illustration taken from [Warren, 1982]

Uni-directional reflection The effect of liquid water in snow is similar to an increase
in grain size. This minor effect is due to the high similarity of refractive index between
water and snow, within the visible spectrum. [Steffen, 1987] measured the BRDF in
the range of 0.5 - 0.6 µm, for different snow types. They found that powder snow had
a nearly isotropic reflectance, while new and old snow showed forward scattering. A
measure for the anisotropic reflection pattern of snow is illustrated in figure 2.8.

The configuration of reflection of snow is measured in a high radiometric resolution
by [Peltoniemi et al., 2005]. They found a strong forward spike in the principle plane of
the sun, smoothing to its azimuths, close to a bowl shaped BRDF, as can be seen in figure
2.9.
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Figure 2.8: The anisotropy factor is a normalized BRDF value. This factor is the BRDF
divided by the albedo, multiplied by a constant. When the anistropyfactor is at unity, it
describes a Lambertian reflection function. The graph is the result of measurements from
a sample of new wet snow, illustration taken from [Dumont et al., 2010]

Snow transport The effect of aging snow is not the only component that influences
the reflection function. Wind is a complex component that transports vast amounts of
small snow grains. A blizzard, which is a combination of hard winds with heavy pre-
cipitation, can form snow dunes that can be as big as ten meters. But apart from these
dramatic events, wind is gradually transporting snow grains most of the time. For alpine
areas wind is chilled by the glacier ice, it builds up, and in the afternoon result in kata-
balic winds, blowing downstream.

On a smaller scale, topographic features are fairly similar to sand dunes. Snow is
taken from the windward side and deposited on the lee side. At the windward side
sastrugi can emerge. They are made by the wind, that carves into the snowpack. This
happens when the snow surface is harder than its underlying layers, and the wind is
strong enough. At the lee side ripples can emerge, these features are smaller in magni-
tude, and its effect on reflection can be neglected.

Surface roughness like, windblown features and sun cups have a strong directional
component. Measurements of their influence on the BRDF has been assessed [Warren
et al., 1998], [Mondet and Fily, 1999]. Roughness in the terrain result in form shadow
and cast shadow. Especially cast shadow reduces the forward scattering, this phenom-
ena is at its maximum when the sun is perpendicular to the sastrugi. If the sun angle is
in an intermediate configuration perpendicular or parallel to the sastrugi, the reflection
pattern becomes asymmetric. However in nadir view, most of these effects are of less
significance.
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Figure 2.9: Plot of BRDF measurements of loose snow with a wavelength of 0.56 µm, the
black arrow indicates the sun incidence vector. The illustration is taken from [Peltoniemi
et al., 2005].

The reflection pattern may be corrupted by other matter. Except from water there is
dirt, e.g.: dust particles, industrial pollutants or red algae, within the snow pack [Dozier
and Painter, 2004]. This interference is most notable in wavelengths smaller than one
micrometer.

2.2.2 Photoclinometry

The intensities within an optical satellite acquisitions are the effect of interplay of several
components, being: geometry, reflectance, illumination and viewpoint. Most of these
components can be approximated by models that are based on e.g.: satellite ephemeris,
reflection modelling, physical constants. The geometry of the terrain is unknown, but if
this component can be isolated, it is possible to use the relation of photoclinometry to es-
timate it. Photoclinometry is a composition of three Greek words, namely phos meaning
light, clino meaning slant and metron meaning measure. It directly relates the depen-
dency of incidence angle to surface gradient. The surface gradient of different pixels can
directly be used or integrated into elevation measurements. The extracted information
from this principle can be in three different dimensions, namely point, profile or area.
These three concepts and methodologies are highlighted below;

Hi

Hj

Point samples The intensity value depends on the relative angle between the sun vec-
tor and the normal vector of the terrain. When the steepest slope of a surface is in the
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direction of the sun, intensity values may directly be related slope. Slopes with another
azimuth will be projected on this solar plane. Consequently, the estimated slope will
be shallower than the real surface. For a reliable estimate, the topography needs to be
simple and its main change oriented in this direction. If this condition can be satisfied,
an optical acquisition can give an idea of the surface roughness [Beyer et al., 2003].

Profiles Slope estimates, as described above, can be used to estimate a profile along the
suns’ direction, a photoclinometric lane. Cumulation of aligned integrated slope esti-
mates along this lane give a elevation profile. Each elevation estimate will have an error,
due to the model and measurement noise. Through the summation of these elevations
errors will accumulate.

Area Aggregation of neighboring photoclinometric lanes result in a surface. The dis-
crepancy in azimuth does not occur as more orientations can be chosen. Ambiguity in
the azimuth direction exist, however this may be solve as a smooth surface is estimated.
Conceptually the area based method is simpler, however an increase in computational
power is proportional to the size of the sampling area. Multiple methodologies exist to
resolve the azimuth ambiguity.

The relations between the reflection function and small variations in height should
be known in order to explain the small variations in brightness. If these relations are
given, the help of an initial curve can give all ingredients to estimate shape. This is the
approach for photoclinometry through characteristic strips [Horn, 1990].

For implementation of this approach, it is necessary to search for situations where the
function is zero. Thus, where the normal and sun vector have the same direction. The
method assumes a sun vector parallel to the viewing direction. In that sense it is easier to
formulate the differential equations. Consequently, the characteristic strips will have the
same elevation. From these initial curves, integration in an outward direction will result
in an estimate. However this method is very sensitive to noise, and there is propagation
of errors along its curves.

Using the calculus of variations, a condition can be added to the problem statement.
This condition restricts the outcome, resulting in one solution. For shape recovery, this
condition is mostly stating a curvature constraint. Thus the function that minimizes the
overall curvature is sought. In the field of calculus of variations, the aim is in finding an
extreme of a functional [Sagan, 1992]. A functional is a collection of functions. Thus the
function that minimizes a quantity, here curvature, will be selected.

2.2.3 Laser altimetry

Laser technology can operate in different configurations, e.g.: ranging, profiling or scan-
ning. The raw measurements that result from a campaign can be used in two manners.
At first the geometrical properties can be used, making use of the ranging principle. Or
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the reflection of the received signal is interpreted, by analyzing the scattering response.
These different interpretations can be applied on different scales, the following sections
will give a brief overview of these. Where the main focus will lay on the implementation
of spaceborne instruments.

Full waveform An individual laser range measurement is a waveform that describes
the received energy of a reflected pulse over time. It is a convolution over time of the
transmitted pulse, atmospheric absorption, reflection and instrument sensitivity. Apart
from the time domain, the spatial construction of the sensor and the configuration of the
sensed objects are also part of the final waveform.

An experimental laser profiling mission on board of the space shuttle Endavour on
January 1996, was one of the first full waveform campaigns in space. The echoes showed
correspondence with vegetation cover, reflectivity, influences of slope and ruggedness.
Thus inferences from the waveform itself could be made [Garvin et al., 1998]. With the
GLAS instrument on board of ICESat these correspondences were taken further, and
classification based on the waveform, was showed to be possible [Duong, 2010], [Molijn
et al., 2011].

Information of a phenomenon can be extracted if that specific component can be iso-
lated. First instrumental properties need to be extracted from the metadata, and the
atmospheric absorption should be modeled. Then it is possible to address the energy
variation over time to geographic features, or reflection properties.

Due to the high precision in orientation parameters (i.e.: attenuation and flightpath
of the satellite) of ICESat, its sampled location on the earth surface can be estimated
within a range of two arcsec. For the vertical accuracy, there is a vertical sampling pre-
cision of 15 centimeter, with a range bias that can be as low as 2 cm [Martin et al., 2005].
This makes it possible to extract withinfootprint characteristics. Most research in this ap-
proach is found in biomass parameter estimation, such as vegetation height and crown
depth [Harding and Carabajal, 2005].

Point samples A waveform can be too specific for certain applications, thus laser data
can be processed to extract a more generic product. In that case, the waveform is fitted
with a Gaussian curve, to extract the centroid of elevation. Dependent on the terrain
characteristics, different approaches can be chosen, i.e.: amount of fitted gaussians. These
products can than be used to evaluate changes in the terrain, for example lake levels
[Zhang et al., 2011] .

Profiles The individual samples are aimed along a reference track, sampling a profile
along the terrain. These tracks are repeated, so comparison along the profile can be
made. Changes within this plane could be extracted in that manner.

Technology is emerging, and with ICESat-II a more advanced laser profiler will come
into orbit, at the beginning of 2016 [Abdalati et al., 2010]. However more advanced in-
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struments have already been tested, which use a flash LIDAR. These instruments have
an array of receivers instead of a single antenna, thus both imaging and ranging capa-
bilities are possible [Ramond et al., 2011]. This will improve the spatial sampling of the
terrain, making it easier to extract information.

2.3 Interpretation

The next step in the workflow consists of transforming the geometric data derived from
the sensors to usable information for glaciological study. Therefore a relation need to be
establish between geometry and glacier dynamics, describing the influencing factors of
a glacial system.

The mass of a glacier changes through time. Accumulation of water is added to
the system through avalanches, wind transport, and precipitation. Ablation is caused
by melt, calving discharge or evaporation. These processes occur independent of each
other. The net balance at a given time is the sum of gain and loss of these processes
over a given point. Accumulation and ablation is effected by seasonality, this results in a
cyclic behavior for the net balance. A balance year is the time between two minimums,
it is variable over space and time and therefore difficult to formalize. Measurements are
typically conducted at the end of the winter season (tm), and at the end of the summer
season (ti). The net balance for any point on the glacier is the integral of the accumula-
tion rate (ċ) plus the ablation rate (ȧ) over that period. For a measurement campaign of
summer and winter balance, the net balance is given by [Paterson, 1994]:

bn =

∫ tm

t1

(ċ+ ȧ)dt+

∫ t2

tm

(ċ+ ȧ)dt (2.5)

The pattern of these rates are different from point to point. However the factors that
influence these patterns are partly known. For example, elevation is a principle compo-
nent, as in the lower part is relatively more mass loss. Fortunately there is flow of ice,
due to gravity, from higher parts to compensate for this local loss.

The net balance is an integral over the production term (β), but does not incorporate
the dynamics within a glacier. However if surface measurements are differenced from
each other they include a dynamic signal. This is seen, if a glacier is expressed as a
system that has a conservation of mass. Every element within the glacier has density (ρ),
and velocity (~u). For every element the continuity equation states [Paterson, 1994];

∂ρ

∂t
+∇ · (ρ~u) + β = 0; (2.6)

If this relation is taken over a whole column, the equation should be integrated from
the surface height (hs), down to the bottom height (hb). Integration of the production
term results in a composition of the surface net balance (bs) and the basal melt (bb). The
velocity term transforms into a flux (∇~q) [Nuth et al., 2012];
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∂h

∂t
=

∂

∂t

∫ hs

hb

(ρ)dz = bs + bb +∇~q (2.7)

If elevation changes over the entire glacier surface (A) are known, then these changes
can be related to volume changes. This is done through multiplication with the density
of ice (ρ), resulting in volume change in water equivalent units;

∂V

∂t
=

∫
A

(
∂h

∂t
· ρ)da (2.8)

If the other terms in equation 2.7 are also integrated over the whole glacier area, it
is possible to relate volume change to the climatic-basal mass-balance (B) and its flux
divergence (∇~̂q) [Cogley et al., 2011];

∂V

∂t
=

1

A
·B +

∫
A

(∇~̂q)da (2.9)

The measurements from photogrammetric or photoclinometric elevation estimates
are point measurements, on a given place and time (Hx,y,t). Repeated measurement can
approximate the elevation change over a given point through,

dh

dt
=
Hx,y,i −Hx,y,j

∆tij
(2.10)

For elevations products extracted into a grid, the transformation to volumetric change
is done through multiplication with the dimension of the grid cell (r2). This is followed
by a summation over all grid cells of the glacier (nA) [Etzelmüller, 2000];

dV

dt
=

nA∑ dh

dt
· r2 (2.11)

In this manner geodetic measurement can be translated to meaningful glaciologi-
cal concepts. The relations mentioned above, and specifically the relation in equation
2.9, may be used in different manners. For example, if the the velocity regime doesn’t
change, then the volume change is equal to the mass balance and can be estimated by
photogrammetric products [Krimmel, 1999]. It may also be inverted, if the kinematics
of the mass is known, it is possible to estimate the volume change and dynamics. This
is case is possible for rock glaciers, as its material is incompressible [Debella-Gilo and
Kääb, 2012].

In the following section highlights geodetic methodologies applied in glaciology.
They highlight the possibilities optical and laser remote sensing instruments, and their
applicability for photoclinometry and registration.
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2.3.1 Optical Remote Sensing

The influence of topography on reflectivity within satellite imagery is addressed in many
textbooks and this component is corrected to normalize radiometric measurements [Richter,
1998]. In glaciology, these reflection fluctuations were identified with undulations [Dowdeswell
and Mc Intyre, 1987], and topographic fluctuations [Rees and Dowdeswell, 1988]. Opti-
cal images have mostly been used to enhance a wide spaced elevation model into a high
resolution product [Bingham and Rees, 1999], [Bindschadler et al., 2002] and [Scambos
and Haran, 2002]. Or local topographic profiles along the direction of the sun [Raup
et al., 2005].

Due to the low orbit of optical satellites, a visit to polar regions is brought more of-
ten than to low latitudinal regions. Thus if the instrument has a broad field of view, a
location with a high latitude can be sampled with different sun angles. If two scenes are
taken with a different sun angle, its terrain shape is extractable. Thus the gradient over
both axis is estimated. Double integration will give a elevation model. Then a course
elevation model can be used for absolute orientation [Scambos and Fahnestock, 1998].

With the theory of photoclinometry it is also possible to detect and interpret topo-
graphic surface changes. If two acquisitions are selected with a similar sun angle, and
equal illumination and reflection function, the only prominent free parameter is the sur-
face slope. The small undulations on the snow surface can be detected [Bindschadler
et al., 2010].

2.3.2 Laser Ranging

Spacing of ICESat GLAS transects widens the further one moves away from the pole.
However, already a few transects can give a comprehensive estimate of a glacier mass
balance [Sauber et al., 2005], [Kääb, 2008]. Thus ICESat GLAS is not only capable of mea-
suring the great ice masses, but smaller ice fields and glaciers mass balances can also be
estimated [Nuth et al., 2010].

Figure 2.10: Drawings illustrating several methodologies to extract elevation differences
between different profiles. From left to right; interpolation to its intersection [Slobbe
et al., 2008], zonal plane fitting [Moholdt et al., 2010b] and a local plane fitting methods
[Pritchard et al., 2009].

Most glaciological studies use the transects, or the intersections. Several methods are
developed to estimate surface elevation differences. As the pointing positioning has an
accuracy of within a few meters, and secondly the footprints are not perfectly overlap-
ping. Thus interpolation over transect can be used [Slobbe et al., 2008], triangulation
[Pritchard et al., 2009]. Or by the use of plane fitting over multiple transects [Moholdt
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et al., 2010b].

2.3.3 Aggregating both acquisition systems

The two satellite systems have been used together before for glaciological purposes. In
the parts where reliable image matching is difficult, differencing ICESat GLAS measure-
ments can give an estimate of volume change over the wide upper part. In the lower
part of the glacier optical imagery can produce reliable elevation models of the narrow
glacier snout. By these means a balanced estimate of the volume change is constructed
[Howat et al., 2008]. However both system only complement each other, there is no inte-
gration between both measurement methods.

An example of cooperation is found in the use of ICESat GLAS footprint as ground
control. Distinct features, e.g.: nunataks and ridges , are selected from the imagery and
ICESat GLAS profiles. The extracted elevations from ICESat GLAS are used for ground
control, to calculate the registration parameters of the aerial triangulation [Schenk et al.,
2005].

A combination of altimetry and optical remote sensing measurements has been used
to assess subglacial hydrolic systems in Antarctica [Fricker et al., 2010]. The altimetric
measurements could identify elevation differences along a profile. With these candi-
date areas, image differencing techniques could identify the spatial extent of these lakes.
Combined with bedrock and elevation data, water pressure potential could be estimated
and an increased understanding of the sub-glacial drainage system was obtained.

Elevation changes derived from repeated ICESat GLAS tracks lack the fine sampling
of the photogrammetric method. Additionally, they are less robust on a local scale [Mo-
holdt et al., 2010b]. A combination of both methods may produce a more reliable esti-
mate out of ICESat transects. Extracting a elevation model by a combination of ICESat
GLAS and photoclinometry is recently conducted [Bindschadler et al., 2011a]. These
products were used to estimate the grounding line along the coast of Antarctica.

22



Chapter 3

Computational theory

The measurement configuration and its implementation for this work was described in
the former chapter and gives an understanding of the acquisition process. This under-
standing is needed to interpret the different computational techniques that can be ap-
plied to the measurements. Thus this chapter will focus on the methods that can be used
for the proposed implementation. After this chapter, the implementation of the algo-
rithms and methods can be presented.

3.1 Forward model

The first entity is the forward model, where a model predicts an observation that is based
on a theory. It relates physical parameters from the natural world to observable quan-
tities. For this study the physical parameter is elevation, and together with the suns
position an observable relief shading is constructed.

3.1.1 Shading function

The input for the forward model is a digital elevation grid (H). This is a sampling pattern
of points in a regular rectangular interval (dx, dy). Those samples are elevation values of
the earth surface. At every point at this surface, there is a normal vector. This normal
vector is the vector perpendicular to the tangent of the surface. The shading function is
described on these points. The tangent can be estimated using the neighboring points.
The change along both axis of the grid composes a gradient vector;

∇H =

(
∂H

∂x
,

∂H

∂y

)
(3.1)

The planar gradients of a spot on the surface is estimated through convolution, i.e.[Young
et al., 1995]:

K∂x ⊗H ≈ ∇x K∂y ⊗H ≈ ∇y (3.2)
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The result from the kernel (K) is change in grid units, the gridspacing (l) is used to
transform to a metric unit. With these terms known it is possible to compose the nor-
mal vectors (~n) on each elevation point. A dot product with the sun vector (~s) gives the
amount of sunlight received at a unit area of the tangent plane;

cos(θ) =
~n · ~s
|~n| · |~s| , where ~n =

−∇x−∇y
1/l

 (3.3)

Topography along the suns’ direction has the most influence on the resulting bright-
ness. Surfaces with another orientation do influence the shading, but to a lesser degree.
Therefore the information content extractable from a shading, is dependent on surface
orientation.

3.1.2 Photoclinometric lane

The shading function prominently uses information along one direction, it is an area
based approach. However the model may be described along the solar direction, in a
one dimensional relation. The sensitivity of the sensed samples (DN ) to undulations of
the terrain perpendicular (ψ⊥) or along (ψ‖) the azimuth of the sun is given by [Bind-
schadler and Vornberger, 1994],

∂DN/∂ψ‖
∂DN/∂ψ⊥

=
cos2ψ⊥
cos2ψ‖

· tanψ‖ · tanϕ− tan2ψ⊥ − 1

tanψ⊥ · (tanϕ+ tanψ⊥)
(3.4)

In this relation the elevation of the sun (ϕ) is in most cases 30◦, a lower elevation
increases the ratio. Furthermore the function is most sensitive in small variations in
topography. For slopes more than 10◦ the ratio has dropped significantly. Variations
in topography perpendicular to the suns’ direction have nearly no impact on the ratio.
Thus the shading function can be simplified if certain criteria are met. Terrain variation
should be low sloped, the suns’ elevation low, and topographic orientation mainly in the
direction of the sun. Stating this the samples along a profile are transformed to elevation
change (dZ) along the suns direction through,

cos(θ) = cos((
π

2
− tan

dZ

dL
) + ϕ) (3.5)

3.2 Model inversion

A linear relation (A) between the observations (~y) and its model parameters (~x) can be
written in the following way;

~y = A~x (3.6)
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The use of this system can be in three ways. If the parameters and their relation to
the real world are known, one can model a real world situation. By these means it is pos-
sible to do predictions and model different scenarios. A second way to use this system,
is by regression. If both vectors are known, one can construct a model, fitting a relation
between both entities. The third usage of this relation is the estimation of unknown pa-
rameters.

3.2.1 Leveling model
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An implementation of this model into geodetic practice is
the estimation of height through leveling. The situation is
illustrated on the right. There are four points (xi) where
the upper left point has a known height. In total there
are five height differences (y

i
) that are measured between

these points. The model describing the relation is given
as,

E{


y

1
y

2
y

3
y

4
y

5

}
︸ ︷︷ ︸

~y

=


1 0 0
−1 1 0
−1 0 1

0 −1 1
0 0 −1


︸ ︷︷ ︸
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 x1
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︸ ︷︷ ︸

~x

(3.7)

If the unknown heights of x1 . . . x3 want to be estimated in a least squares sense this
is done through1,

~̂x =
(
A>A

)−1
A>~y (3.8)

There are more height measurements than unknown parameters. Due to noise in the
observables, consequently its relation will not be exact. However with more measure-
ments the quality of the estimation is improved, both in precision and in reliability. This
is done through least squares adjustment and the possibility of hypotheses testing.

3.2.2 Weighted model

The leveling example above assumes that the variances of the measurements are of equal
magnitude. Every measurement has the same contribution within the estimation of the
unknown parameters. Alternatively, a weighting matrix (W) can be inserted into the
least squares estimation. This matrix shifts the importance to certain measurements that
compose the model. The parameter vector (~x) with the smallest error is chosen, thus the
weighting matrix allows to define the smallest fit [Strang and Borre, 1997]. Including the

1A~x = ~y, A>A~x = A>~y, ~x = (A>A)−1A>~y
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weighting matrix into the estimation results in,

x̂ =
(
A>WA

)−1
A>W~y (3.9)

For a Best Linear Unbiased Estimate (BLUE), the weighting matrix is equal to the
inverse of the covariance matrix (Q−1

yy ). On the diagonal of the covariance matrix the
variations of the measurements are placed (σ2

i ), while correlations between the measure-
ments are listed off-diagonal (σij). If a weight is increased up to infinity, it becomes a
constraint on the parameters. However there are other ways to implement constrainted
models. For example one can subdivided the procedure into several iterative steps. At
first, there is a normal estimation, in the form of equation 3.8 or 3.9. At the second phase
a new system of equations is added to the model, i.e.:

E{~y} = A~x C>~x = ~k (3.10)

The matrix C describes the relation of the parameter with a property (~c0). This rela-
tion is input for the fundamental equation (3.8) again. However the variance matrix is
changed into the variance matrix of the estimate (Q~xA~xA

).

x̂ = ~xA −Q~xA~xA
C
(
C>Q~xA~xA

C
)−1

C>
(
~xA − ~k

)
(3.11)

This procedure is computer friendly, as the matrix size is kept as small as possible.
However the constraints can also be included into the model all at once, i.e.:

( (
A>Q−1

yy A
)−1

C
C> 0

)(
x̂
λ

)
=

(
A>Q−1

yy ~y
~k

)
(3.12)

x

y

g(x, y) = k

f(x, y)In this sense there is a constraint on the minimum
value to be found. The constraint is incorporated by
Lagrange’s method. The illustration on the right illus-
trates the method for a two dimensional case. There
is a function f(x, y) and a constrain, given in the form
of g(x, y) = k. Thus if a maximum value is to
be found for the function, it can only be on the line
g(x, y) = k. This maximum is found when they
have a common tangent line, and can be written as;
∇f(x, y) = λ∇g(x, y), for a given scalar λ [Teunissen et al.,
2005].

3.2.3 A priori knowledge and relations

Taking the former property into account it is possible to add constrains into the relation,
for example a constraint on elevation curvature, as glaciers are gradually fluctuating in
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height. Their curvature is very low, thus relations like these can easily be included into
the A-matrix e.g.:


...
0
...

 =


...

...
...

−1 2 −1
...

...
...


 hi−1

hi
hi+1

 (3.13)

By appending these constrains into the model, the iteration will propagate to a func-
tion with a minimal curvature. This relation is a discrete Laplace operator, relating neigh-
boring points to their second order partial derivative. The relation is valid for surfaces
that are flat or have a constant slope [Gorte, 2006].

The relation is a condition that is not extractable from the imagery. However this ex-
tra property is known a priori by the observer. Another property of the elevation model
is its potential field, where the curl operator of the elevation estimation would result in
zero (∇ ×H = ~0). This relation can also be implemented in the design matrix, or it can
be put forward as a constrain.

Information about the parameters can also be integrated in the relation. If certain
coordinates are known, they can be concatenated under the design matrix. The estimate
of the parameter used together with its precision to help to stabilize the adjustment. The
precision of the parameters can be simplified to a diagonal matrix and a scalar, where this
scalar value can be used to steer the iteration. This extension is known as the Tikhonov
regularization [Vermeer, 2010]. Its general form is written in the relation as follows:

(
~y
~x

)
=

(
A
I

)
~̂x+

(
~ey
~ex

)
(3.14)

3.2.4 Non-linear models

The former model used a linear relationship. However, a relation is not always linear.
To still use the least squares adjustment, the relation can be approximated through lin-
earization of the function. In that case, the non-linear function is described as a power
series. This is made possible through Taylor-series expansion.

Tk(x) =

k∑
i=0

f (i)(x0)

i!
· xi

= f(x0) +
f ′(x0)

1!
· (x− x0) +

f ′′(x0)

2!
· (x− x0)2 + . . .

If the degree (k) of a Taylor-polynomial increases, it will increasingly conduct the be-
havior of f(x). When a Taylor-polynomial has a certain degree, its sequent terms are
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concatenated into a remainder (Rk). This gives the following relation,

f(x) = Tk(x) +Rk(x) lim
k→∞

Rk(x) = 0 than f(x) = Tk(x) (3.15)

If the approximation (x0) is relatively close to x, then the Taylor-series can be trun-
cated after the second-order term [Teunissen, 2003], as the remainder is negligible small.
When a function is multivariate, it is not only the variation over one variable that is of
importance, also its relation to other variables that should be taken into account. The
structure of all the variables’ first order variations and their influences on each other is
stated within the Jacobian;

JF (~x) =


∂y1
∂x1

. . . ∂y1
∂xn

...
. . .

...
∂ym
∂x1

. . . ∂ym
∂xn

 (3.16)

Equation 3.15 gives a one dimensional case. If this relation is transformed into a mul-
tivariate relation, with the help of equation 3.16, one gets a linearized estimation in the
form of,

~y = A~x0 + J(~x0)(~x− ~x0) +R1(~x) (3.17)

3.3 Iteration strategies

x0

A linear least squares problem can be computed directly. In
a non-linear case, an initial guess should be given first, after
which it is approximated by a linear system. The result is
a new estimate, being a new guess; an iteration is at hand.
The principle of an iteration is to migrate to a (local) min-
imum (x∗) or (local) maximum. And terminated when a
certain threshold is passed, i.e.: the difference between es-
timated and measured are negligibly small (e = y −Ax or
e2).

In the former paragraph Taylor-expansion was constructed from an approximation
and its derivatives, see equation 3.15. However the series expansion can also be used to
describe the behavior of the function within a neighborhood, i.e.:

f(x+ ∆x) = f(x) +
f ′(x)

1!
· (∆x) +

f ′′(x)

2!
· (∆x)2 + . . . (3.18)

For the multiple valued case, up to the first order, this gives the gradient-descent
method [Madsen and Tingleff, 2004];

f(~x+ ~δ) ≈ f(~x) + J(~x)~δ (3.19)
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At first Newton-Raphson’s method is given in a one dimensional case, this can give a
handhold for the methods later on. The method starts with an approximation, and cal-
culates its first derivative, the tangent of this function. The crossing of this tangent line
with the x-axis is used as the next approximation. This procedure starts all over again
until a crossing of the function with the x-axis is found. At first the triangle of the ap-
proximation k is given and after rearranging the terms gives the new approximation;

f ′(xk) =
f(xk)

xk − xk+1
→ xk+1 = xk −

f(xk)

f ′(xk)
(3.20)

This same method can be used with the derivative of the function. Through this
means a local minimum or maximum can be found. Extending this method to the sec-
ond derivative and in a multivariate case, it becomes a Gauss-Newton iteration:

~xk+1 = ~xk +
(
J>J

)
J> (~y −A~xk) (3.21)

Here the multiplication of the two first order derivative of the function (J(~x)) is an
estimation of the Hessian (H(~x)), the second order derivative of the function. This mul-
tiplication is a faster implementation and gives a reliable estimation.

For very nonlinear functions it is necessary to have a good approximation, otherwise
the iteration can converge into a local minimum. The Newton-Raphson is a good method
for the last stage of an iteration [Madsen and Tingleff, 2004]. It can also end up in a loop,
thus a threshold on the number of iteration steps can be necessary.

If the initial guess is far from the minimum, a faster approach is preferable. This can
be done through adjustment on the diagonal elements of the normal matrix. The scalar
convergence factor [Milman, 1999] is dynamical. Thus when the estimation comes closer
to a local minimum, the convergence factor minimizes. Changing the gradient descent
method back to a Gauss-Newton iteration, i.e.:

~xk+1 = ~xk +
(
J>J + µI

)
J> (~y −A~xk) (3.22)

where,

µ = τ ·max{diag{J>J}} (3.23)

Here τ is a coefficient describing a measure of closeness of the estimation. Where a
small value indicates an estimate close to the true value.

3.3.1 Batch estimation

Everything is related to everything else, but near things are more related than distant things.
That is the first law of geography according to Mr. Tobler [Harvey, 1969]. This law
should be recognizable in the design, as there is an aim to model a geographic entity. So
if the influence of far away phenomena is of less importance, this should be represented
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in the design matrix. Therefore the design matrix will have a fairly sparse appearance.

This sparsity of the design matrix can be an advantage for the computation of the es-
timation. Smaller blocks of normal matrices can be made, constructed from parts along
the diagonal. These blocks can be solved faster, as big matrix inversions are avoided.
However the estimates should eventually be stitched together and result in a coherent
estimation. Regulating the overall estimate is done through the inclusion of global pa-
rameters in the adjustment, these are composed into the matrix G. This batch processing
is known as Helmert-Wolf blocking, and it splits the normal equation as [Teunissen, 1985],
[Lavallée, 2005]:


A>11A11 0 · · · 0 A>11G11

0 A>12A12 · · · 0 A>12G12

...
...

. . . 0
...

0 0 0 A>ijAij A>ijGij

G>11A11 G>12A12 · · · G>ijAij

∑
ij G>ijGij




~̂x11

~̂x12
...
~̂xij
~̂g

 =


A>11~y11
A>12~y12

...
A>11~y11∑
ij G>ij~gij


(3.24)

This blocking is mostly used to solve border crossing triangulations. Where enor-
mous national triangular networks should be adjusted. Fortunately the blocks can be
solved independent from each other. The estimated global parameter is used within the
global adjustment. Followed by an update within the regional adjustment.

3.4 Classification

Ω
C

For now the mathematical strategy and some of its aids
are highlighted. Hence it is time to discuss the man-
ners of implementing these strategies onto real world
observable data. Before these methods can be applied
to them, there is some preprocessing needed, for ex-
ample the identification of snow covered or shadow
casted terrain. This identification is done by classifica-
tion of reflections or properties related to their neighbor-
hood.

With an optical acquisition we sense reflections, again this is the effect of interaction
of the sun with a certain cause. One can assume that objects within the same class will
have a similar reflection pattern. Thus reflection values can help in the discrimination
of these classes. Again a corrupted sample space is sampled instead of the intended re-
flection domain. These corruptions are present within the data, due to for example the
atmosphere, and sensor noise. Secondly the sensing system may have mixed pixels, it
records a weighted sum of reflections from other classes within the sensed (sub)surface.
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3.5 Photoclinometry

Section 3.1.1 described the theory of the shading function. This section will implement
its inverse theory, by describing the different components that make up the model.

The relation between intensity differences and topographic change is intuitive. When
these values are to be used in a quantitative manner a model needs to be constructed. It
relates the reflection function to the interaction of sun vector (~s), normal vector (~n) and
observation vector (~e). Thus two spatial relations need to be established; a sensor and
a reflection model. The sensor model is used to estimate the exitance vector, while the
reflection model quantifies the amount of reflection to that direction.

3.5.1 Sensor model

To estimate the observation vector, the position of the instrument with respect to the to-
pography needs to be known, i.e.:, attitude and position information of the flight path
over time. This is measured during the overpass of the platform, by the aid of GNSS
navigation and star-trackers, among others. The measurements give the position vector
within an terrestrial reference frame, e.g.: WGS84. However for simplification of the rela-
tion, a camera centered coordinate system is used. Here the planar axes are aligned with
the sensor frame, i.e.: rows and columns of the imagery. Perpendicular to this frame, is
the vertical axis. An example of a camera coordinate system for a pushbroom sensor is
illustrated in figure 3.1.

For a pushbroom sensor this reference frame changes every sampling interval, this
does simplify the calculation of the observation vector. Due to the perspective projection,
the changes of the observation vector only occurs perpendicular to the flightpath, where
the extent is dependent on the focal length (f ). The transformation of row elements into
the displacement from the focal point (x), is calculated through parameters (dx) that are
given by the interior orientation estimation of the sensor.

x = (row · pixelspacing)− dx, ~e =

exey
ez

 ≈
 x
f+x

0
f

f+x

 (3.25)

The sun vector can be approximated for every point on earth. Therefore one needs
the latitude, longitude, approximate height and time. These can be extracted from the
ephemeris of the satellite acquisition. This sun vector is defined in a global reference
frame, and a transformation to the local system is needed. This transformation is cal-
culated through the rotational angles. The sun angle changes, in position and time, but
if a small terrain is sampled, one can simplify and use a far field approximation. The
transformation into a camera based reference frame can be described as three successive
elementary rotations along the three primary axis (θ, φ, κ), e.g.: Cardano rotations [Klees,
2009];
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Figure 3.1: left) planar view of a line sample of a pushbroom sensor. right) Schematic
view of surface orientation in respect to a pushbroom sensor at time and position P .

~s =

sxsy
sz

 = R ·

sXsY
sZ

 , where (3.26)

R =

 cosφ · cosκ cosθ · sinκ+ sinθ · sinφ · cosκ sinθ · sinκ− cosθ · sinφ · cosκ
−cosφ · sinκ cosθ · cosκ− sinθ · sinφ · sinκ sinθ · cosκ+ cosθ · sinφ · sinκ

sinφ −sinθ · cosφ cosθ · cosφ


In this sense the sensor vector and sun vector can be aligned, if the satellite attitude

and position is known.

3.5.2 Reflection model

Due to the sensor model it is now possible to have for every point on the image acqui-
sition a known observation and sun vector. Of coarse this is up to a certain degree of
precision. With these known parameters a reflection function of the phenomena need to
be included to extract the unknown topography. This section will highlight only some
simple photometric models, a more broader view on this topic is given by [Rees, 2001].

Section 2.2.1 described general reflection properties of snow. Apart from the geo-
graphic orientation, other components like grain size did influence the reflection proper-
ties. The behavior of the snowpack can be approximated by a mathematical function. A

32



(a) Henyey-Greenstein (b) Minnaert (c) Lambertian

Figure 3.2: Planar view of different simple bidirectional reflectance distribution function
(BRDF) models. The black arrow indicates the energy incident to the surface, while the
gray arrows represent the reflection function.

simple surface radiation model is the Lambertian reflection function. In these models the
local incidence (θ0) and exitance (θ1) angles are used with respect to the surface normal.
The Lambertian reflection function reads;

R ∝ cosθ0 (3.27)

A more complex model is found in the Minnaert reflection function. This function is
often used to describe lunar surfaces. The limb-darkening parameter (κ) can be adjusted
to fit the right specific lunar surface [McEwen, 1991]. It can adjust the amount of reflec-
tion to or from the local surface normal.

R ∝ (cosθ0 · cosθ1)κ−1 (3.28)

The functions above have a diffuse scattering, while this may not always be the case.
Dependence on the relative angle in the plane, using the azimuthal angles (φ0, φ1), can
also be included. In the Henyey-Greenstein reflection model an asymmetry parameter (Θ)
can be included. This parameter can be used to describe a more backward or forward
scattering, i.e.:

R ∝ 1−Θ2

(1 + 2 ·Θ · cosθ0 · cosθ1 + sinθ0 · sinθ1 · cos(φ1 − φ0) + Θ2)
3
2

(3.29)

If the sensor model is combined with a reflection model a formulation of the problem
is described in a mathematical manner. The observation and sun vector are known, and
the reflection values are measured, thus now one has a mathematical framework to esti-
mate the topographic signal within the imagery.

3.6 Absolute elevation

Any estimation of shape through photoclinometry will have an arbitrary height. Mea-
surement from laser altimetry may be used to estimate the transformation parameters,
to get the shape from a local frame to a georeferenced frame. This procedure is known
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as registration, or absolute orientation [Polman and Salzmann, 1996]. It uses similar fea-
tures in both frames to estimate the unknown rotations, translations and scale factors.

Rotational transformation A transformation of coordinates changes the coordinates of
points from one datum to the other. Each datum has a origin where each axis can be
defined by a unit vector (~e). Here only three dimensional Euclidean spaces are consid-
ered. A coordinate frame is defined by three unit-vectors that span an orthogonal triad
([ex ey ez]). If two coordinate system have the same origin, the transformation from
one system to the other is done through multiplication with a Rotational matrix (R). En-
tities within the rotational matrix are composed by the multiplication of individual unit
vectors, for example, the rotation from datum a to i is given by:

ui = (ei · ea)va = Rai v
a → ~u =

 R1
1 R2

1 R3
1

R1
2 R2

2 R3
2

R1
3 R2

3 R3
3

~v (3.30)

A rotation along one axis can also be described as a function. In this way an axis is
fixed and the rotation is described by an angle (γ). An rotation along the vertical axis is
than composed through;

Rγ =

 cosγ −sinγ 0
sinγ cosγ 0

0 0 1

 (3.31)

Rotations along an arbitrary vector is also possible. For this study this may be of in-
terest, as there may be a systematic bias in the photoclinometric estimate perpendicular
to the suns’ direction (~s⊥). A rotation (κ) along a vector, the rotational matrix is com-
posed in the following way [Klees, 2009];

Rκ = E + (I−E) · cosκ−D · sinκ where, (3.32)

E =

 s2
x sxsy sxsz

sysx s2
y sysz

szsx szsy s2
z

 D =

 0 −sz sy
sz 0 −sx
−sy sx 0

 (3.33)

Translational transformation If two frames have no common origin, a translation is
needed. This displacement are the terms within the vector that goes from the first to the
second origin. In that sense a rigid coordinate transformation has the form of,

~u = R~v + ~T (3.34)
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Scale transformation There might be a difference in the length of the unit vector in
respect to the other frame. For that case a scaling transformation is needed, and only the
diagonal of the transformation matrix has entries;

~u = Λ~v, where Λ =

 λx 0 0
0 λy 0
0 0 λz

 (3.35)

The extracted photoclinometric elevation model is a product of satellite acquisition.
This image is a central projection of the surface onto its sensor. If for simplicity an or-
thogonal projection is used for the surface, the transformation are in respect to a planar
surface. In that case only elevation measure change, while the planar coordinates stay
fixed. Consequently, rotations will transform into linear trends superimposed onto the
xy-plane. Now transformation parameters can be written in a polynomial manner. In
that case the estimation can be done through linear least squares estimation.
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Chapter 4

Methodology

This chapter is composed out of three sections, they all embody the elaboration of an
idea. Each section starts with the main idea rooted from the research question. Assump-
tions on this idea are given, followed by the implementation of the idea. At the end of
each section the data used for the methodology is given.

4.1 Theme I - Photoclinometry

4.1.1 Idea

With a hillshading function it is possible to construct a shading from a elevation model.
If inverse theory is used it may be possible to estimate a elevation model from a shading.

4.1.2 Assumptions

The idea above implies a relation that shall be integrated into a model. This model will
describe the connection between intensity and surface orientation. For the implementa-
tion of this model, certain assumptions need to be made to formalize the relation. The
following assumptions and limitations are taken,

? Reflections properties over the snow surface are uniform
Apart from surface orientation, the albedo of snow is mostly influenced by grain
size and windblown features. The model does not incorporated effects caused by
these components. And it is assumed that the snow is fresh and sastrugi is absent.

? The photoclinometric relation is a Lambertian function
Variation of incoming solar radiation over mountainous terrain can be described
by a Lambertian function [Dozier and Outcalt, 1979]. Then this energy is reflected
by snow in an isotropic manner. Finally the instrument senses the terrain from a
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nadir view. Combining all these effects, the relation may best be described by a
Lambertian-function.

? The scene is illuminated with a point light source
The sun is the major illumination source for a normal optical acquisition. However
multiple reflection or blackbody radiation is also sensed by the instrument. For
this implementation these effects are assumed to be neglectable, or well below the
noise level.

? Atmospheric effects are neglectably small or constant over the scene
Different frequencies of electromagnetic energy is absorbed or scattered within dif-
ferent atmospheric layers. These effects are considered to be constant over the op-
tical acquisitions, and within the noise level.

? Only snow covered terrain is considered
Compared to other terrain types, snow has a fairly simple reflection pattern. There-
fore the model only uses terrain covered with snow that is directly enlighten. Fur-
thermore, shadowing is not considered in the surface modelling.

4.1.3 Implementation

The following text describes the function relating topography to shading, i.e.: forward
model. Then the methodology of the inverse function is highlighted. This is followed
by a section on regularization processes. And finishes with classification procedures to
include only snow covered terrain.

Forward model Starting point of the forward model is a square spaced elevation grid.
The kernel estimating the planar gradient over this grid, see equation 3.2, only uses the
direct neighbor at the bottom and leftside. If a gradient at the border should be calcu-
lated, it uses the neighbor at the top or rightside instead. Together with the gridspacing
of the elevation model, the planar gradients compose the normal at every point within
the elevation grid. The dot-product of these components with the sun vector make up
the shading function, as in equation 3.3. In this manner the number of elevations is re-
lated to an equal number of shading values. The function is provided in the Appendix
in algorithm 1.

The estimation of curvature is done through the use of direct neighbors. For this
study the curvature perpendicular to the suns’ orientation is used as regularization, as
described in section 3.2.3. But, at the border the curvature can not be calculated, and is
therefor not estimated. Algorithm 2 in the Appendix describes its implementation for a
regular grid.

Inverse method Two approaches are possible in the model inversion, as illustrated in
figure 4.1. An inverse approach can try to estimate the gradient field (h−1), and in a
second step transfer to a elevation model (g−1). Transformation from a gradient field to
a elevation model is done through integration [Frankot and Chellappa, 1988]. Another
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Figure 4.1: Strategy of extracting the shading (E) from a gradient field (∇H), that is
defined through a elevation model (H), and their inverse relations.

approach formulates a direct relation between a shading and a elevation model (f−1).

The shading function is a non-linear function, direct estimation through linear least
squares adjustment is not possible. The function is linearized and Levenbergh-Marquardt
iteration is used to estimate the elevation model. The algorithm is written down at the
Appendix in algorithm 3. Its Jacobin (∂A) is found in a numerical manner, it changes one
elevation post and looks at the resulting difference. By incorporating all these relations
of elevation values with each other, it will compose a coherent elevation model in one
step.

A closer look into theory reveals two components of importance. As described in the
former chapter, the estimation through photoclinometry is worked out along lanes. Thus
the photoclinometric relation estimates these lanes, see section 3.1.2, and these result in
elevation values within the grid. If the sun vector is not aligned with one of planar axis,
the profiles are connected with each other, as their relation is based on their neighbors.
Thus along the sun’s direction the elevation is estimated by the physical properties of
photoclinometry. While perpendicular to this direction, the profiles are attached through
their mathematical estimation of the gradient. The unknowns that are estimated are; 1)
the photoclinometric scale factor (λ), and 2) the relative integration constant for each
profile (C).

Regularization The iteration process aligns the photoclinometric lanes next to each
other. In order to ensure the iteration converges into a model that conforms reality, regu-
lation may be used. Two regulations can be used; 1) a local regularization on curvature,
and 2) global regularization build from a patchwork.

In most photoclinometric algorithms a constraint is formulated on the overall curva-
ture in the planar direction of the estimated function. This is to resolve the ambiguity in
azimuth, however it is not the overall curvature that should be minimized, it is the cur-
vature perpendicular to the sun, that should be minimized. In this manner the iteration
tries to align the photoclinometric lanes with a difference as small as possible.

The shading function is calculated through local information, but all the equations
are solved in one step. Especially the computation of the Jacobian matrix become in-
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tense, as its size increases quadratically. To prevent large computing time, it is more
convenient to process small blocks. But every block may have its own systematic bias
and tilt, which can make aggregation of the estimates more difficult. Thus a procedure is
needed to aggregate or stitch these estimates together. Two approach are possible with
the global regularization; 1) top-down ,and 2) bottom-up.

A quad-tree can be used in a top-down approach. Different levels of an image pyra-
mid are constructed. It starts with an estimate of a elevation model on the highest level.
This approximation can be used as an initial estimate in a lower level. It eventually stops
when the lowest level has calculated an estimate.

A bottom-up strategy is a Helmert-Wolff blocking, see formula 3.24. The imagery is
split into blocks with overlap. Elevation grids are estimated for these blocks, and eleva-
tion values of there overlap are selected. These are used in a global adjustment, as these
overlaps need to have the same elevation values. After the adjustment, the calculated
property is brought back to the individual blocks and used as regulation. This recursion
is stopped when the global estimate reaches a certain threshold, mostly based on itera-
tion steps or changes in parameter size.

Classification To select the snow covered area from a satellite acquisition, different
methods can be used. If an acquisition has multiple bands, a classification over the spec-
tral response can be used. The reflectivity of snow within the spectrum is illustrated in
figure 4.2. The reflection is high in the range around 0.55 µm and there is a low reflec-
tion in the range of 1.65 µm. A ratio function on these bands can result in an index, i.e.:
[Dozier, 1989]:

NDSI =
λ0.55 − λ1.65

λ0.55 + λ1.65
(4.1)

This Normalized Difference Snow Index (NDSI) produces a continuous range, but
a binary index is needed to have a distinct selection. Therefore a threshold should be
chosen, but is an educated guess. Due to the mostly unknown ground situation, e.g.:
grainsize, small scale topography. Misinterpretation of the threshold can result in holes
or islands within the selection. However snow cover on glaciers are mostly big patches
of snow. Thus these margins within the selection can be included or excluded by math-
ematical morphology of opening and closing.

The NDSI includes shadowed areas, however these measurements should be ex-
cluded as well. Thus an other cell-based operation can be used to exclude shadow cov-
ered terrain. Snow has a high reflectance in the visible spectrum, except from shadowed
covered terrain. This property goes on up to the short wave infrared. Thus the prod-
uct of the digital number for all bands will be low if there is a shadow casted terrain.
While areas directly enlightened by the sun will have high values. Thus to indicate the
cell is shadow cased, the total value is subtracted from this product, i.e.: [Ranson and
Daughtry, 1987]:

SI = 1−
k∏
i=1

DNi/255 (4.2)
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Figure 4.2: Directional hemispherical reflectance of clouds, snow and ice over different
wavelengths, adopted from [Dozier, 1989].

If clouds lay over snow covered areas, the distinction is found by selecting an upper
and lower bound of the NDSI. Or a ratio image of bands with a wavelength of 0.55 µm
and 1.25 µm may be sufficient, as can be seen in figure 4.2. Through this burdening the
bulk of clouds can be detected, however cirrus clouds can be difficult to detect through
this manner [Choi and Bindschadler, 2004]. Thus other relations need to be applied to
identify cirrus or bordering clouds from fresh snow. The cirrus clouds may lay over the
snow, and they are detectable as there is a small change in reflection. This is due to
shadow, or the difference in reflection of the older snow with respect to the fresh snow
in the cirrus cloud. Therefore the range within a small neighborhood might identify the
borders of cirrus clouds. Again this is highly dependent on the situation, and threshold-
ing is done through visual interpretation.

These classifications can be bundled to create a subset that only includes measure-
ments of snow covered and shadow free terrain. A pixel based topological union opera-
tor can be used for this selection.

4.1.4 Data

All optical acquisitions are interpolated to an UTM projection, using the WGS84 ellip-
soid. For Landsat ETM+ data the level 1G product is used. Geometric accuracy should
be within 250 meters. The pixel size is 30 meters, intensity values are provided in 8-bit
length. For EO1 ALI data the level 1Gst product is used. Acquisitions are corrected for
parallax error due to topography. Radiometrically the instrument sampler with 16-bit
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length, and has a pixel size of 30 meters. These instruments are multiband imagers, for
the photoclinomertic processing band 4 was used (0.775-0.900 µm and 0.775-0.805 µm). It
has best contrast of all bands and is mostly used in photoclinometry for glacier surfaces,
[Bindschadler and Vornberger, 1994], [Bingham and Rees, 1999].

4.2 Theme II - Registration

4.2.1 Idea

A surface calculated through photoclinometry can be registrated with laser measure-
ments. It may eliminated unknowns as, integration constant, planar trends, and scale
factor.

4.2.2 Assumptions

? The horizontal alignment of both products is error less.
The coordinates of an optical imagery are described onto a certain projection, within
a terrestrial reference frame. The same goes for the laser ranging measurements.
Planar registration errors occur along the processing of this data, but for this case
these are assumed to be absent.

? The local change of the surface is neglectably small over time.
The derived photoclinometric surface model is rooted from the local surface topog-
raphy at the moment of acquisition. It is assumed this is a representative estimation
for the timespan of several years.

4.2.3 Implementation

The surface model needs to be oriented from a local system to a known coordinate sys-
tem. If a linear relationship is used, an estimation is directly obtained. Fortunately this is
easily implemented, as in some cases the unknown parameters can be written down in
a polynomial manner. Topographic parameters can be included, like a tilt over two axis
[Moholdt et al., 2010b]. Also parameters in the time domain can be added [Slobbe et al.,
2008]. In such a case, this model should represent the surface conditions (β), as stated in
formula 2.6, through time.

The topographic parameters describe different corrections; at first the uplift (Z) over
the vertical axis is unknown. Then there could be a rotational bias (α), due to the sen-
sitivity perpendicular to the sun direction. For temporal variations parameters (e.g.: a)
could also be inserted into the relation. An option for such a model can have the follow-
ing polynomial fashion;

~yN,E,t = αu ·N + αv · E + a · t+ λ · f(x, y) + Z (4.3)
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Here the measurement vector (~y) is the elevation of a known location. It is related to
the estimated photoclinometric elevation model (f(x, y)) by a rotation in northing (N )
and easting (E). A linear relation over time (t), a scale factor (λ) and an additional height
(Z).

The linear relation over time may be an over simplification within the time span of
the ICESat campaign. A more detailed description for the surface conditions may be
found in a sinusoidal function [Slobbe et al., 2008]. Though this may not be the most
suitable model for glacial surface changes. For example, on Svalbard glaciers the surface
pattern is slowly gaining elevation, up to the end of the winter season. Then there is
a rapid decline, due to melt in spring and summer. To include a relation like that in a
polynomial manner, a function based on a multiplication of sine functions can be used.
If multiple sinusoidal functions are added together, an asymmetric triangle wave can be
constructed [Weisstein, 2012]. Due to its linear relation within the model, this triangular
pattern has a fixed phase. Therefore such a model assumes no variation in the unset of
the summer and winter season, or variation in its amplitude, e.g.: strong summers or
winters.

Concerning topographic parameters; the tilt of the surface model is different along
two directions. At first there is the rotational bias perpendicular to the sun direction.
This is arbitrary, as multiple answers can be right, due to the mathematical connectiv-
ity. A second rotation is related to the miss-alignment of the relation between intensity
and inclination. If the axis are aligned along the suns’s principle plane, the estimated
parameters are these rotations. This principle is the major idea beyond the registration
of surface model into elevation estimates.

The tracks of ICESat GLAS profiles can be separated several kilometers of each other.
A surface model that would be of this size may have accumulated too much error to be
a reliable representation of the surface. Smaller patches can only cover a small part of
the glacier. The pattern of laser profiler measurements will be a stripe for these small
surface models. This linear sampling pattern is unreliable for estimation of the rotation
perpendicular to this track. If one rotational axis is already known, this will help in the
stability of the orientation estimation.

The method starts with describing the rotational axis within the model in alignment
with the suns direction. A surface model is estimated on the location of a crossing point
of two tracks. In that situation the distribution of known elevations is reliable for an esti-
mation of the two rotational angles. This known elevation model can now function as a
calibration set. In this process the shading function is related to the elevation model, and
the coefficients describing the transition of shading to digital numbers are estimated. The
shading of the estimated models should relate one to one with the satellite acquisition.
The estimation of these coefficients is done on multiple crossings, to have a redundancy
in the estimation. With these coefficients it is now possible to estimated other parts over
the track, as now the rotational angle perpendicular to the sun is the only unknown an-
gle. This methodology is illustrated in figure 4.3.

42



κx

κy

κ~s⊥

Figure 4.3: Visual illustration of the orientation procedure of photoclinometric elevation
models, aided by ICESat GLAS tracks.

4.2.4 Data

ICESat GLAS data of release 33 is used in this study, its GLA06 product gives elevation
data in respect to the WGS84 ellipsoid. Binary files were converted to tables by NSIDC
GLAS Altimetry elevation extractor Tool (NGAT) version 0.13. This resulted in mea-
surements and a correction table that indicates the height of the geoid in respect to the
ellipsoid for every point. This correction term is used to transform to orthometric heights
[Strang van Hees, 2006].

4.3 Theme III - Topographic correction

4.3.1 Idea

A topographic correction can be calculated along photoclinometric lanes to align laser
data onto a reference track. In that manner, photoclinometry can complement laser pro-
file data.

4.3.2 Assumptions

This methodology makes use of the relation given in section 3.1.2, where the change of
the terrain within the solar plane is directly related to brightness values. To justify this
relation, some assumptions need to be be taken.
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? Small slope criteria
The topography is close to flat, but has small undulations, which cause the intensity
variation within an optical acquisition.

? Topographyic features are mostly aligned with the sun
The sensitivity of a shading function is prominant along the direction of the sun,
as is formulated in equation 3.4. Therfore, the topography should be directed into
the sun’s direction.

? Fresh snow
Fresh snow has an homogeneous reflection function, in that sense the Lambertian
reflection function is a good approximation of the reflection pattern seen in optical
imagery.

? Stable topography
Dynamics of the topography should be not be locally, like for example, drainage of
a sub glacial lake. Changes in elevation may occur, but its magnitude should be on
a wide scale, like a glacier surge.

4.3.3 Implementation

Initialization is needed before the estimation of the photoclinometric profiles to the ref-
erence track can be applied. The unknown parameters can be estimated or assumed
[Bindschadler and Vornberger, 1994]. Most studies use known topography [Pope, 2009],
or assume a flat area to train the parameters [Bindschadler et al., 2002]. This study uses
the laser profile measurements on a cross-over to extract these parameters.

The estimation set-up is illustrated in figure 4.4. It is composed of two components,
the elevation measurements from ICESat GLAS, and the elevation profile from photocli-
nometry. Starting with the position of a laser point, a bearing along the direction of the
sun is taken. Points along on this bearing are estimated through kriging interpolation
[Wackernagel, 2003]. This transect will eventually cross the other transect of the laser
profiler. At this point the elevation is linearly interpolated, from the two neighboring
laser measurements. The second component is the photoclinometric relation over this
path.

These two estimates should have the same elevation difference, both measurements
should differ each other out. The relation can be stated in an equation, and the unknown
parameters can be estimated. However there are two unknowns to be solved, thus at
least one more equation is needed into the model. With these profiles in the equation an
estimation can be made of these parameters.

This parameter estimation is a similar procedure as is done in the ASAID software
[Bindschadler et al., 2011b]. However these parameters are then used to extract a grid of
elevation values [Bindschadler et al., 2011a]. While in this proposed method the photo-
clinometric relation is used to correct the miss-alignment of the laser profiles. If coeffi-
cients are known, then ICESat GLAS measurements can be interpolated onto the refer-
ence track. This correction is done along a photoclinometric line.
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Figure 4.4: Visual illustration of the estimation procedure to extract the photoclinometric
coefficients, with the help of ICESat GLAS tracks.

4.3.4 Data

All laser altimetry campaigns of the ICESat GLAS instrument are used for this study. For
the optical part, a Landsat ETM+ georeferenced image of the level 1G product is used.
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Chapter 5

Results & Discussion

In the previous chapters possible methods and approaches were shown that extracted
elevation data from optical and laser measurements. This chapter will focus on the use
of these methods. Its implementation will show the applicability of the different meth-
ods, applied on different case studies. In the first section the photoclinometric procedure
is tested. In the second part of this chapter, there will be an inclusion of satellite laser
altimetry, to assess precision and reliability. The last section will include an application
of topographic correction for spaceborne laser profilers.

5.1 Synthetic data

Inverse modelling In section 4.1.1 the idea was postulated to use inverse theory with
the help of a hillshading function. The implementation of this idea was later on described
in that chapter. The resulting estimation procedure will first be tested on synthetic data.
In that sense the inverse relation and its side effects are more clearly observable, as the
shading is not corrupted with noise.

Figure 5.1 illustrates two elevation models. The model at the left is input for the cal-
culation of a shading image. This image is used for the inverse estimation. The resulting
estimated elevation model is illustrated at the right of the figure. If the relation would
be one-to-one both elevation models would be exactly the same. As can be seen in the
figures, the inclinations of the models correspond well along the direction of the sun.
However, perpendicular to this direction a trend is observable. Thus the Levenbergh-
Marquardt iteration gives a minimum, of which many are possible. The connectivity
perpendicular to the suns’ direction is weaker than on the solar plane.

Stepwise estimation The estimation of a elevation model can also be split up into two
steps, as is illustrated in figure 4.1. First the gradient field is estimated, basically this is a
projection of a one dimensional vector onto a two dimensional plane. After this estima-
tion the gradient fields are doubly integrated to extract a elevation model [Frankot and
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Figure 5.1: left) Original elevation model, with the shading colored on the surfaces. The
black arrow indicates the direction of the sun middle) Elevation model calculated through
inverse estimation of synthetic shading.

Chellappa, 1988]. An example of result through this procedure is illustrated in figure 5.2.
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Figure 5.2: left) Original elevation model, with the shading colored on the surfaces. The
black arrow indicates the direction of the sun middle) Direct inverse estimation of the
elevation model. right) Estimation of elevation model used in two steps; first a gradient
field, then integration.

The cause of the artifacts may lie in the integration of discrete estimates, while it is
a continues function. Secondly, errors accumulate as the method is not restricted by the
photoclinometric profiles. Thus it seems as the full integrated approach of an inverse
function is more robust. Furthermore, another artifact of the direct method is observable
in the figure. As the estimation in the middle of the model correspond with the input,
its border elevations are out of sync. This discrepancy is due to the formalization of the
gradient function within the forward model. Elevations values not at the border of the
model are attributed to be reliable measurements.

With these relations known, the methodology is applied to spaceborne measure-
ments. This is done through case studies on two different glaciers and an icefield. These
case studies follow for a large part the themes from the last chapter.
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5.2 Case study I - Zhadang glacier

On the Tibetan plateau, nordwards from Lhasa lies the Nyainqêntanglha mountain range.
It is roughly 150 kilometers long, and spans at most about twenty kilometers in width.
The elevation of most mountains stand about thousand meters above the plateau. How-
ever there are tops that range far higher up, as Mount Nyainqêntanglha with an elevation
of 7162 meter. Most northern glaciers of this mountain range drain into Nam Tso lake,
that lies at an elevation of 4716 meter. The glaciers are of a summer accumulation type,
where both accumulation and ablation processes merge within each other [Kang et al.,
2009].

85◦ 90◦ 95◦
25◦

30◦

35◦Zhadang glacier (30.5◦N 90.6◦E) is a high moun-
tain glacier located in the middle of the mountain
range, with a surface area of about 2.5km2. It is
oriented northwards, and its elevation ranges from
5500 to about 6000 meter. Temperatures range from
−15◦C in winter, up to 7◦C in summer, at the glacier
terminus [Immerzeel et al., 2010]. At the upper
part, the glacier is merged on the ridge with the
Tangtse glacier, this glacier system is draining south-
wards.

From 2005 onwards there is a glacier mass balance program, maintained by the In-
stitute of Tibetan Plateau of the Chinese Academy of Science. A total of 30 stakes are
distributed on the glacier, and snow samples are taken on a regular basis and three Au-
tomatic Weather Stations are installed. At the end of the summer of 2011, a geometric
survey campaign over the surface of Zhadang glacier was performed. A map is given in
the Appendix at figure A.1.

5.2.1 Classification

Before photoclinometry can be applied to the optical acquisition a selection of snow cov-
ered area need to be made. Secondly, shadow casted terrain need to be excluded. All this
is done through classification of ratio images.

NDSI The ratio image of the Normalized Difference Snow Index over the Zhadang
glacier is illustrated in figure 5.3(a). Snow and ice surfaces have high values, even if
these surfaces are overcased with shadow. For the extraction of the extent of a glacier,
one needs expert or a-priori knowledge to find a hard threshold. The extraction of snow
covered terrain is done by setting a threshold with the interpretation of other optical ac-
quisitions.

The age of the snow is not easily extractable, but if non glacial terrain has large
patches of snow, one can assume the snow surface is not old. Again this is highly depen-
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dent on the season and the location and local climate of the glacier.
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Figure 5.3: Classification results of the Normalized Difference Snow Index and a subset
of a panchromatic acquisition of EO1 ALI over Zhadang glacier.

Shadow Index The sensitivity of the NDSI for shadow casted surfaces is low. How-
ever these areas will not be of use in the photoclinometric estimation. The shadow index
described in the previous chapter may be of help in the identification. Its computational
results are illustrated in figure 5.4(a).

If the result is compared with the panchromatic image illustrated in figure 5.3(b), or
the hillshading in figure 5.4(b), one can see a clear correspondence and agreement. Even
the shadowy lanes caused by gullies, on the mountain ridge in the South, can be identi-
fied. Conscience should by taken when thresholding is applied for the classification. If
this is done loosely, mixed pixel will be included, which do not follow the photoclino-
metric relation.

5.2.2 Surface estimation

An elevation model was estimated over the tongue and the middle part of the Zhadang
glacier. The EO1 ALI acquisition is from the 29th of January 2004, when the sun stood in
South East direction, at an azimuth of 147.4◦, its elevation was 34.8◦ above the horizon.
One can assume that the glacier is covered by snow, though it may not be fresh, as the
surrounding terrain is free of snow. However it may not be old snow as the winter of
2004 had prevailing snowcover [Kropáček et al., 2010], and it seems as if there were at
least three snow events occurring that month in the Nam Co region. The resulting esti-
mate is illustrated in figure 5.5.
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the elevation model ASTER GDEM, the orientation of the sun is in the same direction as
the EO1 ALI acquisition, of which the index is derived.
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Figure 5.5: Optical imagery draped over photoclinometric estimation of Zhadang glacier.

Gaps in the estimate are the result of exclusion through classification, as previously
described. In the figure, the sun is opposite of the viewing direction. Here one can see
that the overall shape of the glacier tongue and saddle seems to be in correspondence
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with its real world appearance. This is apart from a small section at the leftmost side,
where the estimation gradually gains elevation. Discrepancy of this estimate is partly
due to the low connectivity to the rest of the shading. The ambiguity in azimuth is
solved, but results in a hillside in an opposite direction. Relative surface angles with the
sun variate widely for this glacier (≈ 5◦ . . . 45◦), this may have an effect the reflection
pattern as volume scattering may be taken into account, as can be seen in figure 2.7.

Qualitative verification of the estimated shape is rooted from two independent sources.
First the spatial coherence of the estimate can be checked by an ASTER GDEM. ASTER
GDEM is a dataset constructed from stacked automatic created spaceborne DEM’s [Tachikawa
et al., 2011]. These automatic constructed DEM’s are based on satellite photogrammetric
procedures done by SILCAST software [Fujisada et al., 2011]. The specified precision of
the product is one meter, while horizontal and vertical accuracy is respectively 20 and 30
meters.
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Figure 5.6: Contour plot of surface estimation, and ASTER GDEM2. In the background is
the EO1 ALI scene used for the estimation. The interval of the photoclinometric elevation
model is arbitrary, the ASTER GDEM2 contour interval is 12.5 meters.

The different elevation models are illustrated in figure 5.6. Holes and edges clearly
corrupt the global shape. Local trends along the sun direction do correspond with the
shape of the glacier. But strong tendencies are visible perpendicular to the sun direction.
These artifacts seem to have an linear trend.

The estimated shape is first translated to be aligned in line with the ASTER GDEM.
In that sense, it can be compared with other measurements. To compare the shape with
the elevation model the scale factor and vertical offset are estimated through linear least
squares adjustment. The strong correlation between the vertical offset and scale factor
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may be of concern. The least squares adjustment of a elevation model with a bias within,
does strongly influences the reliability of the unknown parameters.

Other registration methodologies did not seem to be possible, as the photoclinomet-
ric estimation is an irregular patch, including holes. Hard classification excluded mixed
pixels, consequently eliminating other elevation data that may be used to register the
surface model. Especially the mixed pixels of shadow and snow corrupt the shape es-
timation. This property is unfortunate for the alignment with other elevation products,
these have mostly reliable elevation estimates at these edges, e.g.: rock outcrops, glacier
terminus. Thus an area based registration was applied.

Other ground truth is available by means of a survey transect. This transect is mea-
sured during a field campaign in September 2011. First terrain features where selected,
and jalons were placed. These were measured with a dual frequency GPS receiver.
Tachymetric angles and distances were measured to these features, to estimate the ori-
entation and coordinate parameters of the tachymeter, i.e.: backward intersection. With
this known orientation it was possible to sample other terrain features, to extend the net-
work of known points, i.e.: forward intersection. Rock outcrops and boulders were used,
that during the campaign were measured from multiple positions. After the orientation
was completed, measurements were taken to a prism. A transect along the major flow
line was measured and coincides with a ground radar campaign, that was measured at
the same time. Its trajectory runs from the snout almost up to the saddle. Measurement
precision of the data was estimated a RMSE of vertically 2.8 and horizontally 1.4 meters.
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Figure 5.7: Optical satellite image of Zhadang glacier. Survey results are indicated in
dark red. The estimated elevation model is outlined in darkblue and the ASTER GDEM
in gray.

The elevation profiles of the datasets are illustrated in figure 5.7. The leveling profile
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is mostly in the same direction as the sun vector, while the stakes are oriented roughly
perpendicular to that. A bias is observable for the leveling profile in respect to the eleva-
tion estimate. This is probably due to the wrong orientation in respect to the GDEM.

Leveling started at the snout of the glacier, however as can be seen in the figure, it
does not on the imagery. This may be due to a retreat of the snout, and a misalignment
of the satellite acquisition. Glacier outlines indicate a retreat of up to 200 meters for
Zhadang glacier over recent years [Bolch et al., 2010]. Consequently the estimate can
be seen as a good relative approximation for its time stamp. The ASTER GDEM shows
a different pattern, it has more bumps and is steeper. Stake measurement that stand
perpendicular to the sun show a systematic bias, this was also observed in figure 5.6(a).
Here the ASTER GDEM is globally of better reliability, while the photoclinometric eleva-
tion estimate gives a good local estimation.

Local regularization Trends perpendicular to the direction of the sun occur, as is ob-
servable in the estimations above. These artifacts are caused by the connection of photo-
clinomtric lanes to each other. Regularization within the iteration process may influence
this stitching process. A constraint on minimal curvature, as described in section 3.2.3,
may force the iterator to end up into a local minimum with a linear trend, instead of one
with a higher order trend.

Figure 5.8: Shape estimation of
Zhadang glacier with the use of a
constraint on curvature.

A result of the implementation of constraints
within the shape estimation is illustrated in figure
5.8. The constrain on curvature is only imposed to
the elevations in the middle of the elevation model.
Elevations at the border of the grid or classifica-
tion selection are excluded. Therefore these eleva-
tion are extremely large compared to their neigh-
bors. Weighting of the regularization was applied,
but due to the non-linear relation this was difficult
to implement. Therefore, the use of constrains is
not of benefit to a good shape estimate. Thus these
constrains are left out of the estimation procedure.
This formalization problem may be solved by de-
scribing the orientation in term of position on the
unit sphere [Ikeuchi and Horn, 1981].

Photoclinometry can give inferences about the surface shape. Large local variations
are visible in the difference image with ASTER GDEM. This may be due to the ASTER
GDEM noise, the registration, volume scattering, or the photoclinometric computation.
An artifact observable in the leveling and ASTER GDEM is the hillside in the NorthEast.
Due to classification, this part has low connectivity with others. It deviated as the az-
imuth ambiguity was solved in an opposing direction.

The following case study will be on a low sloped icefield, normal vectors will not
change dramatically in respect to the sun, as with Zhadang glacier. In that case, the
Lambertian reflection function may be more fitted. Secondly, an attempt will be made to
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approximate the registration unknowns, i.e.: scale factor (λ), planar rotation (v, u), and
vertical bias (Z).

5.3 Case study II - Lomonosovfonna

On the central island of Svalbard, Spitsbergen, lies the Lomonosov icefield, at roughly
78.5◦ North 17◦ East. It is the main accumulation area for several tidewater glaciers, e.g.:
Mittag-Lefflerbreen, Nordenskiöldbreen, Negribreen, Hinlopenbreen and Tunabreen. The
hypsometry for this glacial system ranges from its highest point on 1250 meters and
ranges down to sea level.

10◦ 14◦ 18◦ 22◦ 26◦
76◦

77◦

78◦

79◦

80◦

81◦Up to the year 2000 Nordenskiöldbreen lost ice due
to iceberg formation. However, nowadays its production
stopped as the front of the glacier terminates on land.
The calving process may start again, as RADAR measure-
ments revealed bedrock topography below sea level that
was situated just after the snouts position [van Pelt et al.,
2012].

Research is mostly conducted on Nordenskiöldbreen
where since several years different instruments are placed.
Stand alone single frequency GPS measurements conducted
in recent years measured an annual surface speed of 40 to 55 meters along the central
flow line [den Ouden et al., 2010]. Stake measurements over a period of 1989 to 2010
indicated a mean net mass balance of -0.39 m w.e. [van Pelt et al., 2012]. Topographic
surface conditions on Lomonosovfonna can change rapidly due to the strong polar east-
ern winds coming directly from the Barentz sea [Pohjola, pers. com.]. A map illustrating
some of the data is included in the appendix, i.e.: figure A.2.

5.3.1 Classification

Cloud detection In the optical acquisition of the EO1 ALI sensor over Lomonosov-
fonna clouds are hanging above the topography. The distinction between snow and
clouds in the visible imagery or NDSI is not able to distinct these different phenomena
enough. A ratio image over wavelength centered at 0.55µm and 1.25µm, resulted in a
better distinction, as can be seen in figure 5.9, this is based on figure 4.2.

The bulk of clouds can be identified, but on these edges are cirrus clouds that have a
fairly similar reflection in respect to fresh snow. Thus apart from a threshold on the ratio
image, a local range filter was used to detect the edge. To ensure all cirrus clouds were
eliminated, mathematical morphology was used to buffer the detected clouds. The re-
sult of all classifications are showcased in figure 5.10. Here one can see that even smaller
cirrus clouds on the icefield were identified, like in the right part of the figure.
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Figure 5.9: Subset of EO1 ALI image over northern part of Lomonosov icefield. The
darkblue patches are clouds, in the bottom right is the Nordenskiöldbreen located. In
the center is an rock outcrop visible, and on the right is the icefield.
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Figure 5.10: Classification of EO-1 ALI acquisition over northern part of Lomonosov-
fonna. Different colors indicate water (black), snow (darkgray), shadow (gray), and clouds
(lightgray).

5.3.2 Global regularization

The size of the design matrix for a elevation estimation increases quadratically in respect
to the size of the shading. Thus computational limits can be crossed when big matrices
need to be inverted. Therefore only small patches of shading can be input for the esti-
mation. If a elevation model over the whole of Lomonosovfonna should be calculated,
more advanced estimation processes are needed. Two approaches were tested, a top-
down method (quad-tree) and a bottom-up method (recursive).

Every higher level within the quad-tree is constructed from interpolation over four
lower lying neighboring image cells. At the highest level a elevation grid is estimated
over the total area. This elevation is split into four grids and brought into the grids that
have a finer resolution. They function as an initial elevation estimation, where τ is set to
a high level, to steer the iteration into a local iterator, see fula 3.23. In that sense the global
shape of the terrain is brought into the estimation, and finer elements are included along
the way down the quad-tree. However the estimation at the border has a small offset,
as was mentioned in the former section. Due to this offset the resulting elevation esti-
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mate gets a blocked shaped pattern over the elevation model. A structure of overlapping
quad-tree cells may solve this problem, but this structure was considered to be too com-
plex to implement.

A bottom-up approach was implemented in the form of a Helmert-Wolff blocking
structure. To overcome the problems of the bordering offset an overlapping structure
was created. Individual blocks were calculated and the elevation estimates aligned in
a global estimation. These estimates were brought back into the local estimation and
refined through Tikhonov-regulation. After some recursive steps a global consistent ele-
vation estimation was pursued. Resulting estimates had higher order trends within the
model. If local divergence of a elevation patch occurred it could hardly be turned around.

Occurring artifacts within the estimation of both approaches do not seem to outweigh
the benefit of implementing them. Consequently the size of a elevation model estima-
tion through photoclinometry with an inverse function will be limited. Thus only small
patches can be estimated, depending on the computation power of the system.

5.3.3 Registration

If the iterator can only solve small surface patches it has consequences for the type of
registration. Glacier wide registration, using multiple ICESat GLAS tracks separated
kilometers apart, is not possible. The spatial resolution of the imagery resolve in surface
models with a spacing of at least 30 meters. This resolution is insufficient to model with-
infootprint profiles. Therefore, the only range at which registration with laser remote
sensing seems possible is along profiles. Methodologies within this extent are worked
out below.

Different approaches can be chosen to orient the shape estimation into a elevation
model. To assess these procedures a site off 900 by 900 meter was chosen on the upper
part of Nordenskiöldbreen. Two photoclinometric elevation estimates were calculated.
One originated from an EO1 ALI image, that acquisition has a high radiometric reso-
lution and a spatial resolution of 30 meters. The sun had an azimuth of 198.6◦ and an
elevation of 31.1◦. The other estimate is rooted from a TERRA ASTER image, which has
a lower radiometric resolution, but a spatial resolution of 15 meter. During the acquisi-
tion the suns stood 31.8◦ degrees above the horizon with an azimuth of 212.4◦. To assess
the orientation and shape estimates, a DGPS track of a snowscooter was used. The data
is illustrated in figure 5.11.

The absolute orientation can be done by writing registration parameters in a poly-
nomial fashion and estimate them through least squares adjustment, as in formula 4.3.
A simple manner is found in using all elevation measurements that are along an ICESat
GLAS profile. The surface grid is related to the ICESat GLAS measurements by inter-
polation using a Delaunay-triangulation. These measurements are used to solve the reg-
istration unknowns. If the instrument is seen as an radiometer some unknowns can be
resolved by calibration coefficients. Radiometric coefficients relate the reflection function
to the digital numbers. Standard calibration coefficients and solar reflective correction
were used into the estimation computation [Chander et al., 2009], [Thome et al., 1998].
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Figure 5.11: left) optical acquisition over Nordensskiöldbreen of TERRA ASTER. The
darkblue dots indicate ICESat GLAS measurements. right) subset of EO1 ALI image
over the same area. The darkred dots indicate snowscooter tracks measured in April
2011, with courtesy of Veijo Pohjola, Uppsala University

The atmospheric term is unknown and set to zero, similar to [Bindschadler and Vorn-
berger, 1994]. The resulting range is the at-sensor spectral radiance, directly used to
estimate the shape. But as is already denoted in section 3.5.2, the reflection model is pro-
portional. Thus the reflection of snow should be multiplied by the at-sensor range, to
have a good correspondence between the measurements and the model. This reflection
is estimated to be 0.8, this factor is taken from figure 2.6. The resulted shape estimate for
the sample site is shown in figure 5.12

The estimated elevation models do not correspond well with the measured elevations
from the snow scooter or the laser profiler. This is mostly due to a scale factor that seems
to be to large. Errors in the radiometric coefficients may be present, but these would
not produce offsets in this order of magnitude. Most probably the error is rooted from a
miss-quantification of reflection. This factor is highly related to the scale factor, but the
in situ reflection of the surface is unknown.

The scale factor can also be included into orientation estimation as an unknown pa-
rameter. In this manner the radiometric coefficients are of good help for a rigid approx-
imation of the shape. Again the orientation can be estimated by linear least squares
adjustment. If all ICESat GLAS measurements are brought into the equation, the hori-
zontal distribution of the samples is more spread. Results from this type of registration
is illustrated in figure 5.13. Consistency is present in the middle of the image, due to the
ICESat GLAS measurements at that position. At the outer side of the figure, the shape is
in correspondence with the original, however a systematic deviation is present. A better
distribution of ground control points is needed to minimize these effects. Difference in
radiometric and spatial resolution gives different outcome to the surface estimation. It
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Figure 5.12: The satellite imagery is illustrated on the background of the site illustrated
in figure 5.11. Axis of the figures have the same scale. A contour lines in darkblue of an
oriented elevation model are draped over. For the orientation only a trend in both axis
and absolute elevations were used, the scale factor was extracted from radiometric coef-
ficients. left) TERRA ASTER elevation estimate, The darkred crosses illustrate the ICESat
GLAS measurements. right) EO1 ALI elevation estimate. The darkred dots indicate some
DGPS measurements from snowscooter tracks measured in April 2011, with courtesy of
Veijo Pohjola, Uppsala University

seems as if a higher spatial resolution is of more benefit then a higher radiometric sam-
pling rate. Spatial details are better observable in the estimate of the ASTER scene, while
better inclination accuracy, due to the sampling rate, is not clearly observable. The pan-
chormatic band of Landsat could have been used as it has also a high spatial resolution,
however its information content seem to be in the same order as the normal bands [Heid
and Kääb, 2012].

In the registration formalization and estimation, the scale factor is heavily correlated
with the other components. These components can be approximated in a piecewise man-
ner, but this will result in a suppression of the scale parameter. This is due to the profiles
that have high elevation values and are slowly undulating, their approximation is close
to planar. Secondly, deviations are present in the ICESat GLAS profiles, due to temporal
surface changes. Measurements were taken at different time stamps, while the estimated
surface geometry is an estimation from optical imagery somewhere acquired within the
ICESat GLAS measurement campaign.

To take seasonal and annual changes into account, parameters for time may be in-
cluded into the model. A simple manner is by assuming a linear trend. This model may
be applicable for large time spans of several decades. In that case the glacial retreating or
advancing signal may be larger then its seasonal gain and loss. However the time span
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Figure 5.13: Elevation values of the scooter transect, as shown in figure 5.12.

for this study is to short for a rough model approximation like that.

A simple model over time can be used, if the selection of ICESat GLAS measurements
are chosen wisely. For example, measurements taken in autumn have a high chance of
being snow free, thus during that period the the seasonal signal is minimal [Kääb, 2008].
However surface conditions need to be known in that case. As this is not totally valid
for this case study, the model in the time domain needs improvement. An option of an
annual sinusoidal curve can be included into the model, similar to [Slobbe et al., 2008].

Surface elevation measurements of a sonic ranger on an automatic weather station
on Nordenskiöldbreen over 2006 showed a triangular wave pattern [den Ouden et al.,
2008]. Other snow surface measurements over a longer period on the Austfonna icecap
did show a similar periodicity [Østby pers. com.]. The precipitation pattern and surface
conditions seem to be similar for the weather station of Austfonna and Lomonosovfonna
[Rotschky et al., 2011]. Thus a skewed triangular wave is brought into the orientation es-
timation, as formulated in [Weisstein, 2012]. The phase of the wave is not adjustable,
however the onset of the summer melt seems to have deviations of 10 days over recent
years [Rotschky et al., 2011].

The constructed models described above becomes more and more complicated. They
aim at a better representation of the real world situation, mostly done by including more
parameters. Due to this increase in parameterization the distribution of samples within
the sampled site becomes more important. The sampling of the profiles of the laser
ranger is along one certain track. If time dependency is included into these models, the
tilt perpendicular to this track is also influenced by a function through time. By includ-
ing an annual sequence into the registration only short term processes are modeled. The
more annual or decadal trends should also be included into the registration. However,
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Figure 5.14: left) Graph of sonic ranger measurements from an automatic weather sta-
tion, situated on the upper part of Nordenskiöldbreen. The illustration is taken from
[den Ouden et al., 2008]. right) A skewed triangular wave describing the topographic
variation observed by the sonic ranger measurements.

for the Svalbard peninsula the annual elevation changes do not seem to be fitted by a
linear trend over the period of the ICESat GLAS campaigns, as can be seen in figure
5.15. More complicated polynomial function need to be included, but this results in over
parametrization. Furthermore, the campaigns of ICESat GLAS are fairly limited over
time to reliably estimate the pattern of the triangular wave, as can be seen in the fig-
ure. The inclusion of temporal short term surface change within the registration model,
seems to be to difficult.

Another approach is found in the integration of photoclinometry and registration.
A better distribution of ground points is needed, as the aligned sampling pattern of a
profile may have no influence on the photoclinometric function. Therefore, a crossing
of two lanes is taken on the upper part of Lomonosovfonna. All ICESat GLAS elevation
measurements are brought into the estimation. Applying this idea resulted in a elevation
model with irregular bumps and spikes. These irregularities are rooted from the noise
in the image and laser profiler, but also simplifications within the model. The estimated
photoclinometric constants are a global parameter, there they are less effected by these
bumps. However this integrated approach is computer intensive and the results are dis-
couraging.

If a crossing of two ICESat GLAS profiles is approximated by a planar surface, the
residuals assemble the shape. These points can be related to the elevation model, where
the scale factor and trends can be estimated. The estimated shape and its parameters are
combined with the planar surface resulting in a elevation model. This model is used to
estimated the photoclinometric coefficients. Multiple unknowns need to be solved, one
crossing is not sufficient, hence two profile crossings scattered over Lomonosovfonna
were brought into the calibration process. Their elevation estimation is illustrated in fig-
ure 5.16.
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Figure 5.15: The dotted black line connects averaged elevation changes (dh) of ICESat
GLAS measurements over whole Svalbard. The measurements are grouped into seasons
(October↔March). The other lines connect mass balance measurements over three dif-
ferent glaciers, as are indicated in the inset. These measurements are in meters water
equivalent, also the time interval is different (September ↔ May). The illustration is
taken from [Moholdt et al., 2010b]. The vertical dark gray lines indicate when measure-
ments of ICESat GLAS where conducted over Lomonosovfonna.

The resulted elevation models can now be used for calibration. Where the shading of
the estimated elevation model should be equal to the digital numbers of the satellite ac-
quisition. Their relation to the optical acquisition is linear but a bias exists, as can be seen
in figure 5.17. This may suggest the relation is not heavily correlated, and a direct rela-
tion is not possible to formalize. The reflection model may be unfit as the snow may be
old, or the snow state may be different on both places. Other components may interfere
with this relation, and while in Antarctica (R2 = 0, 67) [Bindschadler and Vornberger,
1994], and Austfonna (R2 = 0, 84) [Bingham and Rees, 1999] high correlation values are
found. It may not be the case for glaciers and smaller icefields, as this study shows and
is also found on Langjökull (R2 = 0, 45) [Pope, 2009].

Thus photoclinometric coefficients can not be estimated in a reliable manner. There-
fore, the estimation idea as shown in figure 4.3, is not possible to implement. Conse-
quently, only crossings of ICESat GLAS tracks can be oriented in a robust manner, if the
time interval of a crossing is short enough. For glaciological research this may not be of
much interest. If an idea of the distribution of volume change is wanted, the information
is limited. The tracks on itself give more information, however these measurements are
not repeated perfectly. Although, the orientation of a photoclinometic elevation model
is limited, photoclinometry may still be used to extract information. If elevation mea-
surements over an ICESat GLAS track are plotted the differences are partly caused by
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Figure 5.16: An EO1 ALI imagery is illustrated on the background, axis of the figures
have the same scale. Contour lines in darkblue of an oriented elevation model are draped
over. For the orientation a cross over was used, the parameters estimated are trends in
both axis, absolute elevation and the scale factor on the vertical axis. The darkred crosses
indicated ICESat GLAS measurements over different time stamps.

the mass balance and flux, see formula 2.7. But the other part is caused by the horizon-
tal miss-alignment of the profiler. Topographic correction for these measurements might
by extracted through photoclinometry. In that sense the observed elevation change is
directly related to surface dynamics. For the implementation of this idea a site on Aust-
fonna is chosen.

5.4 Case study III - Basin 3

10◦ 14◦ 18◦ 22◦ 26◦
76◦

77◦

78◦

79◦

80◦

81◦On the eastern part of Svalbard archipelago lies Nordaus-
landet, at roughly 79.5◦ North 25◦ East. The majority of
this island is covered by icefields, where the icecap of Aust-
fonna is the largest piece of land ice, with an surface area
of 8450km2. Basin-3 is one of the several outlet glaciers of
Austfonna with a size of roughly 1271km2 [Hagen et al.,
1993].
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Figure 5.17: The relation between an synthetic elevation model function and reflection
values of an optical acquisition. The darkred scatters are related to the sampling site on
the left side of figure 5.16, the darkblue scatters are related to the figure on the right.

This outlet glacier ends at the Barents Sea where it pro-
duces icebergs. In the mid nighties surface velocities shortly
increased to 140m/yr [Dowdeswell et al., 1999]. Later on its
velocity regime declined to 80m/yr, indicating a mini surge. In recent years another
speed-up has been observed [Dunse et al., 2011].

On most of the islands of Svalbard aerial oblique photographs were taken in 1936 and
1938. These images were used for the topographic map series at scale of 1: 100 000. More
aerial campaigns were conducted in the period between 1960 - 1971. A more detailed
map series was produced based on phototgrammetric principles on these vertical aerial
images. However all the time the island of Nordaustlandet was not included.

Eventually in 1983 a elevation model was constructed from airborne radio echo-
sounding measurements [Dowdeswell et al., 1985]. The newest topographic dataset is
constructed from differential SAR Interferometry (DinSAR) controlled by the aid of ICE-
Sat GLAS measurements [Moholdt and Kääb, 2012]. Again this elevation model has
a limited accuracy, as RMSE estimates are in the order of ten meters. Thus detailed
topographic information is absent, therefore making a ideal test case for the proposed
methodology in this work. An overview of the glacier is illustrated in figure A.3.

The Landsat ETM+ imagery was taken at June 17, 2001. During the acquisition the
sun had a elevation of 32.4◦, and an azimuth of 206.9◦. A transect from the upper part
of the Austfonna ice cap up to the calving front was selected. For calibration the inter-
section of two transects were taken. New horizontal coordinates for the measurements
were at the intersection of the track along the direction of the sun and the reference track.
The corrected measurements are shown in in figure 5.18.
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Figure 5.18: Difference in elevation measurements from ICESat GLAS which are cor-
rected to lay inline with its reference track, in respect to the samping in Februari 2004.
The absolute elevation of this profile is indicated in lightblue in the background.

For a large part this profile crosses the glacier of Basin-3. A gradient of elevation
change should be observable, as the flux term has changed in recent years. To assess if
the presented results can reliably interpreted the raw measurements are shown in fig-
ure 5.19. In both figures a group of elevation measurements is highlighted by a darkred
arrow. These are measurements of a crossing, and were included in the estimation as a
buffer selection around the transect was made. In the figure 5.19, these measurements
are at the same level, while in 5.18 these deviate. Thus the correction applied to the ICE-
Sat GLAS measurements made the estimation worse.

Errors in this methodology may be rooted from different sources. The orientation
of the calibrated sites may have a different orientation. Secondly, the prominent topog-
raphy may not lie in the direction of the sun. Thirdly, grain size may affect the direct
relation with inclination.
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Figure 5.19: Similar illustration as figure 5.18, however the measurements are not cor-
rected though photoclinometric information.
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Chapter 6

Conclusion & Recommendation

Model based inversion of the shading function into a elevation grid is a simple idea,
but has several practical challenges. An attempt was made to increase the level of in-
formation content by integration of spaceborne laser profile measurements. This chapter
will highlight the main conclusions, by answering and discussing the research questions,
which were given in section 1.2. Recommendations concerning further in depth research
or different approaches and applications of this work are given afterwards.

The main research question of this work is,

Can elevation measurements of a glacier surface be extracted through a combination of optical
and laser remote sensing techniques?

In glacier mapping the use of (spaceborne) photogrammetric principles is normal
practice for extracting elevation models. The aid of spaceborne laser profilers for ground
control points in remote areas are of great value. In the snow-covered upper part of a
glacier the optical sensors senses less contrast, due to the homogeneous reflection of the
surface. Therefor photoclinomtery can complement these areas where image matching
becomes troublesome, or improve the spatial resolution.

In this study an iteration process based on inverse hill-shading was used to estimate a
relative elevation model. The unresolved parameters for absolute registration where ex-
tracted from laser profile measurements. Three different scales can be distinct, a glacier
wide mapping, transect based estimation and within footprint elevations. The first and
last option have both theoretical and practical objections.

If a glacier-wide estimation covering different transects is applied, this will lead to an
enormous design matrix. These heavy sized matrix inversions that are needed to solve
the systems of equations are limited by computer memory. Trying to solve a patchwork
of elevation models in a recursive manner did not resolve in a stable estimation. Estimat-
ing through individual profiles is more computer friendly and can result in a elevation
model [Bindschadler et al., 2011b]. In this manner the practical objection is bypassed,
but the resulting product is effected by accumulating errors. Thus this product is use-
ful for detecting changes or breaklines, but less interesting for volume change estimation.
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A local approach would be found in the withinfootprint estimation of an ICESat
GLAS measurement. For this study the used sensors have a too big spatial resolution
to estimate a detailed elevation model for this purpose. Other sensors should be used,
like ALOS PRISM. Another challenge is found in the uniqueness of the elevation esti-
mate. It is not a linear mapping, as the same waveform can be the result of different
elevation models.

The drawbacks mentioned above justify the approach taken in this study; assessing
the potential of regional glacier elevation estimation. Photoclinometry seems to be ap-
plicable in local sampling sits that have small variations in height. Due to the dynamic
behavior of glaciers, the surface changes rapidly, thus repeated ICESat GLAS passes are
difficult to combine. A profile can only be used, resulting in an unfavorable sampling
distribution. If a crossover of two profiles is used a local elevation model can be oriented.
However, using these overpasses to estimate the photoclinomteric constants for global
purposes seems unsatisfiable. Thus this method is only usable on cross-overs, which is
only of interest for the two big icesheets. Therefor one can conclude that combining pho-
toclinometry and spaceborne laser profilers may be less applicable. But this method has
potential as more advanced spaceborne laser profilers are launched, like ICESat2.

An area based approach is a complicated simplification and its product is difficult
to interpret. Furthermore, over parameterization is easily accomplished. It even seems
as if some proposed methods result in estimations that are within the noise level of the
instruments or model errors. Therefore an other approach is also taken within the work,
focusing on topographic adjustment within different tracks. By these means it is possible
to extract more clearly other signals then glacier elevation. But the model used in this
study was to simple, however if an area based approach is used, it may have potential.

Apart from the general conclusions outlined above, some more specific research ques-
tions were asked, these and there answers are given below.

? What kind of information is needed for glaciological research?
The registration of an photoclinometric elevation model is possible at crossings. On
other part of the glacier, this may be troublesome. Thus volume change estimates
may not be the best product to produce with photoclinomtery. This method may
better be used for individual elevation measurements, like topographic correction,
as in this study.

? Is it possible to derive a unique surface of normals from a optical image of snow covered
terrain, through photoclinometry? And what are the preferable circumstances concerning
surface characteristics, sun direction and sensor?
Different optical acquisitions of different sensors, with different sun angles result
in a similar estimation of shape. Most area based photoclinometric methodologies
use constraints on curvature to enforce the solution to a smooth model. If the sun’s
orientation is not aligned with one of the image axis, the estimation will give a
smooth estimation. For cases the special case where this is valid, a planar rotation
may solve this computational problem. The information content perpendicular to
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the sun’s direction is low, therefor the cumulative elevation errors are bigger in this
direction. Due to the connectivity of the elevation grid, these errors have the form
of simple trends. Thus after adjustment a unique surface may be extractable.

Photoclinometry may not be the best option for small high mountain glaciers. Out-
crops and ridges result in an irregular patch of shading, this may be a disadvantage
for the coherence with the photoclinometric relation. Secondly, the Lambertian re-
flection may not be valid due to their steeper slopes.

Practically, a low sun angle is preferable. Furthermore, spatial detail seems to be of
more benefit then a high radiometric resolution. Assumptions are made about the
physical state of the snow surface. In this study these conditions were not derived
first handedly, but other remote sensing data can give an idea about local weather
conditions. The unset of snow melt can be identified by RADAR reflections, indi-
cating big grains of snow. Coarse multi-band optical imagery can be used to iden-
tify regional dumps of snow, giving idea of the age of the snow surface. Finally,
the data from automatic weather station can be of good use in understanding the
seasonal characteristics of the surface.

? Can additional information from laser remote sensing resolve the ambiguity present in the
estimation of a photoclinometric elevation model?
As noted in the subquestion above, trends are present in photoclinomtric estima-
tions. These need to be solved, together with other geometric unknowns. However
the topography of a glacier is dynamical, thus the temporal dimension should be
taken into account. These accumulating unknowns and assumptions restrict the
potential for elevation estimation. Additionally, the sampling of ICESat is to sparse
in between lanes to resolve all unknowns.

? Is photoclinometry capable of improving the information content of measurements from a
spaceborne laser profiler?
Photoclinometry is dominant in information extraction along one dimension. A
simple model was applied in this study, to correct laser profile measurements from
miss-alignment from the reference track. However, a more improved model (area-
based) may be more reliable.

Apart from conclusions derived from this work, there still lies potential both in the
methods, as in its applications. The following ideas may be of interest for future research.

The area based photoclinometric estimation is very computer intensive. The config-
uration of the design matrix is very simple, most entities are close to the diagonal of the
matrix. This arrangement can be an advantage to the computational speed through for
example Cholesky-decomposition, as is done in Sparse bundle adjustment.

If the surface topography is known, the shading of this surface can be estimated. If
this is normalized to an optical acquisition, the residue will also include the deviation
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Figure 6.1: schematic view of the SIRAL-2 instrument on board of the CRYOSAT2 plat-
form.

from the reflection function. One cause of this reflection is sastrugi. This residue has
thus the potential to show a pattern in the local dominant wind direction. This informa-
tion can give a better understanding of the accumulation patterns on dry ice sheets, as
these receive most of their accumulation through wind transport.

As mentioned before, image matching is troublesome at the upper part of a glacier.
And if contrast is not present, parallax measurements will fail. This drawback is ac-
cepted, and off-the-shelf photogrammetric products, like ASTER GDEM, keep some of
these errors within their products. Photoclinometry can however be of use to adjust
these errors and fill in the gaps where contrast is low.

Slopes profiles derived from ICESat GLAS have shown to be capable of estimating
surface velocity [Marsh and Rack, 2012]. The method relies on undulations between
footprints that are along the flightpath of the satellite. As the repeating passes are not
following the exact pass, topographic structures that are not perpendicular, interfere the
measurements. Thus these features are included into the equation, by a model of linear
features, and consequentially result in an extra unknown. Photoclinometry could be of
help for this method. The topographic knowledge reduces the unknowns, this makes the
method more robust. If the terrain situation stays stable, it is likely that only one optical
acquisition could already be sufficient.

In the field of microwave remote sensing the topographic information derived from
photoclinometry can be useful for unwrapping. For example, CryoSat has the SIRAL-2
instrument on board. This instrument has a small baseline of two RADAR antennas. As
the platform swaps over, it samples the terrain. The received signals is differenced and
these phase changes make up an interferogram. Each strip will have it’s own interfero-
gram, being different from normal two dimensional unwrapping for imaging RADARs.
However if information about the topography is known, this can help solving the ambi-
guities.

Clinometry can also be used for imaging RADAR, its mathematical footing was al-
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ready laid out in the eighties [Wildey, 1988]. The accuracy of this method seems to have
a similar quality as photoclinometry. Therefor, its benefit will lay in contributing infor-
mation, helping in resolving inSAR mapping or interferometric unwrapping.
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Postface & acknowledgments

For me, the start of the summer is home to a classic bicycle race. This race is held since
the 1970’s, and takes the competitors from Utrecht to Freyr. The 270 or so kilometers,
start in the county of ’Maas & Waal’, and end in the hilly slopes of the ’Ardennes’. The
finish is on the top of the hill, where ’Chamonix’ is situated, the local pub.

Completing this race is an accomplishment, and the barbecue is well deserved. Al-
though every year their are people that fail, it is not extraordinary accomplishment to
accomplish. With some training and good luck, one will bike to the rocks of Freyr.

Thus why do I participate? The answer can be found somewhere early spring 2010.
Rob and I are welding, grinding, sanding and assembling for more than a day. We found
a cool bicycle design, and want to build the vehicle ourself. A bicycle is topped from its
steering wheel, and its saddle is demolished. At each side comes a new steering wheel
and saddle. Thus the vehicle is used as a tandem, but the alignment is ext to each other.
This construction was later on crowned to ’duocapide’. And together with my brother I
attempted the adventure to reach Freyr.

This is just a short anecdote of an wonderful adventure. Its outcome is unknown,
and success is not guaranteed. Another adventure is written down in the pages former
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to this one. It is a journey I did not make alone, therefor I want to acknowledge some of
the people that made this journey worthwhile.

At first, and foremost I want to thank Ben for being my daily supervisor. The weekly
meetings gave me insights or despair. The opportunity to go on fieldwork to Tibet was
of great value to me. And it was an honor to be one of Massimo’s picciotti. The conver-
sations with Andreas in Oslo gave more insights into the subject and implementation of
my thesis. Chris forced me to look outside the box, brought in nice directions and humor.

Another source of happiness in the office was brought by Pierre-Marie. But most of
the good times were spent with the Bavarian, Tobias. Sergi gave me distraction with his
wonderful talk during running trips through the forest. And his awesome cooking, from
reindeer burger up to octopus on campfire.

Other good cooking and running was provided by Piet, back in Utrecht. But the
early mornings with Ineke really put me through this adventure. Especially our, or my
enforced, experiment in the applicability of Bayes rule and early morning coffee, were
of great enjoyment, at least to me. Other distraction was provided by the neighbors of
Buurland and my alpine friends of Vertical Dissidents. The tedious job of correcting most
of my English grammar was done by Kim, I surely owe her a lukewarm pint. Esther
gave me clear insights and distraction in the last phase of the thesis, which was needed.

Finally, the support from my parents during my master was of great importance,
their encouragement and advice were highly appreciated. Furthermore, the love and in-
volvement of my sister helped me through this adventure. But also notified me of more
important things then punching buttons. While my brother distracted me by physically
finding our limits in climbing, running, biking and unfortunately inline-skating.

postscript: This years attempt to Freyr was again a failure, hopefully this thesis ad-
venture will head to another direction.
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Appendix A

Algorithms & Maps

Algorithm 1 Shading function
1: function SHADING(H, ~s, spacing)
2: dXleft = H(all, 1 : end− 1)−H(all, 2 : end)
3: dXright = H(all, 1)−H(all, 2)
4: gX = [dXleft dXright] . gradient along x
5: dYup = H(2 : end, all)−H(1 : end− 1, all)
6: dYdown = H(2, all)−H(1, all)
7: gY = [dYup; dYdown] . gradient along y
8: gZ = spacing× 1

9: Nx = gX/
√

gX2 + gY2 + gZ2

10: Ny = gY/
√

gX2 + gY2 + gZ2

11: Nz = gZ/
√

gX2 + gY2 + gZ2 . components of normal vector
12: dotProduct = cos−1(Nx · ~s1 + Ny · ~s2 + Nz · ~s3)
13: return dotProduct
14: end function

~s sun vector
ψ azimuth of the sun
C relational matrix
E shading
~x0 initial estimation

Table A.1: Description of input parameters for algorithm 2 and 3
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Algorithm 2 Estimate curvature perpendicular to sun direction
1: function KERNEL2SUN(~s)
2: ψ = atan2(~sy, ~sx) . −π < atan2(y, x) ≤ π
3: ~φ = −π, π

9 , π . compass rose of kernel
4: ~w = 1− ‖(~φ− θ)/π9 ‖ . weight
5: K(i) = ~w(i) . create kernel
6: for n = 1, 9 do
7: [∆x,∆y] = ‖~pK(n) − ~pK(5)‖ . deviation from middle
8: for row = 2, LENGTH{E} − 1 do
9: for col = 2, DEPTH{E} − 1 do

10: C(row + ∆x, col + ∆y) = K(n)
11: end for
12: end for
13: end for
14: return C
15: end function

E shading
dL gridspacing
~s sun vector
L ICESat GLAS coordinates

Table A.2: Description of input parameters for algorithm 4 and 5
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Algorithm 3 Levenbergh-Marquardt algorithm, based on [Madsen and Tingleff, 2004]
1: procedure LEVMAR(E, ~s, ~x0)
2: . initialization
3: C = KERNEL2SUN(~s) . constrain on curvature
4: ∂A = [J; C]
5: W = [I; αI] . weights
6: ∂2A = ∂A>W∂A
7: ∆~y = A>Wf(~x0); . ∆~y ≡ ~y0, linear approximation of shading
8: P = A(A>Q−1

yy A)−1AQ−1
yy . projection matrix

9: δ1 =?← Qŷŷ = PQyyP
>

10: k = 0 υ = 2
11: found = (‖∆~y‖ ≤ δ1);
12: µ = τ ·max{diag{∂2A}}
13: while (not found ) and ( k < kmax) do . start iteration
14: k = k + 1 . counter
15: Slm = µI . scaling matrix
16: ∂A = [∂A; Slm]
17: ∆~y = [f(xk); 0]
18: W = [I; αI; I]
19: Qx̂x̂ = (∂A>Q−1

yy ∂A)−1 . estimate dispersion matrix
20: ∆~x = (∂A>W∂A)−1∂A>W∆~y . weighted least squares
21: ~δ2 = diag{Qx̂x̂}
22: if ‖∆~x‖ ≤ ‖~δ2(~xk + ~δ2)‖ then
23: found = true
24: else
25: ~xn = ~xk + ∆~x . new estimation
26: F (~xn) = f(~xn)>f(~xn)
27: L(~xn) = F (~xn) + J∆~x+ 1

2∆~x>H∆~x . Taylor expansion
28: % = F ( ~xi)−F (~xn)

L(0)−L(∆~xn) . gain
29: if % > 0 then
30: xk = xn
31: update J A ∆~y α . with respect to the new estimate
32: found = (‖∆~y‖ ≤ δ1);
33: µ = µ max{ 1

3 , 1− (2%− 1)3}
34: υ = 2
35: else
36: µ = µυ υ = 2υ . steeper descent
37: end if
38: end if
39: end while
40: return xk
41: end procedure
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Algorithm 4 Topographic correction

1: procedure CROSSINGESTIMATE(E, dL, ~s, ~Lx, ~Ly, ~Lz)
2: crossing = INTERSECT(~Lx, ~Ly) . crossing of two polylines
3: crossPoints = KNN(crossing, ~Lx, ~Ly) . k-Nearest-Neighbor
4: ~Lψ = ORIENTATION(crossing, ~Lx, ~Ly) . bearing with crossing
5: ψ~s, ϕ~s = ORIENTATION(~s)
6: for i = 1 . . . SIZE(crossPoints) do
7: trackIntersect = INTERSECT(~Lx, ~Ly, crossPointsi, ψ~s)

8: ~Sx,y = SPACING(trackIntersect, crossPointsi, dL)

9: ~Ex,y = KRIGING(E, ~Sx,y) . interpolate shading values
10: ~H1...2 = BILINEAR(~Lz, ~Lx, ~Ly) . ICESat GLAS elevations
11: stack ~Sx,y ~Ex,y ~Hx,y

12: end for
13: f = clinoLane(A, B, ~Ex,y ~Hx,y, ϕ~s, dL)
14: A, B = MINIMIZE(f(A, B))
15: return A, B
16: end procedure

Algorithm 5 Estimate curvature perpendicular to sun direction

1: function CLINOLANE(A, B, ~E, ~H, ϕ, dL)
2: for doi = 1 . . . SIZE(lanes)
3: dZ = SUM(tan(π2 − ϕ+ cos−1((A · Ei,:) B)) · dL)
4: dH = Hi,1 −Hi,2

5: end for
6: error = dZ − dH
7: return error
8: end function
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Figure A.1: inset) Color composite of Landsat ETM+ acquisition over Nyainqêntanglha
mountain range, Tibetan plateau. The red star indicates the project area. main) Map of
Zhadang glacier of Landsat ETM+ on November 17, 2001. The UTM grid has a spacing
of one by one kilometer.
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Figure A.2: inset) Elevation plot of the Svalbard peninsula, with an indication of the
project area by a red star. main) Panchromatic acquisition over Lomonosovfonna from
the EO1 ALI instrument on November 14, 2007. A selection of ICESat GLAS measure-
ments are draped over the imagery, where the color is related to elevation (low, high).
The UTM grid has a spacing of five by five kilometer.
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Figure A.3: inset) Elevation plot of the Svalbard peninsula, with an indication of the
project area by a red star. main) Landsat ETM+ acquisition over Austfonna, with Basin-3
in the middle. The imagery was taken on June 17, 2001. A selection of ICESat GLAS
measurements are draped over the imagery, where the color is related to elevation (low,
high).
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