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Abstract: Seasonal variation of air quality in a city with a large river was investigated by means of
numerical simulations of air movement and pollutant dispersion over inversion-capped diurnal cycles
using a Reynolds-averaged Navier–Stokes (RANS) approach with algebraic turbulent flux model. The
study accounts for the effects of urban heat island (UHI), terrain orography and high thermal inertia
of the river body. The case mimics the real environment of the Krasnoyarsk region with the river
Yenisei (Russia). Two scenarios were considered typical of the winter and summer seasons. The study
is focused on the dynamics of dispersion of CO emanating mainly from road traffic, which remains
fairly uniform throughout the year. The simulation starts from a mild low-altitude inversion with
penetrative convection gradually developing over the daytime and attenuating during the night. The
main difference between the two cases is in the temperature of the river surface relative to the ambient
air. In winter, the non-freezing river acts as a source of positive thermal buoyancy, while in summer
the cool river at the daytime acts in the opposite way, as a heat sink. The effect of the river-induced
air circulation appears significant enough to account for the observed winter accumulation of the
pollutant in the city center.

Keywords: atmospheric boundary layer; diurnal convection; seasonal variation; pollutants dispersion;
Reynolds-averaged Navier–Stokes modelling

1. Introduction

Seasonal variations of air quality in urban and other agglomerations with complex natural and
human-made canopies have received considerable attention among the environmental community,
e.g., References [1–7]. Next to seasonal variability of local weather conditions and variation of emission
density in time and over the terrain, many other factors influence this dynamics: The heights, size and
density of buildings, the extent, intensity and dynamics of traffic on urban roadways, and others, making
it difficult to explain the observed peculiarities of local seasonal patterns of pollutant concentration
and their correlation (or the lack of it), with the dynamics of pollutant emission.

Studies of time variability and seasonal variations—based in most cases on long-term collection
of a large amount of measured airborne concentrations of representative, and/or specific pollutants in a
variety of urban, industrial, and rural areas—have contributed to identifying, and better understanding,
air quality seasonality features. However, they often lack in rational explanations that could lead
to more general conclusions and correlations, and be used for predictive purposes. Relevant to the
present study, we note here a comprehensive survey of the environmental and ecological status in the
City of Krasnoyarsk [8], and on the seasonal variation of pollutant concentration over the period of
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five years using a mobile gas-analysis laboratory [1]. The study examines significant differences in
seasonal air quality variations in various parts of the city aimed at identifying the role of microclimatic
heterogeneity and the effects of river breeze and orographic-type circulations on urban air pollution.
Studies of a similar character can also be found for a number of large cities and urban agglomerations,
e.g., References [2–6].

Whilst the measurements provide indispensable information, identifying the causes and
consequences of the observed phenomena and establishing some even approximate correlations
with the dynamics of pollutant emission remains still a challenge. We argue that numerical simulations
of space and time dynamics of air flow and pollutant dispersion, while accounting for realistic
configuration of ground canopies and atmospheric conditions can fill this gap, complementing the
measurements with additional information and providing a predictive tool for prognostic purposes.
Some applications of the same computational software and models used in the present work can be
found in References [9–12].

We consider carbon monoxide, CO, the source of which, in an urban environment, is attributed
mostly to the vehicles from city traffic [3,4], far exceeding NOx and particles [1,7].

For countries with a cold climate, there is a general trend that pollution from traffic is greater in
winter due to additional fuel consumption on space heating. However, the traffic distribution and
its diurnal intensity usually remain the same over the whole year. This is the case for Krasnoyarsk
(Russia). The measurements in various points of the city [1] show that the average traffic flows in
winter and summer are quite similar. Therefore, the spatial distribution pattern of CO emission should
also be similar (except for larger mean values in winter due to higher fuel consumption). However,
the monitoring in the city of Krasnoyarsk showed anomalous winter and summer concentration
distributions, uncorrelated with the emission data, Figure 1. At some locations, the ground CO levels
in winter are almost twice higher than in summer, while at other locations the levels are almost equal.
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Figure 1. Measured CO concentration in different parts of the Krasnoyarsk city in the winter and in the
summer seasons (data from Reference [1]), black lines indicate the measurement zones. Inset: A typical
observed winter morning inversion in the area (data from Reference [8]).

The change in CO concentration distribution might be attributed to the seasonal differences in local
air circulations generated by the river, surrounding heat islands and terrain orography. It is interesting
to note that higher winter levels of CO are observed close to the river banks. Indeed, the observed
patterns hint at a significant role of the river in the considered situation. In winter, when the ambient
temperature may drop below −30 ◦C, the river (Yenisei) does not freeze (after the erection of a large
hydro power-plant accumulation upstream). Thus, the river in winter acts as a powerful source of heat,
moisture and buoyancy for the surrounding atmosphere. The authors’ previous paper [9] showed that
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in conditions of low or no external wind with capping inversion the convective flow generated by river
and city heat islands creates a horizontal air circulation, directed toward the river at low altitudes and
away from the river at higher altitudes. The estimated air velocity was up to 3 m/s near the ground.

The weather monitoring in and around Krasnoyarsk [8] shows that capping inversion of different
strength often occurs in the region and prevails throughout two-thirds of the year (Figure 1 inset).
In view of the above, we speculate that the anomalous local increase of pollutant concentration may
be caused by the “river-breeze” effect. To test the above hypothesis and to gain more insight into the
physics, we compare the winter and summer situations by means of numerical simulation.

2. Computational Details

The simulations were carried out with the in-house finite-volume BuoyFlow CFD code (TU Delft,
The Netherlands) using the Reynolds-average Navier–Stokes (RANS) k-ε-θ2 algebraic turbulent flux
model [11] with the buoyancy-accounting functions for the ground boundary conditions, verified in a
number of generic and real-life configurations [9–12]. The numerical method was similar to the one
used in Reference [9].

The ensemble-averaged RANS conservation equations for mass, momentum, energy (in terms of
the potential temperature), CO concentration in air and humidity (with neglect of the molecular terms):

D〈Ui〉

Dt
= −

∂τi j

∂xi
−

1
ρ
∂〈P〉
∂xi

+ fεi j3
〈
U j

〉
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(
〈Tv〉 − Tre f

)
, (1)
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D〈S〉
Dt

= −
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, (3)

D〈H〉
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= −
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∂xi
, (4)

are solved in the framework of time-dependent triple decomposition mode (time-dependent
Reynolds-averaged Navier–Stokes, T-RANS) [11], in which the instantaneous variable Φ = Ui, Θ, H
was split into a long-time (long-phase or ensemble) averaged field, quasi-periodic (time-filtered)
deterministic motion denoted by 〈〉, and stochastic fluctuation, i.e., Φ = Φ + 〈Φ〉+ ϕ. The time step
was chosen to be sufficiently small (6 s) to resolve in time and space the large convective vortex
structures, which play a pivotal role in the flow dynamics and pollutant transport. The equations were
closed using the earlier reported 3-equation k-ε-θ2 eddy-viscosity/algebraic flux model (EVM/AFM) [11]
in which the stochastic turbulent stress tensor τi j and the turbulent heat and mass flux, τθ j and τcj,
for the unresolved (“subscale”) motion were modeled respectively by
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where νt = cµ〈k〉2/〈ε〉 is the eddy viscosity, β is the thermal expansion coefficient, f is the Coriolis
coefficient and Tv = T(1+ 0.61H) the virtual potential temperature. The coefficients take the commonly
adopted values: cµ = 0.09, cφ = 0.2 and ξ = η = 0.6.

The terms in braces stand for the resolved time-filtered quantities, which were obtained by solving,
in time and space, the transport equations for the turbulence kinetic energy (TKE) 〈k〉, its dissipation
rate 〈ε〉 and the temperature variance

〈
θ2

〉
, resulting in a three-equation k-ε-θ2 model. The effective

(total) second moments (turbulent stress, heat and mass flux) consist of the resolved and sub-scale
(stochastic) components, 〈Φ〉〈Ψ〉+ ϕψ.

The computational domain of 40 × 20 × 1.5 km3 was discretized by 20 × 106 grid cells, clustered
near the ground to keep t, e cell size in the city about 40 × 40 × 2 m3. The realistic orography was
generated from GIS data; and the initial and boundary conditions are depicted in Figure 2. The
buildings are assumed as the main source of the UHI (urban heat island) effect. In summer, the
buildings accumulate solar radiation due to inter-reflections of sunlight. In winter, the central heating
and industrial activity make buildings warmer than the surrounding ambient air [13,14].
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density map (coloured lines show the averaging path for the statistics, see Section 3.3); (b) Traffic 
activity in different parts of the city; (c) Diurnal variation of temperature and concentration emission 
used in the simulation; (d,e) Initial temperature profiles for summer and winter cases. T0 denotes the 
initial ground temperature (20 °C in the summer case and −5 °C in the winter case). 

Considering the lack of detailed information on the UHI distribution over the city of 
Krasnoyarsk, we chose to set the magnitude of temperature anomaly over the city proportional to 
the density of the building. The buildings map was obtained from GIS source [15]; then each 
building was weighted with its height. A uniform grid with 40 × 40 m cells was superimposed on a 

Figure 2. Krasnoyarsk urban canopy with the river Yenisei and traffic arteries. (a) Relative buildings
density map (coloured lines show the averaging path for the statistics, see Section 3.3); (b) Traffic
activity in different parts of the city; (c) Diurnal variation of temperature and concentration emission
used in the simulation; (d,e) Initial temperature profiles for summer and winter cases. T0 denotes the
initial ground temperature (20 ◦C in the summer case and −5 ◦C in the winter case).

Considering the lack of detailed information on the UHI distribution over the city of Krasnoyarsk,
we chose to set the magnitude of temperature anomaly over the city proportional to the density of the
building. The buildings map was obtained from GIS source [15]; then each building was weighted
with its height. A uniform grid with 40 × 40 m2 cells was superimposed on a map of the building,
and the area of each grid cell (multiplied by their heights) was computed. The UHI-induced excess
ground temperature distribution was then set proportional to that map (Figure 2a) with the mean
magnitude of 1 ◦C over the simulated terrain.

Recent measurements of traffic and CO concentration from mobile, area and major stationary
sources in Krasnoyarsk [1] were used to generate a map of near-ground CO concentration, Figure 2b.
The near-surface CO emission rate at the roads locations was set proportional to the local traffic flux
(number of vehicles per hr.). This spatial distribution was then modulated as a function of time to reflect
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the diurnal variation. The diurnal cycle of surface CO emission (Figure 2c, dotted line) was assumed
proportional to the change in traffic activity (taken from Reference [8]) with two “rush-hour” peaks at
0700 LT and 1600 LT. As it is hard to correctly estimate the ratio between the CO emission intensity and
traffic flux for the current conditions, the CO concentration was calculated in arbitrary units (a.u.),
and then normalized. This was done by assuming that the mean simulated concentration at 10 m
altitude should be equal to the mean measured surface CO concentration—taken from Reference [1].
The normalization was done separately for the summer and winter scenarios.

The initial vertical temperature profiles for both cases are shown in Figure 2d,e. For both scenarios,
a ground-adjacent mixed layer was capped by inversion layer with its base set at an altitude of 300 m.
The inversion strength was set to 3.3 ◦C/km, admittedly considerably milder than observed in winter
morning conditions (shown in the inset in Figure 1). The initial profiles of turbulence model variables
(k, ε, θ2) were taken from a precursor simulation with a uniform ground heating, which we ran for
some short time before the main simulation.

The diurnal variation of ground temperature (Figure 2c) was taken from the several-days
averaged data from local meteorological observations in June and February. The magnitude of ground
temperature diurnal variation over the city was taken to be 3 ◦C. In the city center, the effect of UHI
(with temperature distribution shown in Figure 2a) adds about 1 ◦C to that baseline variation. The
winter simulation was started at 0700 LT while the summer simulation at 0400 LT, reflecting the
difference at the time of sunrise.

While the UHI intensity was similar for the summer and winter cases, the temperature of the
river (assumed constant for the whole diurnal period) was different. For the winter case, the river
temperature was set at ~0 ◦C (which is 5 ◦C higher than the surroundings), while for the summer case,
the river temperature was assumed to be equal to the mean diurnal surface temperature of 21.5 ◦C.
Thus, in winter, the river should be the source of atmospheric convection during the whole diurnal
cycle, while in summer it should stabilize the ABL at the daytime and destabilize it at night [16].

The river surface velocity, obtained from precursor two-dimensional simulation of the river water
flow, was used as the air velocity ground conditions, as reported in Reference [9] with the maximum
velocity magnitude of 3 m/s for both simulations.

3. Results and Discussion

3.1. Seasonal Air Circulation, CO Distribution and Their Correlation

Instantaneous snapshots of volume rendering of the CO concentration (CCO) at 1800 LT in
Figure 3 give an impression of a typical late afternoon pollutant dispersion over the city in summer
(Figure 3a) and in winter (Figure 3b). Note that the grey-scales in two figures differ, but they both
show the maximum concentration in the same central downtown region, though with a markedly
different distribution.

The instantaneous plots of CCO late afternoon (1800 LT), shown in Figure 4, provide ample
evidence for some conclusions on the typical dispersion paths across the city. The figures also contain
profiles of air velocity at various locations, thus facilitating the identification and interpretation of
the flow patterns and convection of the pollutants. The CO emission is clearly depicted at both parts
of the city by peak CO concentration spots near the ground. For the summer, it can be seen that the
concentration is first convected upwards from the location of emission sources and then, after reaching
the inversion layer, spreads horizontally (Figure 4c). At some cross-sections (Figure 4c,d) this spreading
is preferably away from the river (effectively removing the pollutant from the city), while in some
other cross-sections (Figure 4a,b, the western part of the city) its preferable movement is toward the
river (thus leading to accumulation of pollutant). It is interesting to note that the pollutant in some
places moves over the river at 500 m altitude and then descends to a ground level and gets entrained
by the flow feeding the updraft at the other side of the city (Figure 4b).
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In general, this behavior is connected to the local circulations created by UHI effect. The updraft
currents are generated at the points of local maxima of surface temperature at both river banks with
horizontal circulations around them. The river, which is colder than the surroundings at the daytime
prohibits the spreading of local circulations to an opposite river bank at low altitudes. But at higher
altitudes, the interconnections between circulations make possible the transport of pollutant to the
opposite banks of the river.

The winter situation is quite different (Figure 4e–h). A strong circulation generated by a warm
river dominates the UHI circulations. Therefore, after the emission pollutant is advected toward the
river at low altitudes, it can be seen that such motion leads to a pronounced peaks in the concentration
distribution near the river (Figure 4e–g). Then the pollutant gets into the main updraft above the river
and lifts upward. This is reflected in a local CO concentration maximum at some altitude above the
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river (Figure 4f,g). After the uplift the pollutant spreads in a horizontal direction, leaving the urban
area. This spreading is more intense in winter, as already shown in Figure 3.

A plot of the mean streamlines, Figure 5, confirms striking differences between the summer and
winter flow patterns. In line with our earlier findings [9], the winter conditions create large horizontal
air circulation with two zones separated by the river plume. In summer, however, each side of the city
acts as a separate heat island, generating its own local circulation. In summer, the air is transferred
above the river at higher altitudes from one bank to another, whereas in different parts of the city that
transfer may have opposite directions, as shown in Figure 5a,b. Daily-averaged horizontal velocity
magnitudes in winter are several times higher than in summer.Atmosphere 2019, 10, x FOR PEER REVIEW 8 of 21 
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The flow patterns shown in Figure 5 are well reflected in the daily-averaged CO concentration,
depicted in Figure 6 in the same vertical cross-sections. In summer (Figure 6a,b), the region around the
river remains relatively unpolluted, while high concentrations appear in two zones distant from the
river, where the pollutant is trapped into the local recirculation zones shown by streamlines in Figure 5.
In the winter scenario, the two regions of high CCO merge into one, making the area close to the river
highly polluted (Figure 6c). In the other cross-section (Figure 6d), the two maximum concentration
regions do not merge, but both deform horizontally in the direction toward the river. A more intensive
horizontal advection of CCO in the winter case leads to a weaker vertical concentration flux above the
city and higher mean concentrations of the pollutant near the ground surface.

More details of the CO distribution for both seasons are provided in Figure 7. In the top row,
Figure 7a,b show the instantaneous CO concentration values and contours for summer (left) and winter
(right) in a horizontal cross-section at 50 m above the ground, whereas Figure 7c and d in the bottom
row present their 24 hours’ time-averaged distribution in the same plane. Evidently, as shown in
particular by the instantaneous snapshots, despite the similar emissions and ground CO concentrations,
air circulation patterns and the time-averaged distributions (Figure 7a,b) in summer and winter are
quite different. In summer, two maxima of concentration appear above the opposite river banks, but in
winter these maxima merge over the river leading to an increase in the net concentration values. In the
suburbs, the opposite is observed. In winter, the pollutant is advected towards the river, and unpolluted
air is entrained from around the city. Another winter peculiarity is a highly heterogeneous pollutant
distribution with several “hot spots”.
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The peculiar CO distribution pattern with multiple local high-concentration spots reflects a complex
flow and vortex structures that develop over the city due to the inversion-capped river-induced thermal
convection. The instantaneous fields, Figures 4 and 7a,b show the common convective patterns over
suburbs, where the ground temperature is more or less uniform, with streaky structures (roll-convection)
closer to the city (for more details and vortex generation mechanism see Reference [9]). In winter,
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these streaks are attracted toward the river, where in summer they are directed toward the center of
each part of the UHI. It is evident that the river in the winter case has a large overall effect on the flow
structure, intensifying horizontal air motion. In the summer case, the river acts as a barrier, separating
two parts of the flow from each other.

3.2. Vortical Structures and Their Role in CO Dispersion

The above-mentioned structure pattern is evident in the instantaneous distribution of CO
concentration (Figure 7a,b). Two horizontal “line” vortex structures with axes nearly parallel to the
river, containing most of the pollutant, is observed in summer. These structures correspond to the
urban heat island centers, but their alignment with a river suggests that in this case, the river also plays
a role in shaping the overall circulation and pollutant distribution.

In the winter case, the observed streaks of concentration with axes normal to the river reflect
closely the trumpet-like vortical structures originating from baroclinic interaction of the horizontal
ground-temperature gradient and gravity vector, identified in authors’ previous study of vortex
dynamics during a diurnal winter cycle over the same city domain [9]. Similar structures are known
for cold air outbreak events over the sea or lake shore [17–19] or in laboratory studies of mixed
convection [20].

An impression of the typical vortex patterns in summer and winter is given in Figure 8. In the
summer case, Figure 8a, distinct river-parallel rolls are clearly identifiable along the river, with less
orderly multiple vortices (attributed to convective cells) populating the neighboring areas of both sides.
In winter, the field is characterized by conspicuous multiple river-normal trumpet-like vortical streaks
over the two river banks at lower altitudes. It is interesting to note how the temperature is gradually
increasing along with these streaky structures as they are moving closer to the river. Above the river,
some convective cells are evident above which there are horizontal vortex rings generated from the
interaction of an updraft with an inversion layer. At higher altitudes, river parallel structures are
observed. These vortex rolls are characterized by elevated air temperature, due to the accumulation of
heat taken from the updraft, are moved away from the river with the main horizontal circulation flow.
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3.3. Quantitative Analysis of the Averaged Air Velocity and CO Concentration

For a more quantitative analysis, we consider averaging of the instantaneous fields over the lines
of constant distance from the river, as shown in Figure 2a (denoted as 1, 2 and 3). The first line goes
close to the river, the second through the middle of the city, and the third through the suburbs. The
CO concentration profiles averaged over the vertical planes along these lines at three time-instances,
Figure 9, illustrate the evolution of the pollutant concentration field. The results show a significant
difference between the winter and summer cases reflecting the overall pictures, shown in Figures 4–7.
In the winter case, the concentration above the river is the highest throughout the whole domain height,
diminishing gradually with the distance from the river. In the summer scenario, the concentration
reaches its maximum over the middle of the city, especially at the near ground altitudes. However,
in the upper part of the domain, above 200 m altitude, the concentration above the river is close to that
above the middle of the city.
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The time evolution of the profiles shows how the concentration is accumulated in some regions of
the simulation domain. The vertical transport of CO is most significant above the river during winter
(Figure 9d–f), where strong river plume transports the pollutant upward. However the mean flow
circulation, shown in Figure 5, transports CO back to the city at higher altitudes, which is reflected
in the appearance of a concentration peak above the city and suburbs (Figure 9e,f), noticeable in the
midday and in the evening.

In the summer case, the main updraft forms above the middle of the city, leading to a strongest
vertical heat flux at that location. The interaction of the updraft with the inversion layer at this point
leads to a sharper vertical gradient of concentration in the upper part of the domain than in the
winter case.

The horizontal velocity profiles at different distances from the river are shown in Figure 10. It can
be seen that summer and winter flow patterns are quite different. In the winter case (Figure 10d–f),
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at all three distances from the river the velocity profiles behave similarly, with negative (i.e., toward
the river) values in the lower part of the domain and positive (i.e., away from the river) values in the
upper part. As the ground heating is intensified (Figure 10d,e) the velocity maximum appears at low
altitudes (~50 m), but when the heating starts to decrease (Figure 10f) the velocity maximum is shifted
upward, probably due to an inertial effect of the circulation generated during the day.Atmosphere 2019, 10, x FOR PEER REVIEW 12 of 21 
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In the summer case (Figure 10a–c), the airflow in the lower part of the domain is directed toward
the warmest part of the city. In the beginning of the day (Figure 10a), the flow from the river is
the strongest (with a velocity of about 0.35 m/s), but as the heating continues, this flow weakens,
and eventually becomes inverted at the end of the day (Figure 10c). This behavior is associated with the
diurnal variation of the ground temperature compared to the temperature of the river. The horizontal
temperature gradient at the bottom is forcing the air to flow in its direction through a baroclinic
mechanism, but as this gradient weakens in the evening, the residual inertial forces of the airflow
may reverse the mean velocity direction. In the upper part of the domain, in summer, we also see
that evening flow direction is changed above the river (Figure 10c). While throughout the first part
of the day the air moves toward the river at higher altitudes (opposite to the flow above the city),
in the evening the velocity profiles above all three monitoring locations are similar, showing the air
movement away from the river at higher altitudes.

In general, the mean horizontal velocity magnitude in winter is about two times larger than in
summer (2 m/s compared with 1 m/s), which indicates that effect of the river and the central updraft on
the mean flow is quite significant.

The temperature, turbulent kinetic energy and heat flux profiles for the peak heating intensity
(1600 LT) are shown in Figure 11. The temperature distribution for the summer and winter cases
(Figure 11a,d) show some differences. In winter, stronger horizontal advection leads to a modification
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of the temperature profiles above the city. Warmer air, spreading horizontally from the updraft,
increases the temperatures below the inversion. This effect may act, to some extent, as a reinforcement
mechanism for stable stratification and damping of buoyancy.
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Figure 2a), at different diurnal phases. (a,d) Temperature; (b,e) Turbulence kinetic energy; (c,f) Vertical
turbulent heat flux; (a–c) Summer case; (d–f) Winter case.

In the summer case, the temperature profiles look similar to the common penetrative convection
of a mixed layer. All three profiles at different locations are very close to each other. The turbulence
kinetic energy (TKE) profiles (Figure 11b,e) show the highest values above the most intensively heated
areas (middle of the city in summer and the river in winter). It is noticeable that quite large values of
TKE are observed in the upper part of the domain above the river in the winter case, which should be a
consequence of the strong updraft there, accumulating the buoyancy energy from the surrounding
areas. As expected, at the instant, shown in Figure 11 (late afternoon, 1600 LT), strong damping of the
TKE is noticeable only in the inversion layer.

The sensible (turbulent) heat flux profiles (Figure 11c,f) are quite similar for two cases, reflecting
the intensity of local heating from the ground. That means that the mid-city profile in the summer
is similar to the above-the-river profile in the winter. It is interesting to note that in the winter case,
the suburb profile shows higher flux values than the mid-city profile. That may be explained by the
fact that strong horizontal advection is damping the vertical motion that drives the vertical heat flux.

3.4. Temporal Evolution of the Flow and Concentration Fields

To investigate the temporal evolution of the concentration fields, four points were selected at
which the vertical profiles of flow fields were saved at every time step of the simulation. The selected
points are “3”, “4”, “7”, and “15” from Figure 1. Two of the points (“3” and “4”) are located at the
left bank of the river and the other two on the right bank. The evolution of the concentration and
velocity fields near the surface is shown in Figure 12. The difference in the behavior of the fields
between different points is quite evident. At points “3” and “15” (Figure 12a,d) the concentration for
the summer and winter cases shows a remarkably similar behavior featured by gradual growth toward
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the 1600 LT. This behavior reflects the emission intensity (Figure 2c), thus meaning that convection
does not play a significant role at this location. However, it is interesting that the peak value from
the morning “rush hour” at 0700 LT is present at point “3” and is much less pronounced at point
“15” for both the summer and winter cases. The velocities at these points have similar magnitudes
in summer and winter (Figure 12e,h). At point “3” the morning velocity direction is toward the
river for both cases, then, at about 1200 LT in summer the velocity reverses its direction due to the
growth of the UHI-induced circulation. In winter, the flow retains its direction toward the river and its
velocity growth with the increase of ground convective motion during the daytime and decreases in
the evening.
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At point “15” located on the other river bank, the flow has the same morning behavior as for
point “3” (except for the sign of velocity). But after 2000 LT the winter flow experiences the change in
direction, presumably reflecting the change in local circulation shape or the local fluctuation of the
updraft position.

Two other points show significant differences between the summer and winter simulations.
At point “7” the concentration-time plot (Figure 12c) has a shape very similar to that of the emission
intensity, but in winter the peak values are about twice larger than in summer—which could be



Atmosphere 2019, 10, 407 14 of 20

attributed to a weaker vertical flux in winter in the morning hours (due to later sunrise), and a weaker
horizontal velocity in the later time (the latter can be seen from Figure 12g). It is interesting to note
that after 1200 LT in summer, a change of velocity direction appeared at location “7” from toward-
to away-from-the-river. This effect should be associated with the moment when the river surface
temperature becomes lower than the surroundings, thus creating a land-river breeze.

The point “4” show the most significant difference between the summer and winter cases.
For summer, the time profile of concentration is similar to the one from point “7”. But the winter
case shows very high values in between the emission peaks, which indicates the dominant role of
convection bringing the pollutant to this point from elsewhere. This is confirmed by the high values of
horizontal velocity in the direction toward the river (Figure 12f) at this point.

For further analysis we consider some results at two other characteristic points, “4” and “15”.
It is first noted that point “15” shows very similar behavior of time evolution of ground surface
concentration fields for the summer and winter, while point “4” shows the largest difference.

The time evolution of vertical profiles of CO concentration is shown in Figure 13. For point “15”
(Figure 13c,d) it can be seen that at about 0900 LT for both scenarios, some CO traces appeared just
below the inversion layer. The pollutant can arrive there from some updraft that is located nearby,
dragging the air horizontally at low altitudes. The vertical (advective) flux of concentration at the
same point (Figure 14c,d) shows very low values in the morning. But after 1200 LT strong spikes in the
vertical flux, coinciding with the peak values in the concentration profiles for the summer case, mean
that at this point intermittent vertical motions (from the updrafts of convective cells) are dominant.
For the winter case (Figure 14d), a strong vertical transfer is also present at this point, but for a much
shorter period of time (from 1500 LT to 2100 LT). For the winter case, a faster decrease of concentration
levels is evident in the upper part of the flow where a strong horizontal circulation moves the air away
from the river, thus leading to faster cleaning of the flow below the inversion.
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Figure 14. Temporal evolution of vertical advection intensity (Cw) (left) and daily-averaged profiles of
vertical velocity and vertical turbulent concentration flux <c’w’> (right) for several points (shown in
Figure 1). (a,c) Summer case; (b,d) Winter case.

For point “4” in the summer case (Figure 13a), a gradual growth of concentration profile is evident.
This is accompanied by low values of the vertical advection intensity. It is interesting to note that the
vertical advective flux is prevalently negative, indicating at a downdraft at this point. In the winter
case (Figure 13b), the situation is different. Very strong spikes of high concentration are seen in the
lower part of the flow correlated with vertical advection maxima (Figure 14b).

The daily-averaged vertical turbulent CO concentration flux profiles are shown together with
mean vertical velocity in the right panel of Figure 14. In summer, the behavior of turbulent flux is similar
to the behavior of mean vertical velocity; while in winter (especially for point “4”) there is no such
correlation. At point “4” (Figure 14b) strong positive vertical turbulent concentration flux is present
below 400 m in altitude where the mean vertical velocity is negative. That might indicate that the main
source of turbulent fluctuations in the winter case is not a vertical, but the mean horizontal velocity.

The intensity of horizontal advection is depicted in Figure 15. It shows that the main cause of a
difference between the CO concentration values in summer and winter at point “4” is the horizontal
concentration flux (Figure 15c,d). In the summer case, it is directed from the river toward the city, thus
bringing along a clean air from the river. But in winter the flux is directed in the opposite direction,
therefore transferring contaminated air from the city toward the river. The magnitude of horizontal
flux in winter case is also much higher.
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Figure 15. Temporal evolution of horizontal (in the direction across the river) advection intensity
(Cv) and daily-averaged profiles of horizontal velocity (in the direction of the river) and horizontal
turbulent concentration flux <c’v’> (right) for several points (shown in Figure 1). (a,c) Summer case;
(b,d) Winter case.

It is interesting to note the change of direction of the horizontal flow at point “15” in winter
(Figure 15d) this change happened when the ground started to cool in the second part of the day.
This change may be connected to some dynamical transition between the convection modes of the
flow. Due to this non-stationary effect, the air starts to move away from the “warm” river, thus locally
breaking the horizontal circulation.

3.5. A Note on Flow Stability

To close discussion on the role of river-induced convection in the pollutant dispersion, we address
the issue of flow stability briefly, by analyzing the time evolution of the gradient Richardson number:

Ri =
βg∂T

∂z(
∂U
∂y

)2
+

(
∂V
∂x

)2
, (9)

which is convenient and easy to compute. However, as widely discussed in the literature [21–23], this
may not be the best option in the fully mixed layer where the potential temperature is close to being
uniform. Nevertheless, at least in the surface layer, it can give some indication of the stability threshold
commonly defined by Ri ≈ 0.21.
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The time evolution of Ri at locations “4” and “15” for the summer and winter scenarios is shown
in Figure 16. It can be seen that in summer (Figure 16a,c) the altitude of the instability threshold
(defined by Ri ≈ 0.21) grows in the morning significantly faster than in winter. This can be explained
by the generation of more intense updrafts above the UHI in summer while in winter the horizontal
convection created by the river is dominant in the morning hours leading to more stable flow conditions.
However, this intense horizontal winter circulation leads to the faster growth of the inversion layer
in winter and a higher mean vertical heat flux, which is shown in Figures 10 and 11. In the evening,
this circulation leads to a faster decay of vertical convection above the city, thus re-stabilizing the flow.
The values of (Ri < 0.21) can be seen at the near ground levels in the winter simulation at some points
(Figure 15b) indicating the reestablishing of the inversion and stabilization of the flow. In the summer
simulations, this effect is much less pronounced. In the real situation, radiative cooling (not accounted
in the present simulations) should play an important role in reestablishing stability in the night time.
However, the horizontal circulation from the river acts in a similar way, intensifying a negative heat
flux from the cold ground into the atmosphere.
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3.6. Comparison with Observations

To our knowledge, only averaged ground-level measurements are available at particular points of
the city that show the difference between the summer and winter pollutant concentration distribution
for Krasnoyarsk [1].

No vertical profiles for the same observational period are available of relevant properties
(e.g., temperature, velocity and concentration) that could help to validate and verify the computational
approach, applied here. However, to provide at least some quantitative justification, Figure 17 shows a
comparison of the measured (reported in Reference [1]) and computed daily averaged CO concentration
in summer and winter at a number of locations over the whole domain considered.
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various locations in the city (indicated in Figure 1). Blue. Winter; orange, summer. (a) Measurements;
(b) Simulation (at 10 m altitude). Zone numbers from Figure 1.

The sequence of measuring points in Figure 17 (from left to right) is chosen to show a monotonic
increase in the measured concentration (apart from the last two locations), and thus to provide an
impression of the CO variation over the city. Despite some noted differences in the absolute values of
the measured and simulated data, an agreement can be considered as satisfactory.

The simulations data show the same trend as the measurements, for both the winter and summer
case—qualitatively exposing the difference between the two seasons. While the absolute values
of simulated and measured concentrations differ, there is a similarity in the locations where the
maximum concentration difference between the summer and winter cases occur. The maximum
seasonal differences in the mean CO concentration were observed in locations “4”, “7”, “9”, “10”. The
same holds for the current simulation. These points (shown in Figure 1) are located close to the river
banks. Thus, the influence of the change in circulation pattern between the summer and winter should
be maximal at these points providing the highest difference in concentration between the seasons.

The absolute values of this seasonal concentration variation for the mentioned points are markedly
similar between the simulation and the measurements. This leads to the conclusion that the river effect
is indeed strong enough to be one of the main reasons for the observed seasonal variation.

Despite marked differences in the absolute values of CO concentration at some locations (e.g., points
“14”, “8”, and “21”) considering some unavoidable uncertainties in the input data, boundary conditions
and scenarios, as well as some uncertainties in the measurements, the simulation results can be regarded
as satisfactory.

4. Conclusions

The three-dimensional time-dependent RANS (T-RANS) simulations of convective boundary
layer and pollutant dispersion in the region of the city of Krasnoyarsk for windless winter and summer
conditions confirmed the field observation that despite very similar pollutant emission from city traffic
throughout the year, the patterns of pollutant concentration differ markedly for the two scenarios.
It is shown that one of the causes of the seasonal difference is the river Yenisei flowing through the
city, which governs air circulation and net heat and mass transfer. In winter, the “warm” river acts as
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a source of thermals, entrains air from both sides into horizontal motion towards the river at lower
altitudes, transporting pollutants toward the city center. In summer, the “cool” river acts as a barrier
blocking air motion from one part of the city to another, creating two separate convective flows above
the north and south parts of the city. The mean concentration is shown to be higher close to the river in
winter than in summer in accord with the field observations.

Despite some uncertainties in the input data and some simplifications of the real configuration
(e.g., using equivalent roughness to model urban canopy and a sinusoidal instead or irregularly periodic
daily variation of the ground temperature), agreement with the field measurements can be considered
as satisfactory. Thus, the results provide sufficient confidence in the here applied computational
T-RANS approach for predicting dynamics and trends of pollutant dispersion in real environmental
situations with authentic terrain complexity and imposed specific meteorological conditions.
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