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EXECUTIVE SUMMARY
This master thesis explores the domain of energy 
consumption at households through the lens of 
multi-intentionality. The project proposes a digital 
system that can help capture user intentions and 
communicate system intention in order to create 
transparency and trust in the system. 

Chapter 1 explores the domain of energy to under-
stand the technical aspects involved in the context 
like the functioning of smart meters, smart grids 
and how data is processed and used in these sys-
tems. 

Chapter 2 involves literature review on the concept 
of interactive machine intelligence, and designing 
for intelligent systems. This sets a foundation and 
even some intital design directions to consider in 
the design phase.

Chapter 3 dissects multi-intentionality by us-
ing ‘intentions’ as a unit of analysis and explores 
three perspectives of interpreting intentions. Later, 
multi-intentionality is introduced in the domain of 
energy use and the intentionality gap is identified.

Chapter 4 constitutes narrowing down the reser-
ach focus, identifying and defining the five inten-
tion profiles and framing the research questions to 
be explored in the design phase.

Chapter 5 covers a brief exploration of the features 
that other companies provide through their digital 
systems to users.

Chapter 6 involves performing user research to 
understand real life experiences of users with their 
energy provider. In addition to this, interviews with 
experts were conducted to get further insights on 
AI in energy, interactive machine intelligence and 
values.

Chapter 7 takes up a major part of the thesis. It 
contains all the design iterations performed along 
with the conclusions and decisions made for the 
design that leads upto to the final design recom-
mendations of Chapter 8. The design through re-
search methodology was followed to explore the 
concept of multi-intentionality and how it will be 
perceived by end users. Chapter 8 also discusses 
how the intentionality gap is addressed.

Chapter 9 concludes the thesis by revisiting the 
concept of mult-intentionality with the insights 
gathered through out the journey of the thesis re-
search.

The thesis makes multi-intentionality more con-
crete and creates a means of communicating or 
presenting the required information to users to 
improve transparency and trust in complex digital 
systems. Presenting tradeoffs and negotiating with 
the system along with transparent representation 
of what the systems learns about the user, strong 
data visualisations and explainable recommenda-
tios become a core part of solving for intentionality 
gaps.
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ABSTRACT
The development of intelligent systems has creat- 
ed enormous opportunities to improve and change 
human lives. These systems are heavily reliant and 
driven by data and algorithms to achieve optimal 
user experiences for myriad users. However, these 
data-driven products/services are multi-dimen- 
sional and multifaceted and do not necessarily 
have the same meaning and value to all its users. 
Different users may have different intentions of use 
for the system. Each user could also define different 
goals that may want to achieve using the system. 
Additionally, what goals the organization have for 
the users might not align with what the end users 
want for themselves. These differences in inten- 
tions are called as multi-intentionality.

In such scenarios, traditional design enforces the 
idea of simplifying interfaces that frame or dictate 
certain intentions of use for people. But this can be 
considered a sensitive issue because the end-users 
are unaware of these other potentially conflicting 
intentions. This creates an increase in tension be- 
tween intelligent systems and the needs of end-us-
ers but also a sense of mistrust. Hence, there is a 
need to create a sense of legibility to the users on 
the behavior of these systems and the other inten- 
tions of use in order to enable trust.

In this project, a way to help users sustainably 
consume energy is explored through the lens of 
multi-intentionality. The main aim of the research is 
to explore the meaning of intentions and multi-in-
tentionality in the given context. Following this, the 
goal becomes to concretely represent the multi-in-
tentionality into something more tangible for the 
users and applicable to the real world context.

The initial research resulted in identifying inten- 
tion profiles for users, the intentionality gap and 
the need to capture intentions that is required in 
order to bring more legibility and transparency to a 
system that the user might interact with. Through 
multiple iterations, a digital interface is created, 
that through various communication data, data vi- 
sualistaions and recommendation designs try to 
bridge the gap of intentionality between the two 
stakeholders (user and energy provider).
By capturing intentions, portraying the tradeoffs of 
user choices , showcasing their energy use, pre- 
senting their energy profile with respect to their 
goals, designing transparent recommendations, 
an effective proposal to bridge the gap between 
intentions is made. The designs were made with 
concrete thinking on how it could be applied to a 
real world problem and were validated through 
tests with users.
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PROJECT CONTEXT AND DESIGN PROCESS 
This project is in association with Deus (http://deus. 
ai)” and the “Connected Everyday Lab (CEL)” at 
TUDelft.
Deus is a company/design organization that focus- 
es on human(ity) centered AI. They study and build 
AI services that will have a beneficial impact on fu- 
ture. They try to combine data, design, and artificial 
intelligence to ethically and efficiently tackle diffi- 
cult challenges.
CEL (Connected Everyday Lab) research group is 
focused on researching and designing thoughtful 
interventions for modern complex technologies 
that are increasingly becoming interconnected.
Deus supported the project by providing a client 
to apply the problem and solution to. This helped 
ground the problem statement in a real-world con- 
text and additionally provide a sound business 
perspective to the project. The energy provider 
Vattenfall acts as the context for the application of 
multi-intentionality in the project.

The project follows a RtD research methodolgy. 
RtD stands for Research through Design meth- 
odolgy in which the design activties play a crucial 
role in the generation of knowledge. These design 
activities could involve any activity such as under- 
standing a complex context, reframing a problem 
or iteratively developing prototypes (Stappers and 
Giaccardi, 2017). In this project, since multi-inten- 
tionality is a new and unexplored concept, RtD was 
the appropriate methodology to follow to help ex- 
plore it. Here, prototypes in the form of digital inter- 
faces are used as a means to explore the interpre- 
tation and presentation of multi-intentionality.
The image below shows a rough structure of the 
process followed throughout the project.

Context exploration
Literature research

Exploring ‘intentions’

Framing research
direction & questions

User research 
Domain expert research

Ideation

Iteration 1Iteration 2Iteration 3Final design
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01

This section sets the context of project by introducing the domain of energy and energy data. 
It also reviews some of the issues that come with maintaining energy data.

1.1 Introduction
1.2 Smart grids
1.3 Smart meters
1.4 Digitalization of energy	
1.5 Security and privacy of energy data
1.6 Control and transparency of energy data

UNDERSTANDING 
ENERGY DATA
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The Netherlands, albeit historically popular for its 
windmills, has been quite slow at adopting renew-
able sources of energy. A large proportion of its 
energy production is still fueled by traditional fossil 
fuels like natural gas and coal. In 2018, the Neth-
erlands produced 7.4% of its energy from renew-
ables which grew to 8.6% in 2019. This is low in 
comparison  to other EU countries, and a long way 
from reaching the goal of 14% share of renewable 
sources by the end of 2020.

According to the 2019 Climate Act, the Nether-
lands has set targets to reduce GHG (Green House 
Gas) emissions by 49% by 2030 and 95% by 2050 
(versus 1990 levels). To address these challenges, 
the government is focusing on digitalized ener-
gy systems that enable more variable renewable   
generation and innovative new energy services. A 
new Energy Law is planned for 2022 that focuses 
on supporting demand-side response, energy ag-
gregators, and services. This also means creating 
flexible and efficient energy systems. In order to 
facilitate this, the Netherlands has aimed to have 
80% of households have a smart meter installed 
in their homes by the end of 2020. By 2018, about 
1 million households had already installed a smart 
meter allowed energy providers to better manage 
electricity consumption. Moreover, with the in-
crease in EVs (Electric Vehicles), further research is 
being done to understand how smart charging can 
limit the impact of EVs on the grid (IEA, n.d.-a).

1.1 Introduction

1.2 Smart grids
A smart grid or a smart electrical/power grid is a 
power grid that uses a two-way flow of electricity 
and information to automate and distribute energy 
through a network. As opposed to traditional pow-
er grids that carry power from a few central gener-
ators to a large number of customers, smart grids 
act in a more adaptive, responsive, distributed and 
efficient way to deliver power in a reliant manner.

Significant advantages of smart grids include: 
(Wikipedia contributors, 2021a,b)

Reliability: The smart grid makes use of state es-
timation to improve fault detection and to allow 
self-healing of the network by rerouting power 
through the grid.

Bi-directional energy flows: Smart grids allow for 
more distributed generation of power which can 
happen through contribution from PV panels on 
buildings/houses or even from EV(Electric Vehicles) 
and other sources.

Efficiency: Smart grids are better equipped to han-
dle load adjustment and balancing to inform con-
sumers about their consumption patterns to make 
demand more uniform but also storing more energy

For example, a smart grid may automatically recov-
er from a transformer failure event by redirecting 
power flow to recover power delivery. (Fang et al., 
2011). Image 1 and 2 shares some of the differenc-
es between a traditional grid and smart grid.

Image 1: Comparison of a traditional grid vs smart grid 
(Fang et al., 2011)

Existing Grid Smart Grid

Electromechanical Digital

One-way communication Two-way communication

Centralized generation Distributed generation

Few sensors

Manual monitoring

Manual restoration

Failures and blackouts

Limited control

Few customer choices

Sensors throughout

Self-monitoring

Self-healing

Adaptive and islanding

Pervasive control

Many customer choices
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during off peak hours to supply during high peak 
hours. 

Dynamic pricing: To motivate people to cut back 
on use perform peak leveling, prices of electricity 
can be dynamically varied to be higher during high 
peak hours and lower during low demand hours.
Enabling sustainability: The flexibility of smart grids 
allows the integration of highly variable renewable 
energy sources such as solar power and wind 
power.

Demand response: Smart grids can enable de-
mand response ie. allow information to be relayed 
to customers so that they can adjust their use facil-
itating adjustments in demand for power instead of 
adjusting the supply. This may include postponing 
certain activities in a day or switching to their on-
site solar panels and batteries.

Image 2: Pictorial representation of what a smart grid could achieve (Bartz Stockmar)
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A vital component of smart power grids is the smart 
metering infrastructure. Smart metering is used to 
obtain information about the appliances and devic-
es used by end users. The goal is to automatically 
collect and transfer diagnostic, consumption and 
status data to a central database for billing, trou-
bleshooting and analyses of energy use.(Fang et 
al., 2011) In general , a smart meter is an electronic 
device that collects real time data like the voltage 
levels, current and power factor. Image 3 shows an 
example of a smart metering structure. 

1.3 Smart meters

1.4 Digitalization of energy
Smart meters can communicate back to the con-
sumers with real time data and insights into energy 
use to empower a more sustainable use of energy. 
Image 4 shows an example of a smart meter and 
an in-home display that communicates information 
to the customers. The same data is used by data 
aggregators (commonly called energy providers) to 
understand energy consumption patterns so that 
they can better understand the energy needs and 
predict the amount of energy they will have to buy 
from the energy markets.

Smart meters are likely to become a norm in every 
household in the Netherlands by the end of 2020. 
The Dutch government had planned to roll out 15 
million smart gas and electricity meters as part of 
a national plan (Smart Energy International, 2014).

Digital technologies will promote the growth and 
an increased number of connected, intelligent, ef-
ficient and sustainable devices/appliances that 
can help contribute to energy systems. This is also 
largely supported by the growing power and the 
use of data in data analytic and artificial intelli-
gence. Everyday objects like home appliances, cars, 
smart wearables are connected to intelligent com-
munication networks and provide a range of ser-
vices like home automation, intelligent transport, 
personalised healthcare etc. The future anticipates 
digitalized energy systems, where it will be possi-
ble to identify who needs how much energy, at 

Image 3: An example of how data flows from a home through 
a smart meter to an energy aggregator/provider.(Fang et al., 
2011) Image 4: A model of a smart meter (above) and in-home 

display 
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what time and where, at the lowest cost possible. 
Digitalization is already creating positive waves in 
being able to provide energy in a safer, more pro-
ductive and sustainable and most importantly in an 
accessible way (IEA, n.d.-b)

The expected contribution of digitalizing energy is 
that it will help improve the responsiveness of ener-
gy services by using more sensors at home, allow-
ing the prediction of user behavior, so that services 
(eg. heating and cooling ) can also be automated 
more easily with learning algorithms. This allows 
new practices for managing peak loads through 
behavioural changes, such as asking users to carry 
out EV charging during non-peak hours, and shed-
ding loads by for instance optimising temperature 
settings to reduce energy demand during certain 
times. Digital data and analytics can benefit cus-
tomers in monitoring their energy behavior, reduc-
ing their energy bills and making more sustainable 
energy choices. For energy providers or aggrega-
tors, predicting and monitoring real time energy 
data can help them identify and predict downtimes, 
maintenance times or better optimization of energy 
load.

Digitalization will also blur the distinction between 
consumption and generation through 4 main fac-
tors:
1.  smart demand response
2.  integration of variable energy sources
3.  implementation of smart charging for EVs
4. small-scale electricity resources like household 
solar PVs(photovoltaics)

However, digitalization often comes with the two 
most obvious dilemmas like new security policies 
and privacy risks. To continue progress and sup-
port of energy consumption through the grid, it 
becomes essential to develop a clear approach to 
how data ownership is maintained in this sector. 
This includes being able to access the essential 
data required for optimization without compromis-
ing on concerns like privacy and cybersecurity.

what time and where, at the lowest cost possible. 
Digitalization is already creating positive waves in 
being able to provide energy in a safer, more pro-
ductive and sustainable and most importantly in an 
accessible way(IEA, n.d.-b).

Privacy , security and data ownership plays a big 
role in the movement towards safe digitalisation 
of technology. As the granularity and the variety 
of data collected from various resources like con-
nected devices and smart energy meters contin-
ue to grow, it becomes easier to predict every day 
user activities and behaviors at home. The smaller 
the measurement intervals of the meter readings 
the more detailed information is revealed about the 
various energy behaviors exhibited in the house. 
For instance, a 15-minute interval smart meter can 
read and make a lot of conclusions about a house-
hold and its members. Some of the data that an 
aggregator can understand from user data can be 
viewed in image 5.

Since power usage patterns derived from smart 
meters can reveal a lot about human behavioral 
patterns it could potentially be used to even identi-
fy individuals(Riemann, 2019). This implies power 
data being considered a part of personal data and 
the processing of such data should comply with the 
EU’s General Data Protection Regulation (GDPR).

1.5 Security and privacy of 
energy data
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Image 5: Data that an aggregator can derive from smart meter readings

Source of power - for ag-
gregator perspective and 
the kind of energy being 
used for eg. green/gray

Neighbour’s use - aver-
age consumption of the 
community and relative 

consumption

Idle appliances - de-
tection of appliances 

that consume power on 
standby or idle mode

Guest/additional people 
- the presence of a guest 

or the occurrence of a 
party

Sleeping/wake times 
- daily schedules or pat-
terns of use, peak usage 

during the day etc.

Weekend/Weekday 
patterns - differences in 
use of energy between 

weekdays and weekends

Load profile - patterns of 
use - eg. average energy 
use time of the day and 
costs based on house 

size of number of mem-
bers in the household

Vacation - if a household 
is on a vacation or away 

from home

Festivals - routines 
around festive occasions 

or religious practices

Seasonal changes - 
different patterns of use 

during seasons of the 
year

Forecast/Optimiza-
tion - forecasting and 

predicting future use of 
energy and relevant cost 

involved

Old appliances - appli-
ances that are drawing 

too much power in 
relation to their standard 

pattern

Geographical and weath-
er data - how weather 
and geographical data 
affects energy produc-
tion and consumption

Overall consumption - 
load profile for a user and 

cost eg. per day

Number of people in the 
house - based on aver-

age consumption

Consumption per appli-
ance - disaggregation 

of energy consumed per 
appliance
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As mentioned, smart meters data gives rise to 
complex issues around data handling and the kind 
of processing performed on it. Most customers are 
unaware about the kind of data and the amount of 
patterns that can be learnt through energy meter 
data. Most importantly, customers are also unaware 
how the data is being used by the company and 
for what purposes. It therefore becomes imperative 
to inform users about the data is used, where it is 
used, how it benefits them and why they need to 
share/not share their data. Users should be provid-
ed with the knowledge of what risks are involved 
in sharing their data.With this awareness users can 
make informed decisions about how much energy 
data and how often they would want to share this 
data with their energy providers.

1.6 Control and Transparency 
of energy data
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02
DESIGNING FOR INTERACTION 
WITH INTELLIGENT SYSTEMS
An essential part of designing for intelligent and connected systems is understanding how users 
would interact with these systems. This exploration was done to understand elements or 
aspects of design that needed to be considered for a better user experience and effect on 
behavior change. It also acted as a source of inspiration for the conceptualisation phase. 

2.1 Rethinking eco-feedback systems
2.2.Accounting for people’s messy social lives
2.3 Interactive machine intelligence
2.4 Capturing user intent
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2.1 Rethinking eco-feedback 
systems

2.3 Interactive machine 
intelligence

2.2 Accounting for the messy 
social lives 

Pierce and Paulos (May, 2012) propose features 
or new alternate ways to make ECF (energy con-
sumption feedback) more contextually relevant 
and useful for users. Displaying new and interest-
ing forms of visualisation and datasets apart from 
their overall household consumption could contrib-
ute like source of power, critical peak loads on the 
grid, dynamic pricing information can be effective 
in communicating not just energy consumption but 
energy demand. The general notion of forcing con-
sumers to reduce their consumption often is not 
sustainable, instead users need to be encouraged 
to shift their consumption behavior ie. move high 
demand activities like laundry to non-peak hours 
to reduce load on the grid. Possibly automatizing 
some of these activities through smart appliances 
by designing them to be responsive to the grid’s 
needs is an  interesting area of focus. This could 
also mean offering advice of better home improve-
ments like an efficient hot water heater instead of 
curtailing hot water consumption and encouraging 
adoption of new technologies like PV (photovol-
taic) panels. Another interesting option is to con-
sider ​​Geelen et al. ‘s (2013) recommendation for 
goal-driven interfaces than mere displays of ener-
gy consumption and production. This can enable 
users to make trade-offs and interact with smart 
energy systems (Geelen and Keyson, 2012) by en-
couraging them to achieve goals through neces-
sary behavioral adaptations.

form of user engagement/interaction to learn their 
preferences and schedules. However, it might be 
difficult to get regular and unbiased engagement 
with users at all times. As highlighted by Strengers 
(2014), there is a tendency for designers to assume 
that every user will be a “Resource Man” ie. a tech-
nical, rational-minded and consistent consumer 
that would be willing to understand data and make 
informed choices about their energy consumption. 
But, often life is unpredictable and messy for peo-
ple and it is essential to keep in mind how everyday 
life can influence use of such systems. This would 
mean designing systems that not just act as re-
minders but also clearly incentivise, provide reason 
for action and most importantly flexibility to adapt 
to the unpredictabilities of life. However, it is im-
portant to keep in mind that it is common to see 
a decline in interaction with eco feedback systems 
with time (Yang et al., 2014). 

2.3.1 The interactive machine learning process

In order to create a more bi-directional sense of 
human machine interaction, it is essential for us-
ers to have moments where they can give feed-
back to better learn their preferences. Interactive 
machine learning process (image 6) is a growing 
area of study where the machine learning algo-
rithm is rapidly iterated in small increments (with a 
single update, the model does not alter dramatical-
ly) instead of large increments in periodic intervals. 
This allows users to analyze the impact of their 
actions in real time and adjust subsequent inputs 
to achieve desired results. Even users with little or 
no machine-learning knowledge can control ma-
chine-learning behaviors through low-cost trial and 
error inputs (Amershi et al.,2014).  The most com-
monly applied form of such a process in the real 
world domain are recommender systems in Ama-
zon (product recommendations), Netflix (movie

Snow at al. (2017, May) discussed the variability in 
social factors that come with interaction with sys-
tems like smart thermostats e.g Nest. Often intelli-
gent systems require some form of input in the 
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recommendations) and Spotify (music recommen-
dations). Users in such platforms are frequent-
ly questioned about their preferences for specific 
items (for instance, which they state by liking or 
disliking them), following which, these choices are 
quickly incorporated into the underlying learning 
system for future recommendations. This is an it-
erative process that happens again when the user 
might encounter an undesirable recommendation. 
Amershi et al. (2014) discusses through case stud-
ies the elements of interactive machine learning 
that need to be considered when designing for 
such systems.  

2.3.2 How the feedback interaction could be

Cakmak et al. (2010), for instance discovered that 
a continuous stream of inquiries from a system 
during interaction could be perceived as annoying 
and a decline in the user’s mental model of what 
the system has actually learned. This was also seen 
in Guillory and Bilmes’s (2011) findings on Netflix 
recommendation systems where users dislike

acting as oracles (repeatedly telling a system 
whether it is right or wrong) and experiential as-
pects of interaction like interruptibility and frustra-
tion need to be accounted for while incorporating 
active learning in such systems. There needs to 
be a sufficient balance of getting input vs learn-
ing while users are actively interacting/ engaging 
with a digital program. Moreover, people also want 
to provide feedback not just in binary formats (like 
yes/no, like/dislike, pick from existing options) but 
also in more open-ended formats. In Stumpf et al. 
‘s (2017) study, when unrestricted by an interface, 
users would provide multiple ways to improve an 
algorithm, for example suggesting alternative fea-
tures, adjusting the importance of weights given to 
certain features, changing the information extract-
ed from texts, etc. This might imply a need to un-
derstand if allowing users to state their preferences 
(intenions) in a more open-ended feedback might 
be useful in helping the system learn very specific 
needs of the users.

Image 6: Traditional Applied and Interactive Machine Learning. (Amershi et al.,2014)
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2.3.3 Building transparency in intelligent sys-
tems

A very pertinent aspect of intelligent systems in-
volves showing users how their machine learning 
systems work and users generally value a certain 
level of transparency for the same (Amershi et al., 
2014). Adding contextual information and reduc-
ing uncertainty information (Rosenthal and Dey, 
2010) to user input can help users give more ac-
curate feedback to the system and are also  better 
incentivised to do so because the information ap-
pears more relevant to the users. In addition to this, 
from a cost-benefit trade-off perspective, users are 
more willing to invest in being involved in complex 
tasks if they are perceived to benefit from them 
than the amount of effort put in (Blackwell, 2002). 

According to research, traditional interfaces that 
support understandability and actionability are 
generally more usable than interfaces that do not 
support these principles (Amershi et al.,2014) and 
often interactive machine learning systems often 
violate many of those existing user interface design 
principles. As suggested by Norman (1994), trust 
and safety are the primary factors to keep in mind 
while designing intelligent systems. That would 
mean creating a good balance for users to con-
tribute to the system by timing such suggestions, 
allowing direct control under uncertain situations 
and maintaining a log of recent interactions (Hor-
vitz, 1999). Although, here it is important to note 
that users can often get bored or can show incon-
sistent task behavior with time or might not be as 
invested in expressing themselves as they initially 
did. It is also possible for the user’s perception of a 
concept to shift with repeated interaction with the 
system. (Dudley and Kristensson, 2018). 

2.3.4 Axies - an example of human-ai collabora-
tion for value alignment 

To expand on an example, a recent study done by 
Liscio et al. (2021) showcases how interactive 

2.3.5 Capture intent

A more implicit way for the system to learn what 
the users want is suggested by Yang (2017, March), 
where the interface adapts with time (adaptive 
user interfaces) to improve interface navigation 
which can be supported as the machine learning 
algorithm accumulates traces of user data and 
make better predictions of what user intent might 
be. Dudley and Kristensson (2018) also suggested 
that the design of the interface may help extract 
intent from other input actions that the user pro-
vides. However, there is always an uncertainty in 
user intent vs user input which Fogarty et al. (2008, 
April) says algorithms can help identify or distin-
guish from the relevant inputs when there are only 
minor inconsistencies. 

Another example of implicitly understanding user 
intent is often employed in social network

machine intelligence through a platform was used 
to generate value alignment. It is commonly un-
derstood that values are abstract motivations that 
guide people’s opinions and actions (Schwartz, 
2012). So, they created “Axies”, a methodology 
supported by a digital platform that requires hu-
man annotators to collaborate (perform high-level 
cognitive tasks). It uses natural language process-
ing (NLP) to guide the annotation. In essence, Axies 
supports human annotators (who may not have ex-
pertise in AI) by AI in value identification. Since val-
ue identification is difficult, the platform employs an 
AI technique where annotators are provided with 
an opinion corpus composed of textual opinions 
that are value-laden for a specific context. The an-
notators are expected to annotate values based on 
their own opinions. The interface allows the anno-
tators to add or delete values and their associated 
keywords at any moment. This example is an inter-
esting case study for interactive machine learning 
especially in the context of something as subjective 
as values which is closely related to what drives in-
tentions as well.
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platforms where if a user skips a certain recom-
mended contact/profile it is deemed as a negative 
sample or undesirable contact. But in a more prac-
tical setting as in a smart home, most devices are 
still programmed on somewhat simplistic rules. As 
a result, a meaningful smart-home behavior is bro-
ken down and described in a series of fragmented 
simple rules related to various physical sensors and 
behaviors wherein the connection with the original 
intention is missing (Funk et al.,2018). Mennicken 
and Huang (2012, June) for instance identified that 
people have specific motivations when they install 
home automation systems, but also that people 
could have conflicting values or interests depending 
on the context, time and even members of a house-
hold. But, it is well recognized that it is not easy for 
smart-home systems to automatically understand 
the intentions of users (Norman, 2009). A possible 
way to resolve this is to explicitly include humans 
in the loop (Rogers,2006) and to also avoid leav-
ing users in the dark about what the system knows 
about them, how the system knows and what it is 
doing about it (Bellotti and Edwards, 2001). This 
would also mean being able to facilitate active in-
volvement of users by providing an appropriate 
interface where users can indicate their intentions 
(Rogers, 2006). This input can be used by intelligent 
systems to internally resolve conflicts and prioritise 
certain actions or settings that the user might want 
over others in certain contexts based on the inten-
tions they had provided. Hence, explicitly capturing 
intentions can be useful for automated  systems to 
make decisions on what trade-offs are suitable for 
the users (Funk et al.,2018).  
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03

The primary focus of the project involves exploring the concept of multi-intentionality. This section 
tries to set the focus for the research by exploring the meaning of ‘intentions’ and identifying the 
gaps in intentions in the context of energy systems.

3.1 Conceptualizing multi-intentionality
3.2 Exploring ‘intentions’ as a unit of analysis & design 
3.3 Understanding and mapping intentionality gaps in energy consumption

MULTI-INTENTIONALITY 
AS A LENS
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3.1 Conceptualizing multi-
intentionality 

The development of intelligent systems has creat-
ed enormous opportunities to improve and change 
human lives. These systems are heavily reliant and 
driven by data and algorithms to achieve optimal 
user experiences for myriad users. Moreover, these 
technologies can often be considered as “fluid as-
semblages” (Redström and Wiltse , 2015). Such 
modern technological interventions often are con-
sidered fluid because of how their form and func-
tion can change with the way users interact/use 
them and also when introduced in different con-
texts (Wiltse, 2020). They can also be considered 
as assemblages as most data-driven systems are 
a complex network of several interconnected and 
diverse components that work independently and 
together to be presented with a certain stable iden-
tity(ies) or purpose(s) of use (Wiltse, 2020). Fluid 
assemblages continuously evolve/change when in 
use, customize themselves to different users and 
do not necessarily retain their initial form of release. 
Furthermore, from a postphenomenological (Ihde, 
1995) notion, complex and multi-component sys-
tems possess the quality of multi-stability  i.e that 
humans can potentially establish multiple relations 
to the systems they interact with through the way 
they use (or appropriate) them or where and when 
they decide to use them (Rosenberger, 2014).

Although multi-stability accounts for the variation 
in use, it  however doesn’t consider the variation in 
perspectives of use from various users (Redström 
and Wiltse, 2018). This introduces the possibility of 
a system having multiple intentions of use. For ex-
ample, an end-user could use a product/service as 
a tool to accomplish a task, whereas the same tool 
could be used by a developer to understand and 
track a user’s interests/behavior and in turn opti-
mise services further. This phenomena of multi-in-
tentionality (Redström and Wiltse, 2018)  is quite 
common in modern data-driven digital systems. As 
Redstrom and Wiltse put it : “this is about an

assemblage becoming present as fundamentally 
different ‘things’ framed by different intentions.” It 
has also become increasingly common for interfac-
es of such digital systems to define how these in-
tentions are communicated to these multiple users 
and their intention of use.  In such scenarios, tradi-
tional design enforces the idea of simplifying inter-
faces that frame or dictate certain intentions of use 
for people. However, multiple users (end users, de-
velopers, analysts, owners) have conflicting needs 
especially when a product/service is used with dif-
ferent intentions. On a more abstract level, the goals 
that the organization has for their customers(users) 
might not align with what the end users want for 
themselves. This can be considered a sensitive is-
sue because the end-users are unaware of these 
other potentially conflicting intentions.  In turn, this 
could create an increase in tension between intelli-
gent systems and the needs of end-users, but also 
a sense of mistrust. Hence, there is a need to create 
a sense of legibility to the users on the behavior 
of these systems and the other intentions of use in 
order to enable trust.

Such data-driven and intelligent systems are gain-
ing popularity in nearly every industry. One such in-
dustry is the sustainable/renewable energy domain 
where automation is being used to effectively op-
timise and control energy consumption. Most da-
ta-driven products/services are multidimensional 
and multifaceted and do not necessarily have the 
same meaning and value to all its users. Different 
users could use it with different intentions and as-
sign their own purpose of use.
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3.2 Exploring ‘intentions’ as a 
unit of analysis/design 

In this section, the idea of ‘intentions’ is explored 
from three perspectives. The goal is to unpack what 
‘intentions’ mean and what role it could play in the 
context of the project.  

3.2.1 A consumer psychology perspective

Morwitz & Munz (2021) stated that “intentions are 
assumed to capture the motivational factors that 
influence a behavior; they are indications of how 
hard people are willing to try, of how much of an 
effort they are planning to exert, in order to per-
form the behavior”. Based on the model (Image 7) 
, intention is a predecessor to a certain behavior 
which is often driven by existing attitudes or be-
liefs that an individual may possess..  Intentions are 
also related to goals , which are desired outcomes 
or states that people try to achieve (Albarracín et 
al., 2019; Baumgartner & Pieters, 2008; Kopetz et 
al., 2012).  Often there is a hierarchy in goals (Piet-
ers, et al., 1995), i.e. the focal goal of,  for instance, 
being more sustainable 

which can be achieved by subordinate goals like 
deciding to reduce energy consumption or actively 
using public transport.  These could be further di-
vided into actions such as reducing heating usage 
or deciding to use the bike more often. As stated 
previously as well, Fishbein and Ajzen (1975) pro-
posed that it is the behavioral intention of a person 
that was a strong indicator of whether an action or 
certain behavior was likely to be exhibited. 

Although attitudes and beliefs play a major role in 
how people decide to behave in a particular situ-
ation and moreover decide whether a certain be-
havior is desirable. In this project, the attitudes 
and beliefs are not explored in depth, instead it 
is assumed that in general there is an increasing 
trend in people having a positive and participative 
attitude towards sustainable behavior (Statistics 
Netherlands, 2021).

Image 7: The hypothetical relationship between the various constructs that affects intention (Morwitz & Munz (2021)
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3.2.2 A mental model and interface perspective

From a human-computer interaction perspective, 
Colman and Leung (2000) talk about the differ-
ent intentional models (image 8) that people have 
while using complex multi-layered systems. There 
is a strong emphasis on the interpretation of the 
various representations that the users can hold for 
a system. It suggests a better way to match what 
a system represents to the different mental mod-
els that users may have without breaking down 
the coherency of the integrated version of such a 
system. From a philosophical notion, Searle (1984) 
states that “the feature by which our mental states 
are directed at, or about, or refer to, or are of objects 
and states of the world other than themselves“. 
The most effective and common way of reasoning 
about human behavior, according to Searle, is to 
explain human behavior in terms of the behavior’s 
intention. He proposed two essential components 
to intentional states : 

1. ‘content’ could be objects, actors and actions in 
a person’s mental representation, 2. The ‘psycho-
logical’ mode depicts whether the person holding 
the representation wants, fears, intends, or be-
lieves the action. For instance, two people may 
have a shared understanding of structural model  
(expert understanding of the system) and function-
al model (behavior and interaction of the system) 
but the intentional context can vary for the same 
two people. This is better explained by the idea of 
an intentional model (image) that a user generally 
has about a system i.e it constitutes an individual’s 
perception of the purpose of the system driven by 
the user’s goals and intentions in a given context. 
Colmon and Leung also go on to emphasize that 
the interface designed for such a system can heav-
ily influence how they perceive the goals of the sys-
tem including their own. Hence, understanding the 
likely intentional models that users may have can 
also aid in developing “compatible explanations” of 
the behavior of the system.

Image 8:  Relationship between intentional models and structural/functional models.
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3.2.3 A postphenomenology perspective

Postphenomenology is the study of relationships 
between technological artifacts and human beings 
and it focuses on the different ways that technolo-
gies can form the relations between people and the 
world. In this perspective, technological artifacts 
are not just seen as serving a  functional purpose 
but as something that mediates human experi-
ences and practices (Rosenberger and Verbeek, 
2015). As mentioned earlier, most technological 
artifacts these days are complex systems that have 
the quality of multi-stability ie. the variation in use 
(Ihde, 1995) that an artifact can go through. Hu-
mans often form their own relations to the systems 
around them by interacting with them in different 
contexts and moments in different ways (Rosen-
berger, 2014). However, it is in multi-intentionality 
that perspectives of use from humans are account-
ed for i.e. humans can have multiple intentions of 
use for a system. 

According to Rosenberger(2014), intentions could 
be both a user’s individual intentions as well as 
habitual inclinations towards technology. A user 
might use an artifact to achieve their own specif-
ic goals associated with it, and may also materially 
customize it to suit their own needs. In addition to 
this, habitual inclinations that a user might have to-
wards other technologies or activities in everyday 
life will also affect the way a system is used. For 
this project, both individual, deliberate intentions 
and habitual inclination that a user might have are 
considered as factors in determining the use of the 
system. 

3.2.4 Discussion on the three perspectives

For this project, a mixed perspective of intentions 
is taken into account. From a consumer psychology 
perspective, intention is more centred around the 
idea of behavior change towards sustainable be-
havior. The user would have certain intentions and 
goals associated with certain actions that they          

might want to take and this would in turn dictate 
the preferences they will have for the system. In the 
human computer interaction perspective, the inten-
tions are driven by the mental models that the us-
ers can have about the purpose of the system. This 
can include how the interface communicates the 
intention of the system at a certain point but also 
how the user can communicate theirs to the sys-
tem. An additional aspect would include how the 
system interprets implicit user intent through their 
interactions with the system. From a postphenom-
enological perspective, intentions are translated 
into deliberate intentions of use that the user might 
have while being introduced to the system and on 
continuous interaction with the system. However, 
the system should also be able to identify patterns 
in use or habitual inclinations that users might have 
in order to promote more sustainable behavior.
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3.3 Understanding and 
mapping intentionality gaps in
energy consumption 

Currently, most energy systems are driven by the 
intentions of the company. It could be considered 
as the specific ways in which energy companies 
would materially customize the technology(that us-
ers interact with) to suit their own purposes. Their 
intentions are often translated in the form of some 
algorithm that proposes/showcases personalised 
services or products or recommendations and ana-
lytics data that help customers become more aware 
about their energy behavior. Recommendations for 
modifying energy behavior are often made to help 
energy providers better optimise load, provide a 
consistent supply and prevent outages.
 
However, what the user’s intentions are while us-
ing a system is not often captured. A gap that was 
discovered while researching various providers and 
their approach to helping customers become ener-
gy conscious was the lack of understanding of user 
intentions. 

The systems act very efficiently as information 
sources, however do not satisfy more concrete user 
goals. Most energy companies don’t necessarily 
capture what the user’s intentions might be with 
respect to their energy behavior(image 9). It is un-
certain how willing they are to participate in moving 
towards being more sustainable. The assumption 
is that by capturing what the users want to achieve 
through the system better and more relevant rec-
ommendations can be given which could lead to 
possibly better chances of behavioral change. This 
would possibly also elicit the feeling that both the 
user and the system is working towards a common 
goal and that the system has a shared understand-
ing of what the user wants.

As discussed earlier, intentions in general are con-
sidered powerful predictors of behavior [Morwitz 
& Munz, 2021]. This not just helps the system un-
derstand what the users prioritise, but would also 
mean making the intentions of the system as clear 
as possible so that the users can predict how the 
system would behave. 

Image 9	 : A graphical representation of the various components identified between user and company intentions. 
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This should be accompanied by enough informa-
tion about why the system made a certain decision 
or recommendation so that trust and transparen-
cy can be enabled. However it is important to note 
that capturing intentions and providing person-
alised recommendations alone don’t necessarily 
facilitate behavior change. As Nyborg and Nyborg 
(2013) suggests “willingness to flexibility : the par-
ticipants’ willingness and motivation to move con-
sumption is dependent on their general interests, 
attitudes, values and indoor and comfort habits, as 
well as their relationship to technology, economy 
and the environment” which are multiple variables 
that come into play when considering behavioral 
change in energy consumption. 
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04
RESEARCH DIRECTION

This section defines the focus for the project. Based on the initial reserach activities performed, 
intentional profiles are identified and the major research questions are defined.

4.1 Narrowing the research focus
4.2 Identifying intention profiles
4.3 Defining research questions
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4.1 Narrowing the research
focus
Intention can be considered as something that pre-
cedes a future event or action exhibited by a user. 
As mentioned earlier, there is a need to collect the 
intentions or goals of a system. So, collecting in-
tentions here means collecting the tendencies or 
willingness to exhibit or prioritise certain behavior, 
most importantly sustainable behavior. Here, in-
tentions more specifically means ‘intention of use’ 
i.e with respect to how users would want to use 
the system for themselves to achieve their goals. 
The intentions can be stated in statements as “ I 
want to save as much money as possible from my 
energy bills” “I want my family’s comfort to stay as 
a priority” “ I want a warm comfortable home and 
wouldn’t want the slightest discomfort”. 

These intentions are often driven by underlying val-
ues, attitudes and beliefs. The idea is to not collect 
their current or beliefs but elucidate their values/
beliefs based on their intentions of use. ie. their 
willingness and the degree to which they prioritise 
the often reported goals when using an energy rec-
ommendation system. ie (sustainability goals, com-
fort/convenience goals, economy goals, privacy 
goals, no goals/default user). According to Vatten-
fall, most users fall in the category of comfort and 
economical goals. A handful are sustainability-fo-
cused and only few users even find privacy a rele-
vant concern . But this is primarily because of a lack 
of awareness of what smart metering capabilities 
are, although there has been an emerging trend of 
anti- smart meter groups all over the world.

The driving factor is to understand their intention to 
use an energy recommendation system and where 
they stand in attaining these goals. It is important 
to note as mentioned earlier the perception to-
wards technology is dependent on both the user’s 
individual intentions and the habitual inclinations 
(Rosenberger, 2014). 

Every individual user would have existing habitual 
inclinations towards the idea of energy consump-
tion. The project would focus on capturing the de-
liberate intentions of the user to enable the system 
to align it’s function to helping users attain these 
goals. The habitual inclinations are expected to be 
processed by the system with time as it learns the 
tendencies, patterns and the behaviors that the 
users exhibit. This is expected to contribute to the 
way the system will adapt and personalise itself 
for the user. Because the core element of person-
alisation is making recommendations relevant to 
the user, personalising recommendations based 
on their intention of use can be highly beneficial in 
making recommendations more relevant to their 
goals, in turn resulting in possibly a higher chance 
of behavior change.

The goal in the project is to give users a 
sense of being able to make their intentions 
(by prioritization of their goals) clear to the 
system. The interaction should ideally fa-
cilitate a collaborative feeling of the system 
and user (keeping both intentions users 
and systems in mind) to move towards a 
more sustainable behavior in the long run. 
It can be considered as easing the users 
into more sustainable behavior or building 
a path towards it.

It is anticipated that when given immediate and 
strong recommendations eg. “Here is your solar 
panel installation plan” when a user is not habitu-
ated to smaller levels of sustainable behavior it be-
comes a huge lifestyle change and the user is likely 
to ignore them. But now one could considerably 
systematize and create a much more step by step 
approach i.e provide easy to harder sustainable ad-
vice/recommendation with time.



37

It is important to keep in mind that intentions 
often self reported are not entirely reliable. This 
is where the system learns what the user actually 
does (habitual inclinations and other activities) or 
changes in his/her habits to adapt the profiling that 
the system has of the user. This is likely to change 
the intentions or underlying goals the system eluci-
dates about the user. 

The user however should still be able to control how 
the system behaves eventually as well. An interest-
ing research made by Kroesen et al. (2017), more 
recently questions how attitudes and behaviors are 
co-related. They claimed that the behavior of an in-
dividual affects their attitude more than vice versa. 
This will form an interesting case for the system to 
understand and adjust the priorities that drive the 
user, which in turn can be a good predictor of inten-
tions. In general, people would always want to be 
sustainable or claim to want to be sustainable, but 
may not exhibit the appropriate/associated behav-
ior or even attempt to change their behavior. When 
this happens the system should be able to identi-
fy that certain users are not as sustainable as they 
claim and would most likely require more simpler 
recommendations as a start for behavioral change 
i.e the system should be able to adapt to better fit 
the lifestyle behavior of the users. 

Since there is already sufficient research involved in 
identifying user groups in the use of energy mon-
itoring systems or HEMS (home energy manage-
ment system), the existing literature research was 
used as a foundation to elucidate possible user 
groups relevant from the perspective of user inten-
tions. Van Dam, S. (2017) for instance, identified 5 
user groups (image 10) based on how people use 
HEMS in their homes, their expectations and mo-
tivations to use such a system and their feeling of 
responsibility towards energy consumption.

4.2 Identifying intention 
profiles

On the other hand, Straub & Volmer (2018) classi-
fied users based on their perception, attitudes and 
behaviors in the use associated with HEMS. They 
identified 5 user groups 1. optimists 2. privacy- 
conscious citizens 3.technicians 4.scpetics 5. indif-
ferent.  Another research [Nyborg & Røpke, 2013] 
identified users based on the use of the home au-
tomation energy management system, their back-
grounds, values and their relationship with ener-
gy. Here, they categorize users into categories as 
shown in image 11.
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Image 10: User group classification by Van Dam, S.(2017).

Image 11: User group classification by Nyborg & Røpke (2013).
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Based on the above research, possible user profiles from the perspective of intentions were  generated. The 
main profiles would be :

 A comfort driven user would prioritise convenience 
and comfort over other factors. They are probably 
more resistant to adapt to sudden changes in their 
schedules and saving money is a good-to-have but 
not a primary motivator.

Comfort-driven 

Sustainability-driven Privacy-corncerned

Cost-driven

The sustainability focused users are people that 
care for the environment and the consequences 
of their actions towards it. Although they need not 
necessarily be already sustainable in their behav-
ior, they have the intention and willingness to try 
to be and for instance might be concerned about 
environmental impact in other areas like waste or 
pollution. This user group has the intention to move 
towards becoming energy independent and want 
to invest in solar and wind related energy sources.

The privacy-concerned are the sceptics among 
these user groups. They don’t trust organizations 
to do the right thing with the data in general and 
are quite aware about how data is used in various 
ways. They are not necessarily against the idea of 
sharing data, rather they want assurance that data 
is shared for the right purposes only when neces-
sary and protected to avoid breach of personal in-
formation.

The cost-driven user’s main priority would be to 
save money wherever possible. They wouldn’t 
mind shifting their activities around a little if it 
means they save on their energy bills. They don’t 
necessarily compromise comfort, instead they are 
more cautious in their use.
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The final user group are people who don’t have any 
particular opinion about energy. They have a rather 
nonchalant attitude towards their energy behavior 
and don’t see themselves playing a significant role 
in contributing towards environmental well-being. 
A HEMS(home energy management system) is in 
general not considered appealing or necessary for 
them. They are more likely to go with the default or 
standard settings of a system and might not make 
an extra effort to learn or adjust their behavior.

 A “technology driven” user group was also consid-
ered as a profile but was not included as technolo-
gy is anyway anticipated to be a part of the design 
solution and “being technology-driven” could be 
translated more as being a behavioral trait rather 
than an intention/goal. 

Here, it is important to note that most users fall 
into a profile of mixed intentions but with different 
levels of priorities for each. For instance, most us-
ers wouldn’t want to miss the chance of wanting to 
save money but the amount of priority they decide 
to give to their comfort would change how it affects 
the amount they save on their energy bill. Similar-
ly, sustainability is often a secondary goal that us-
ers might have, but not necessarily at the cost of 
comfort. This is obviously subjective, contextual 
and most importantly is likely to also change with 
time. For instance, the user might prioritize comfort 
when he/she has guests over even if it contradicts 
his/her priorities for the household.	

Indifferent/default
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Based on the literature research, the major areas of 
focus were defined :

RQ1 How can we capture the intentions, 
goals and preferences of users of home energy  
systems ?
The goal here is to explore how interfaces can cap-
ture the intentions of what people would need and 
how they intend to use the system. 

RQ2 How can a home energy system commu-
nicate how the system will potentially behave 
based on user intentions ?
This research question would involve trying to un-
derstand how users could be presented with con-
sequences (good and bad) of their choices. The idea 
is to communicate the tradeoffs of their intentions 
so that users understand how the system would 
potentially behave and in turn why it indeed would 
behave in a certain way.

RQ3 How can a home energy system explain its 
actions and recommendations to users ?
This exploration will involve trying to understand 
what elements in the interface could contribute to 
the explainability of the system’s functioning, espe-
cially the personalised recommendations that will 
be provided to the users.

RQ4 How do end-users perceive the intentions 
behind a smart energy management system ?
In this question, the goal is to understand if users 
identify that the system has an intention of its own 
and if so, how they interpret the intention.

RQ5 What are the aspects affecting users’ trust 
and perception of transparency with smart home 
energy systems ?
Here, the aim is to explore ways to improve the 
transparency of the working of the system, how it 
makes its decisions so that users understand why 
the system behaves a certain way. It should ideally

contribute to reducing the number of surprises the 
user might feel while interacting with the system. 

RQ6 How can users be supported in developing 
a sense of control with smart home energy sys-
tems?
This question tries to explore ways to provide users 
enough flexibility and control over choices in how 
the system could work for them. The users should 
be able to fully understand that they can override 
the system’s settings or recommendations anytime 
they choose to.

4.3 Defining research questions
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05
FEATURE EXPLORATION AND 
BENCHMARKING

In this section, a brief exploration of the features that other energy companies provide through 
their digital systems was done. The activity was also to gain an understanding of what additional 
features could prove to be useful in the user’s context.
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Image 12: 1. Greenchoice, 2. Voltaware, 3. Engie, 4. Pure Energie, 5. Zelfstroom, 6. Powerpeers, 7. Vattenfall, 8. Eneco, 
9. Essent, 9. Ovo Energy, 10. Vandebron, 11. Powerpeers

1 2 3 4

5 6 7 8

9 10 11 12
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Before the conceptualisation phase, there was 
a need to understand what facilities the existing 
energy providers gave to their customers. It was 
necessary to avoid redundancy in design ideas 
and to also understand what further features could 
complement the existing ones keeping future de-
velopments in mind. A brief exploration of energy 
monitoring apps (image 12)provided by various 
energy companies/aggregators within the Nether-
lands and a few outside were performed. It helped 
to make a note of the current trends of features that 
the companies provide to their customers. 

Some of the common features noted were :
Overall consumption : hourly, dayly, monthly, 
yearly; along with comparisons
Energy bill updates and notification
Comparison of consumption to similar house-
holds
Appliance disaggregation
Changing data, privacy, payment settings
Informing about moving 
Power contributed through PVs

It was interesting to note that most advice is some-
what generic and not necessarily personalised or 
relevant enough to be actionable for customers. 
More interesting information and recommenda-
tions are provided by third party energy monitoring 
companies like Sense, Sampee,(image 13) etc like 
time-of-use tracking, smart recommendations and 
warnings.

Moreover, most applications do not capture user 
goals or priorities to tailor recommendations/advice 
to better fit their lifestyles. This in turn becomes 
one of the focuses of exploration in the project to 
understand: how users view capturing of intentions 
and how personalisation based on this can help 
them become more energy conscious. 

Image 13: 1. Sense (left) and Sampee (right)

5.1 Feature analysis
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06
USER AND 
DOMAIN EXPERT RESEARCH

To better understand the user’s context and experiences with energy use, a survey and user 
research was conducted. In order to further explore the energy domain, interactive machine learn-
ing and the concept of values, experts were contacted for interviews to gather opinions and ideas.

6.1 Survey
6.2 User Interview
6.3 Expert Interviews
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6.1 Survey
A survey was created to validate the identification 
of the various user groups. The survey was quite 
short and it was released across various social me-
dia platforms like facebook, linkedin, whatsapp, 
slack and discord to also recruit participants for in-
terviews and user tests.
The survey received 34 responses. This was ex-
pected due to the limited extent of the researcher’s 
circle. Other interesting factors could be that most 
people don’t engage with the concept of energy 
and so couldn’t relate to the first question(“Do you 
have a smart meter at home?”). i.e possibly was not 
fully aware if they had a smart meter at home and 
what it could do for them.

6.1.1 Result of survey 

The general trend lean towards most participants 
prioritising comfort first (41%), followed by saving 
money (29%) after which sustainability (35%) is 
the focus. Privacy was one of the last priorities for 
majority participants. The “other” option is invalid 
for most participants. 

6.1.2 Discussion 

The assumption that comfort and saving mon-
ey would be of the highest priority was validated 
through the survey. It also matches with what Vat-
tenfall said most of their user groups lie. It was also 
evident that people had multiple intentions of use 
with different priorities for each. 

Interestingly, there were no new intentions/prior-
ities mentioned and most participants were able 
to communicate their needs through the 4 groups 
identified. Even if other priorities were mentioned, 
there were largely feature requests like ‘real time 
data’, ‘insight into use’, ‘automation’, and ’uninter-
rupted power supply’(which comes under com-
fort as a priority). 8 participants wanted to give an 
equal but secondary priority to being sustainable 
and saving money(23%). 2 participants wanted to 
give an equal first priority to being comfortable and 
being sustainable. 3 participants wanted to give an 
equal first priority to being comfortable as well as 
saving money. There was only 1 participant each 
that wanted to prioritise comfort/privacy and sav-
ing money/privacy equally.

Figure 1 : Survey results 
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6.2.1 Setting and participants

To better understand the energy behavior and 
awareness of users, a short interview was con-
ducted. The goal of the interview was to under-
stand their experiences with their energy provider 
which includes the service provided by the compa-
ny and the perceived intention.

6.2.2 Insights

Actions on bills is not common

Currently it appears that most users don’t neces-
sarily take a lot of active steps to monitor energy 
use or stay on top of their consumption. They are 
often reminded of ‘energy’ only on the arrival of 
their monthly bill/report. By then it is usually too 
late to take any corrective measures to adjust their 
consumption. Another, common theme is the lack 
of detailed information and real time data that the 
users could use to infer insights about their energy 
use. This lack of detail results in a lack of awareness 
of what activities most of their energy is spent on.

It also involved exploring their goals and intentions 
and what steps they take to be more sustainable 
and how they currently access the data of their en-
ergy use.  

The interviews were conducted online through the 
Zoom meeting application. The interviews were 
held for 20-30 mins each. Participants(table 1) 
were recruited through both convenience sampling 
and from the survey form. Interview questions 
were prepared in a semi-structured manner.

It was also interesting to note that some users did 
not even consider privacy an issue. This implied a 
lack of knowledge in how smart meters work and 
how much information can be inferred from energy 
meter data. In addition to that, no participant stated 
any other intention or priority while monitoring their 
energy use. Few participants (6 - 17%) reported 
having used apps like Eneco(toon), Fronius, Green-
choice to monitor their energy use. Even here, the 
data that was tracked was very basic, for instance, 
overall consumption. Others (3) relied on emails 
from the energy company to understand their ener-
gy use. Some participants were not aware that this 
was even possible. This implied there was a need 
for people to really engage with energy data and to 
also design a system with enough information that 
could be relevant and actionable for them. 

6.2 User interviews

Participant Age Family infoProfession

P1 UX Designer Apartment
(3 room)

Apartment
(5 room)

BESCOM - Indian/
50 Eur 

Wife, young 
child

Wife, infant

Wife

Wife, toddler

Girlfriend Dutch house 
(5 room)

Vandebron/
110 Eur

Combined 
Dutch house (>5  

rooms)
Eneco/

250 Eur

Dutch house
(5 room)

Budgetenergie/
180 Eur

Vattenfall/
80 Eur40

57

34

38

34

23

P2 Entrepreneur

Advisor

Operations Lead

Program Manager

Student

Canal house
(5 room)

Energiedirect/
180 Eur Yes

Yes

Yes

No

No Bills, emails

Bills, app

Bills, emails

-

P3

P4

P5

P6

Type of house Energy provider/
bill per month Smart meter Energy tracking

means

Yes Bills, emails

Bills, emails, app

Bills, emails, app

Table 1 : Participant information from user interviews
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Currently it appears that most users don’t neces-
sarily take a lot of active steps to monitor energy 
use or stay on top of their consumption. They are 
often reminded of ‘energy’ only on the arrival of 
their monthly bill/report. By then it is usually too 
late to take any corrective measures to adjust their 
consumption. Another, common theme is the lack 
of detailed information and real time data that the 
users could use to infer insights about their energy 
use. This lack of detail results in a lack of awareness 
of what activities most of their energy is spent on.

Relevance of the recommendations

Most providers provide broad and generic text-
book advice/recommendations like “ change your 
bulbs to LEDs”. Such advice, although informa-
tive, is somewhat redundant in the modern world 
where most people are already aware of the obvi-
ous ways to save energy. There is a lack of person-
alised, time-relevant and actionable advice that can 
inform and motivate people to adjust their energy 
behavior.

Common intentions of users

Being comfortable becomes rationally and quite 
obviously the most important intention of every 
family. This is also largely determined by the eco-
nomic status of the household. Most participants 
interviewed were financially sound. Only one 
household’s first focus was saving money. Sustain-
ability is often a secondary or tertiary objective for 
most participants. 

Communication of intention

A company’s intention is often strong-
ly perceived and understood through their 
PR (public relations) or marketing campaigns  
(image 14). Most companies are driven by a spe-
cific proposition of saving costs(Image) or even be-
ing fully green. When there is a mismatch between 
what intentions the companies communicated and 
what happens in reality, people are faced with un-
pleasant experiences and as a result loss of trust. 
When the claims made to help users achieve a cer-
tain goal (for eg. low costs) is not met with support 
to actually help them reach it, users are met with 
surprises at the end of the year with huge bills. This 
in turn also results in users switching providers and 
a loss of loyal customers for the providers.

Need for interactive data and usage information

Most of the information relayed to users about their 
energy use is through monthly reports, and few 
providers also provide data through apps in the 
form of comparison graphs. There appears to be a 
lack of interactive and engaging ways to represent 
energy data. Representing complex information in

              We cook on electricity so it’s important we have 
a very reliable supplier, also with heating when it’s cold, 
my priority is that it works, especially with a baby, com-
fort becomes very important.

Image 14: Example of proposition by Budget Energie
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How loyalty is affected with time

Two users reported moving energy providers often 
to save on costs. This came out as an interesting 
insight because ideally a customer should feel like 
being loyal would come with the benefits of more 
savings, but they felt on the contrary. As soon as 
the promotional offer given to a new customer has 
expired, the real costs come as a surprise to the us-
ers and they soon intend to switch providers. This 
creates an interesting question of how reframing 
the intentions of the company could affect the loy-
alty of their customers.

Energy - more as an invisible utility

Overall, most participants exhibited the feeling that 
energy is purely viewed as utility. It is apparent 
that it is largely taken for granted until their ener-
gy bill arrives. Viewing energy as a basic commod-
ity is not necessarily a bad thing since it’s a sign 
of modern development. But it has led to people 
becoming desensitised or less aware about the 
sources and value of the energy they use. As van 
Dam, S. (2017) stated “Energy flows in households 
are mostly invisible.”. Dobbyn and Thomas (2005) 
also noted that gas and electricity operate more on 
a subconscious level within people’s homes i.e peo-
ple have little awareness of how , when and  where 
the energy is produced. There is also little emotion-
al connection or sentiment around the idea of en-
ergy. These factors make it even harder for users 
to feel motivated enough to actively participate in 
modifying their energy behavior.

Generating energy - a challenge

Installing solar panels is seen as a somewhat tax-
ing process for consumers. Some of the reasons 
stated were that they were unsure of the costs in-
volved and were also unfamiliar with the process of 
installing PV. For others, it was the issue of ruining 
the aesthetics of their house. Smoothening the pro-
cess of adopting solar panels or more importantly 
inching the users slowly towards adopting such 
sustainable options is necessary. It might be neces-
sary to provide users with sufficient information to 
ensure that they feel prepared to take such steps.

interesting ways could possibly be more engaging 
and motivating for users to participate in energy 
saving behavior.

              I would like to see my actual usage, my actual 
data, why am I not charged on the actuals? Why give me 
a surprise at the end of the year ?

              I think the consumer has to choose by picking 
the right provider if they want to make an impact.

              For me energy - it just needs to work, if it is 
cold then I should be able to turn on the heat and my wife 
likes using the sauna and I don’t want to stop her.

              I should be able to use whatever I use 
whenever I want to use it.
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6.3.1 Setting and participants

To further explore and gather insights on the do-
main of energy, interactive machine learning and 
values associated with sustainable behavior, ex-
perts were interviewed. The goal of the interview 
was to clarify some of the understandings gath-
ered through the literature review and get opinions 
on possible design directions. Each interview was 
conducted online through the Zoom meeting appli-
cation and took a time span of 30 mins to 1 hour 
each. Semi-structured questions were prepared for 
each of the interviews.
The experts were recruited through email and all of 
them work in various faculties at the Delft Universi-
ty of Technology.

6.3.2 Insights

The perception of sustainability from an energy 
perspective

For different experts, being sustainable meant dif-
ferent things. It could be perceived as the reduction 
in carbon emission or to minimise the overall car-
bon intensity of the energy system.

6.3 Expert interviews

Expert Profession

E1 Assistant Professor Smart grid, data analytics, power systems, risk analysis, monte carlo methods

Machine learning in electrical power grids, electric power grid generation

Socio-technical algorithmics, machine learning, data analytics, agent-based modelling

E2 Assistant Professor

Associate Professor

Assistant Professor

Assistant Professor

Phd candidate

E4

E3

E5

E6

Expertise

Table 2 : Participant information from user interviews

On the other hand, sustainability could also be 
viewed as something that can be sustained and 
could be built infrastructure-wise and supported 
with the right kind of energy sources so that they 
last several years.

What the grid tries to do

The goal of the grid is to often ensure there are no 
instabilities and that there is also a reliable infra-
structure at all times to avoid black outs. It is very 
important that sufficient data is communicated to 
the energy aggregators so that they know how 
much energy is anticipated to be consumed soon. 
This would also mean constant information com-
munication between the DSO (Distribution System 
Operators) and the energy aggregator to deal with 
immediate energy demands and network conges-
tion . One of the primary focuses is monitoring the 
behaviors of the network to ensure safe and reli-
able energy distribution.

Expectations from a user to contribute to 
sustainable energy use

There needs to be a better connection built be-
tween energy and the individuals. An essential 
part is being able to balance comfort and the en-
ergy consumed. The idea of energy conservation 
is however tricky, as sometimes users are in fact 
encouraged to consume more as there is so much 

Power systems operation, machine learning, mathematical optimisation

Responsible artificial intelligence, AI agents and socio-technical systems

Design ethics, changing values in design, design strategies for sociotechnical systems
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energy for instance generated through wind and it 
is more beneficial to use it than to try and store it. 
Apparently, previous studies on demand response 
did not yield much effect on an individual scale 
however, it is believed that if a larger population of 
people decide to modify their behavior to be more 
sustainable, it can have an impact. But it is quite 
common for people to not change their behavior as 
it is not clearly visible to the user what indeed hap-
pens in the grid. 

Moreover, energy conservation is not made as in-
teresting and appealing to the masses through ad-
vertising as much as it is done for plastic packag-
ing or pollution. It is also not incentivised enough 
for people to invest time into. So there is a serious 
lack of connection and understanding towards en-
ergy from a people’s perspective. But it is well un-
derstood that changes in contexts and social sit-
uations often put users in a situation where they 
end up consuming more power.  This also created 
a need for a good communication model that can 
inform users about what impact every energy con-
sumption activity has. This could also possibly help 
reduce carbon emissions in a collective manner.

Interesting parameters to measure to 
understand user intentions 

A number of correlations are interesting to consider 
for eg. capturing their behavior in the supermarket 
depending on the kind of products that they buy 
or based on their choice of transport on an every-
day basis. One could also try to extract social me-
dia data and analyse the data to understand what 
inclinations the users could have. Exploring various 
lifestyle parameters could be used to understand 
where a user stands on a sustainability scale when 
compared to other people. People could also be 
presented with multiple choices and further ques-
tions on why they performed a certain action. Al-
though it is important to note that often in AI, the 
connection between input and output is somewhat 
vague and it can be hard to ascertain whether the 
system is being fair about what it learns.  

Introducing transparency and control into 
system

It might be overwhelming for a user to see the in-
tricate details of how the system works. But a sim-
plified version of the model can help users under-
stand how inputs and outputs are co-related and 
possibly what factors affected certain decisions 
made by the system. On the other hand, users could 
be told what data is used and there is permission 
and ownership provided for the data that will be 
shared. From the perspective of intentions, it would 
be important to maintain that that both the system 
and the user has a similar understanding of what 
sustainability means, else it would lead to a decline 
in confidence towards the system. With respect to 
control, it is quite common for users to view having 
a sense of control as effective as having control it-
self. It is also known to contribute positively to the 
user experience of the system.

The intentions that the system should have

The goal should be to reduce carbon intensity as 
much as possible and ensure reliability. It should 
also ensure a good balance in the energy market. 
This would include maintaining costs i.e providing 
energy at affordable costs to consumers. It is also 
possible that the system has a certain set of values 
that end users are not aware of and it is translated 
through strategies or nudging that eventually ben-
efit sustainability.

Addressing privacy concerns of consumers

Data anonymization techniques can be used by 
avoiding pinpointing to a particular household. For 
instance, the data could be randomised and an arti-
ficial similar version of it can be generated from the 
original data. So one can still compute the average 
consumption of a neighborhood but not the lead to 
any specific household. It is also possible to use AI 
to estimate what is most important data to have 
and how it could be randomized and aggregated 
to ensure privacy. Another possibility is using edge 
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computing to ensure most data used for compu-
tation is stored locally with the owners of the data 
and only the most essential details regarding load 
profiles are shared with the energy company.

Adopting the value of sustainability 

When designing for sustainable behavior although 
it might be good to consider whether people indeed 
value sustainability or the reward associated with 
it. Each person might want to realise their values 
differently and will also have different norms as-
sociated with it. The system should ideally be able 
to influence people to start adopting sustainability 
as a value. Hence, the system indeed can in some 
ways also create or change values in people based 
on the way it is designed. 

Relationship between values and intentions 

In the case of designing systems of people, ie. 
from the perspective of designing one’s life, it has 
to be intentional. Hence, the only way to realize a 
value is by initially having the intention to do so. 
These intentions are often based on a certain set 
of  beliefs about the world. This intention then gets 
modified into a set of norms about what kind of be-
havior is necessary for the realization of this value. 
This could be both from a person’s personal his-
tory of acting, or from a more theoretical delibera-
tion about behavior. The resulting action will or will 
not lead to the realization of the value which acts 
as a feedback loop about their beliefs, intentions 
and the norms resulting from that. However, it is 
important to remember that values are not perfect 
predictors of behavior because a person might be-
lieve in sustainability but might still be exhibiting 
some unsustainable behaviors either due to lack of 
awareness or other personal reasons.

Attributing human qualities to an AI system

Experts feel that AI lacks the intuition that humans 
have. It is unable to abstract or detect new situa-
tions beyond what it is trained for and so in general

general they aren’t as adaptable as people assume. 
It would be interesting to design an AI to be more 
curious ie. explore curious states if possible, to en-
courage it to ask questions and learn. One expert 
even compared it to a baby that is sensing and 
learning different things, however it is still imma-
ture and one would never allow a baby to make im-
portant decisions. Another expert, believed that the 
AI system could be compassionate, that everything 
shouldn’t be reduced to maximization and minimi-
zation and that there should be room for people to 
make mistakes. 

What future energy scenario could look like

The ideal scenario would be that future energy 
systems are made more flexible and adaptable and 
most non-renewable sources of power are phased 
out. Carbon neutralization becomes an important 
goal in this scenario. More people may become 
energy producers and energy might become a 
passive source of income. Energy production may 
become hyperlocal to save on distribution and in-
frastructure. The recommendation systems should 
ideally become more intuitive about user schedules 
and be able to understand what users might do on 
a certain day and time so that certain activities can 
be automated. It is also anticipated that all homes 
will become fully smart and systems including ap-
pliances might communicate with the grid to man-
age and respond to grid management. This howev-
er, will create some privacy issues.
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07
ITERATIVE DESIGN

This section constitutes a major part of the thesis project. Here, the research questions are ex-
plored through various iterations starting from ideation to different phases of tests with users and 
designers generating various insights that lead to the final design.  

7.1 Introduction
7.2 Ideation
7.3 Iteration I
7.4 Iteration II
7.5 Iteration III
7.6 Overall insights
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An iterative design approach (Image 15) was fol-
lowed for the entirety of the project., followed by six 
weeks of literature research and expert interviews. 
Based on the gap identified, the ideation was per-
formed. The foundation for the ideation was de-
rived from the literature review and interview data 
collected. As mentioned previously, the research 
through design approach was followed as a means 
to explore further the interpretation in intention-
ality within digital systems in the energy context. 
The ideas explored multiple aspects including the 
capturing intention, providing tradeoffs, showing 
transparency, portraying negotiation, exploring val-
ue elicitation and representation and gamification 
for sustainable behavior change

7.1 Introdution
The concepts are explorations of ways to capture 
intentions, represent tradeoffs of the choices that 
the users make when they state their intentions, 
showcasing how the system understands the user 
and how the system makes decisions and creates 
recommendations. It was decided that the interface 
would be designed for an in-home display device. 
Elburg( 2014) for instance stated that sophisticat-
ed HEMS with real-time data on a smartphone or 
tablet can be very attractive to already technolo-
gy minded users, but for the less committed or in-
terested user group, a visually appealing in-home 
display can be more effective. Along with that, the 
intention was to also create the opportunity to have 
a better involvement in contributing towards ener-
gy behavior from a family/household perspective. 
Having an application that everyone can interact 
with would probably bring better awareness in en-
ergy consumption as opposed to a monthly energy 
bill or an app that usually only one person in the 
household engages with.

7.2 Ideation

Image 15 : Design process highlighting RtD

Context exploration
Literature research

Exploring ‘intentions’

Framing research
direction & questions

User research 
Domain expert research

Ideation

Iteration 1Iteration 2Iteration 3Final design
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Concept 1

The first part of the design concept involved being able to capture the intentions or goals of the users (image 
16). 

i) For instance, scenario based goal capturing involves being able to collect user preferences based on the 
choices they would make when in a certain situation/circumstances. E.g. If the temperature was hot outside, 
what would the user prefer to do? The user will be provided with possible ways they would respond to the 
situation. Another way to do the same would be to understand their values based on their interests in other 
parts/areas of their life. For instance, how does the user make choices in a supermarket? Do they prioritise price 
over quality?  The idea was inspired from interactive machine intelligence and Geelen et al. ‘s (2013) propo-
sition of goal-driven interfaces.

ii) Another option was to consider scenario cards that people can agree or disagree with easily to indicate if 
they would be comfortable with certain situations or not.

Image 16 : 1. Scenario based goal capturing (1&2) and scenario cards (3).

1

2

3
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Another part of the concept exploration was to create a family hub and calendar feature where every activity 
of the family or time spent together could be integrated with the energy company so that they could better 
predict specific events or moments of additional energy consumption. Based on experts’ vision of what future 
energy management systems could look like, the idea was meant to act as means to create more integration 
of the varying social lives of the people into the system. It was also meant to create a moment where family 
members could engage in conversations about their energy behavior. (Image 17)

Image 17 : Calendar integration tro account for social lives

The third part of the concept was being able to display the trade-offs of the choices or priorities that the users 
give. The idea is to give users a clear indication or sufficient information about how the system would adapt 
based on their intentions/goals and what results they could/would achieve with the save. For example, how 
the recommendation would work if comfort is prioritised and how it would affect the cost, their sustainabili-
ty score and carbon footprint. Users would still be given a chance to change the settings if they still wanted 
to.(Image 18)

Image 18 : Presenting tradeoffs as a means to understand how the system would behave based on their priorities.

Concept 2

Concept 3
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The next part of the concept involved giving users a transparent image of what the system understood about 
the users and how well they were performing in their goals. It was meant to give users a clear idea of what the 
system interpreted their actions and a form of feedback for them to work towards. It involved displaying a net-
work of nodes that were connected and showed the relationship between the data. The nodes could further 
be explored to understand what values the system associated them with and their previously stated priorities. 
The “Axies” case study (Liscio et al., 2021) inspired adding the value element to the design. It also would show 
their past behaviors and the recommendations that the system recommended to them (Image 19).

Concept 4

Image 19 : Calendar integration tro account for social lives
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A more game based simulation speculative concept was also explored. Here, users could act as an energy pro-
vider or user. As an energy provider, the player has to manage the grid and energy consumption of the people, 
convince or send advice to consumers to improve their energy behavior. As a user, the player will have to man-
age and maintain a sustainable home and reduce their carbon footprint by managing the appliances at home 
and yet keep the members of the household happy. This idea is focused on creating more awareness to people 
on the control and intention from the perspective of both sides ie. as an energy provider and as a customer. 
(Image 20)

Image 20 : Game of intentions

Concept 5
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The next concept was allowing users to scan their entire house and create a digital twin of their house to mon-
itor every energy consumption point in the house. Here, every appliance has their own intention/goals and can 
negotiate with each other on how to plan their energy requirements to fit a certain budget. When any conflict 
arises, the user is asked to state their preference. Here, the tradeoffs of every choice is made clear by the sys-
tem so that they know the effects of the decision they make. The idea of making negotiation more human was 
inspired from the more-than-human design methodology (Giaccardi, 2020).(Image 21)

Concept 6

Image 21: Digita twin and internal negotiation of appliances
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Iteration 1

Validating concept direction 
with users



66

7.3 Iteration I
From the conceptualisation, some parts which 
leaned towards a more practical application in 
achieving the goals towards the research questions 
were elaborated on. The four main areas that were 
focused on were : 

1. Understanding how intentions could be cap-
tured and how users will perceive the idea of 
intentions from a user and system perspective. 
(RQ1)
2. Representation of trade offs and potential be-
havior of the system based on the choice of user 
intentions.(RQ2, RQ4)
 3. Exploring the portrayal of transparency and 
presenting the values the system elicits about the 
users. (RQ2, RQ4, RQ5)
4. Showing how the system negotiated, made 
decisions on a recommendation and when users 
could be involved in negotiation. (RQ3,RQ6)

Scenario 1: The users are expected to state (drag and drop) what they prioritise among the 4 factors - com-
fort, cost, sustainability or privacy. The screen consisted of 8 statements - 2 for each factor. Users were also 
allowed to provide equal priority to certain statements if required. They were also allowed to add their own 
statements if required. (Image 22)

7.3.1 Prototyping

The prototype consisted of three scenarios that 
were presented to the users. Since it was the ini-
tial iteration, the wireframes were kept abstract but 
also had a certain level of high-fidelity in terms of 
content. Some parts of the information was delib-
erately left open-ended to elicit creative responses 
from the test participant.
The three scenario were : 

i) capturing intentions and showing the effects of 
actions 
ii) letting the user know what model the system 
has of their intentions 
iii) exploring potential interactions between the 
home devices

Image 22: Capturing intentions through statements 
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The statements involved the following : 
One factor had opposing range like privacy, whereas every other factor had a varying degree of how much 
the user might want to prioritise their goals(Image 23). 

Following this, the user is presented with an understanding of their profile and what they can expect the 
system to do for them based on their priorities. It basically presents the user with the trade-offs that they are 
making if they choose to prioritise certain factors. The idea lets users know the benefit/costs of the choices 
they are making and how the systems would respond to them and why it would behave a certain way. The 
goal is to transparently communicate to the users the resulting behavior of the system due to their choices. 
The user can still play around by moving the sliders and exploring how the tradeoffs would change so they 
can still flexibly choose the system’s behavior. Two versions were made, one for a user that prioritizes comfort 
and another for a user that prioritizes sustainability (Image 24)

Image 23: Statements designed for each of the factors

Image 24: Two profiles for presenting tradeoffs : sustainability focused(left), comfort focused(right)

Comfort

Sustainable

Economical

Privacy

I want to priortitise my comfort over other needs.

I would want recommendations to fit my existing schedules.

I am open to changing my habits to be more sustainable.

I want to save as much as possible on my energy bills.

I am open to changing my habits to be more sustainable.

I want to contribute more to sustainability causes.

I wouldn’t mind some discomfort if it means saving on my 
energy bills.

I would like Lisa to give me hyper-personalised 
recommendations.
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Scenario 2: The next scenario explored showing the user what the system’s understanding of the user. This 
acts as a confrontational screen where users get to see what understanding the system has about their be-
havior over a period of use. The system here tries to profile the user based on how they are doing with respect 
to comfort, cost, economy and privacy. The node-like representation was kept purposely abstract to see if 
users could relate to what was represented and to also elicit their creative responses. Often, privacy is likely to 
be a constant factor that might not change with time. The user can see how their profile has changed over the 
months to understand their behavior better. The user could further explore the node to see the conclusions 
the system has made on the user. 
For instance, on clicking on the node for sustainability, the user sees their initial priorities, the values that the 
system has identified for the user based on their past behavior and associated recommendations which led 
to the profiling of the user. The goal here was to share a transparent view of what the system understands 
about the user. (Image 25)

Image 25: A node like representation of how the 4 factors are connected and influence each other and a 
detailed look into what the sustainability node constitutes(bottom right).



69

Scenario 2: In the third scenario, every appliance has their own intention/goals. Each appliance works to-
wards its own responsibilities of doing their own tasks for e.g, keeping food fresh as a refrigerator. But here, 
the appliances all work together to negotiate between achieving a certain energy budget goal. The user is 
showcased a sample recommendation made by the system after a negotiation was attempted by the appli-
ances. The recommendation asks the user to make a choice when a conflict occurs between the appliances 
and the requirements of the user. The user can further explore how the negotiation between the appliances 
happened to understand how the system responded to a set of events.  

Image 26: Recommendation design and the negotiation be-
tween the appliances
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7.3.2 User Test

Test Setup

Due to the Covid-19 rules, tests were conducted 
remotely through the Zoom application(Image 27). 
The researcher shared the screen of the prototype 
on Figma application and remote control was giv-
en to the participants so that they could directly 
interact with the prototype. The prototype was dis-
played in the model of an IPad-mini to mimic the 
idea of an in-home display. (add images). Six user 
tests were conducted which consumed about 45 
mins - 1.5 hrs each. A semi-structured interview 
was prepared. They were asked to “think out loud” 
for each screen they viewed and based on their re-
sponses, follow up questions were asked.

Objectives

The goal of the test was to explore the idea of 
capturing intentions, presenting tradeoffs of their 
choices, modelling transparency in the form of a 
graph and showcasing the concept of internal ne-
gotiation within appliances. All the scenarios were 
presented in a somewhat high fidelity yet abstract 
manner to elicit creative responses from the partic-
ipants.

Participants

Three participants were recruited through conve-
nience sampling and three of them through the 
survey form.(Table 3)

Tools

Zoom(Video, audio recording, remote control)

Otter.ai (Audio transcription)

Note taking

Figma

Participant Age Profession

P1 UX Designer40

57

34

38

34

P2 Entrepreneur

Advisor

Operations Lead

Program Manager

P3

P4

P5

Table 3 : Participant information from user test - iteration 1 Image 27: Online user testing 

23 StudentP6
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7.3.3 Insights

Scenario 1

Choosing intentions

- Understanding users’ choices in intentions

The main insights here involved learning about how 
people interpreted and picked their priorities. It was 
interesting to find that 4/6 participants’ first priority 
was “I am open to changing my habits to be more 
sustainable” and was within the top three priorities 
for the two other participants. Following this, 4/6 
participants also preferred having hyper person-
alised recommendations as part of the preference 
within the top three. 3/6 users also considered “I 
want to prioritise my comfort over other needs” as 
part of their top three choices. This was a positive 
indication than most participants were willing to 
make efforts to be more sustainable which could 
indeed be supported by personalisation from the 
system.

-Clarity in interface and cognitive load

From a UI perspective, it wasn’t apparent or clear 
enough that people could give equal priorities to 
two statements and most users didn’t have any 
additional statements of their own to make. If they 
did add any it was to emphasise on giving equal 
importance to or more factors for e.g I want a good 
balance between sustainability, cost and comfort.  
2/6 participants felt it was a lot of reading to do 
and was cognitively bit difficult to make choices be-
tween the statements.

-Need to simplify means to pick intentions

Allowing users to pick their intentions needs to be 
made much simpler and possibly more interactive 
through images and scenarios. One way could be 
to make it scenario based and relevant to other ev-
eryday choices and other is to simplify them to be 
made as yes/no questions.

Presenting tradeoffs

- Interpretation of tradeoffs and intentionality

The main positive insight is that the users did inter-
pret the screen as a representation of the system 
profiling the user and that the system is setting it-
self up to behave the way the user intended in the 
future. They also found the data on the page rel-
evant to the choices that they made and that the 
overall intention of the system is to make the user 
sustainable eventually. The ranking creates a sense 
of competition and fun in the users and they feel 
like they want to work towards being ranked better. 
A predicted value of their savings and their carbon 
footprint was also valuable for them to see. How-
ever, the carbon footprint value as expected when 
represented by “kgs” often remains unrelatable or 
is difficult for users to visualise how it really affects 
the environment.

-Interface ambiguity and customization

In the interface, two users felt that the screen was 
wordy. The slider needed reference points to un-
derstand the level to which they belonged to a 
certain priority. One of the users expected flexi-
bility in being able to customize the recommenda-
tions even further for instance, being able to set 
the comfort level for each device individually.

-Increasing appeal and readability 

The tradeoffs could be represented in a more visu-
ally appealing way with more icons and lesser text 
and the information provided needs to be made 
further relatable for e.g carbon footprint and the 
community ranking. Further thought needs to be 
put into how the tradeoff changes with changes in 
the sliders.
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Scenario 2

Nodal representation

- Representation considered too abstract

As expected the representation of the nodes were 
too abstract for most users to understand although 
5/6 were able to identify it as being related to their 
own energy behavior. They could associate with 
the idea that there was still room for improvement 
in their energy consumption/sustainability goal. 
However, the circles, connected lines and overlap-
ping sections were not easily interpreted.

-Need for quantification and clarity

The representation of their performance needs 
to be simplified and made more readable at first 
glance. Since the circle and lines don’t show quan-
titative values it becomes difficult for participants 
to interpret what the real impact of their behavior 
is. The slider that acts as an indication towards in-
tended sustainability goals need to be made more 
concrete as well. 

Exploration of the node

-Perception of values

In general, the information feels heavy for users to 
read since it’s a lot of text. The display of values 
had mixed responses. 2/6 users found it interest-
ing and rewarding to understand what the system 
would think about them. On the other hand , the 
rest found it too personal , somewhat subjective 
and even creepy/judgemental.

-Interpretation of recommendation logs

The recommendation log was found to be useful as 
a way to remind oneself of previous activities and 
participants found this useful as a feature. Howev-
er, some users were not  clear whether these rec-
ommendations were real time or indeed logs of the

past activities.

- Boundaries in transparency

There needs to be a fine balance in trying to achieve 
transparency vs being overly transparent to the us-
ers. Users don’t want to feel judged by an energy 
provider about their behavior. Since sustainability 
was the only node explored here the values used 
were in the positive context, but the node that de-
notes comfort could possibly host values like hedo-
nism which will be offensive to the users. Here, the 
possibility is to still identify these positive values 
and use them as rewards and badges as a form of 
recognition for energy conscious users. One user 
also stated the need for the system to sound more 
friendly and less like a machine which is an inter-
esting point to consider. 

Scenario 3

Notification design

- Feeling of control

Users like the fact that the recommendations are 
straightforward and find it useful to know clear 
benefits of the action/behavior recommended by 
the system. The idea of being able to say “no” or 
disagree with the system is appreciated i.e they 
have the power to influence the system. However, 
they also wanted to see the effect on sustainability 
for e.g the carbon footprint. One participant fe lt the 
need to have multiple choices of recommendations 
based on the intentions they picked.

              In essence it sounds very good and you can 
directly influence it.
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- Social pressure and data sharing

Two participants assumed that the neighbours are 
aware of their activities and it created a sense of 
obligation to listen to the system. This was not well 
received as it added a sense of pressure/stress to 
the participant.

- Recognition of risk/conflict

Most participants took quite some time to interpret 
that there was a conflict that occured between two 
machines. It was not fully clear that there was a 
negotiation occurring between the devices and the 
grid to maintain their budget. Hence, the represen-
tation was ambiguous and required high cognitive 
effort to interpret.

- Information overload

Although the negotiation is more a choice for the 
users to see what happens behind the scenes of 
a recommendation made by the system, most of 
them felt it was too much information to process. 
Two participants who had a larger inclination to-
wards data and programming of machines were 
more interested in reading and interpreting the 
conflict and liked viewing the decision making pro-
cess of the system.  Two participants were also not 
interested in viewing the negotiation at all.

- Making system information friendly

Although the negotiation was presented in a con-
versational format (chat like), it still appeared too 
formal. The language was still not friendly or intui-
tive enough to process immediately. 

              Looks like neighbors know your party - feels like 
adding a bit of peer pressure..

             I want things to be fast and simple and not 
spend too much time on it.

7.3.4 Discussion and implication -
Iteration 1

The idea of intentionality is not an apparent con-
cept to most users and is not necessarily an intui-
tive idea that occurs to most users while interact-
ing with a system. When interviewed about the 
section on capturing intentions, users had their 
own interpretation or generic language to interpret 
them. Intentions were perceived instead merely as 
personalisation, customization, stating preferences 
or declaring their needs or goals. Most users also 
struggled to come up with their own statement 
that could represent their needs. Hence capturing 
scenarios needed to be made less intensive and 
segmented based on the focus of goals. 

In the prototype, there were two levels/layers of 
transparency(about how the system sees people): 
one the graphical and the other value based inter-
pretation. As mentioned earlier, most participants 
like one level of transparency with respect to what 
the system understands about the user. Beyond 
that, it is perceived as overly personal and makes 
users feel uneasy and judged.  Hence, the con-
cept of displaying values explicitly will be removed 
and instead positive values could be presented as 
badges or rewards to appreciate sustainable be-
havior/actions. Users also requested for more real 
time data supported by the predictive data and 
recommendations so that they can make self-in-
formed decisions about the use of their energy. 

The negotiation scenario, although found interest-
ing, was too detailed or technical for most users. 
People expected more higher level information and 
less systems like language for easier interpretation. 
The conversational negotiation scenario will hence 
be removed and simplified in the following itera-
tions.
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Overall the concept and direction was well received. 
The intention of the system was perceived as be-
ing guiding towards sustainable behavior. Even for 
a somewhat abstract prototype,participants had 
feelings of trust and a sense of transparency to-
wards the system. While providing a sample rec-
ommendation, users perceived a sense of having 
control over the system’s behavior.
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Iteration 2

Ideation with designers 
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7.4 Iteration 2
This iteration involved taking the learnings from 
the previous iteration and further exploring ways to 
represent the user’s intentions, visualising tradeoffs 
and real time energy consumption.The second iter-
ation was performed with product designers as a 
means to test the concept and co-create parts of 
the design. The main areas of focus were: 

1. Exploring different versions of capturing sce-
narios. (RQ1)

2. Presentation of tradeoffs and providing fore-
cast information of system behavior.(RQ2, RQ4, 
RQ6)

3. Focus on brainstorming effective and engaging 
ways to show real time data visualisations to us-
ers. (RQ2, RQ4, RQ5)

4. Identifying less intrusive ways to show the sys-
tem’s perspective of user’s behavior.(RQ4, RQ5, 
RQ6)

5. Trying to portray energy from an anthropomor-
phic angle.(RQ5)

4. Overall aesthetic exploration for the design.

7.4.1 Prototyping

The prototype consisted of five scenarios that were 
presented to the users. This iteration had a higher 
fidelity and the visual design for the interfaces was 
explored as well. Some parts of the interfaces were 
not fully finished or finalised and were instead kept 
open as a point of discussion with the designers. 
The five scenario were : 

i) variations of capturing intentions and showing 
the effects of actions 
ii) showing the effects of their intentions in a de-
tailed and friendly manner
iii) exporing energy disaggregation
iv) presenting the energy profile of users in a 
graphical manner 
v) Aesthtics and emotion exploration for the ho-
mescreen
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Option 1:  The first option was to put the question in context of a situation and capture their response to un-
derstand how they would act in the particular situation. Here, the response will try to elicit what their priorities 
are through their choice of action.The goal was to avoid asking intentions directly so that people could stay 
true to their likely natural behavior(Image 29). 

Image 28: Introduction screen of the setup for capturing intentions

Image 29: Using a real world scenario to capture intention.

Exploration 1 : Capturing intentions

The first exploration was in ways to capture intentions as a means to personalise the behavior of the system.
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Option 2: The second option was to explicitly provide the statements and allow users to easily disagree or 
agree with the statement. This came from the need to reduce the cognitive load on users when exploring the 
statements. It was also made with the anticipation that making it a simple interaction would also prompt users 
to respond more intuitively(Image 30).

Option 3:  This version borrows from the previous iteration of using statements as a way to capture inten-
tions. This time the statements are split into the 4 factors each (comfort, economic, sustainability, privacy). 
Each statement is designed to have a varying degree of priority. This version does require a bit of additional 
thinking/effort from the user to weigh the statements and consider what fits them best (Image 31).

Image 30: Providing statements straight away with the option to agree or disagree.

Image 31: Providing multiple statement options for each factor.
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Option 4:  The simplest version was to offer a slider option to directly indicate their priorities. This was one of 
the requested styles in the previous iteration. Although this version did not contain the nuance or context as 
much as the other options. (Image 32) 

Image 32: Using a simple slider for each factor.
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Exploration 2 : Presenting tradeoffs

Here, as opposed to the previous iteration, the data was presented in much smaller pieces and split into clear 
sections. The priorities that could be more dynamically controlled were limited to the three main parts which 
are: Comfort, Cost and Sustainability. Control over privacy was separated for the sake of better awareness 
and clarity in understanding the implications of sharing data. Moreover, privacy was a component that was 
not meant to be changed too often or in a fluid way as it would hinder the efficient working of the system. 
 
Users were provided with quick statements of how their choices would impact them with respect to the four 
factors. These factors were exclusively color coded to help users better associate with the 4 factors when 
exposed to them in other parts of the prototype. They could still adjust their comfort, cost, sustainability pref-
erences through the sliders provided and moreover explore the privacy settings through another dedicated 
link. The rest of the profile showed users their forecasted data and how Lisa would make recommendations/
help the users achieve their goal (Image 33).

Image 33: Presenting tradeoffs and a forecast of their savings, carbon footprint etc. 
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Exploration 3 : Showing energy breakdowns 

Ways to present the energy consumption of a household was explored. The goal was also to explore uncon-
ventional ways of presenting the data with the intention to make it more captivating/engaging. 
For the energy breakdown, a bubble graph and line graph with annotations was used to present per appliance 
use, time of use and the amount of consumption. The cost breakdown per day was also provided. The graphs 
were meant to help users understand their patterns in consumption and moreover a complete breakdown of 
appliances adds to transparency of the system by helping users know what contributes to their energy bill.
(Image 34)

Image 34: Consumption breakdown per appliance (top)
weekly patterns of consumption (bottom) 
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Exploration 4: Showing energy profile
The energy profile is a way to represent a user’s performance with respect to their 3 factor goals: comfort, 
sustainability and cost. The goal was to preview a monthly representation of how users were keeping up with 
the goals they set for themselves. It is meant as a moment of reflection for the users to understand their be-
havior and usage behavior. It is meant as a transparent  way to represent the system’s interpretation of how 
the user is performing.  It provides users the opportunity to also recognize if they need to rethink their goals/
priorities and in turn change how the system could behave for them in the future.(Image 35)

Image 35: Representation of how users are doing with respect to their goals
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Exploration 5 : Homescreen exploration

The screens were meant as an aesthetic exploration of visualising data in an engaging way to help people as-
sociate or interact with their energy use for often. One involved a more practical data-driven visualisation over 
a 24 hour clock and the other a more emotive heartbeat like representation for real time energy.(Image 36) 

Image 36: Homescreen exploration
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7.4.2 Co-creation

Setup

Due to the Covid-19 rules, tests were conducted 
remotely through the Zoom application. The re-
searcher shared the screen of the prototype on Fig-
ma application and remote control was given to the 
participants so that they could directly interact with 
the prototype. The prototype was displayed in the 
model of an IPad-mini to mimic the idea of an in-
home display. (add images). Four individual brain-
storm sessions were conducted which consumed 
about 1 hour - 1.5 hrs each. The first part involved 
asking for interpretation of the prototype, followed 
by a discussion on their opinions and expectations. 
The possible alternatives for further iterations were 
then explored through an open discussion with the 
participants.
		
Objectives

The goal of the co-creation was to explore the dif-
ferent versions/ways of idea of capturing intentions, 
presenting tradeoffs of their choices and modelling 
transparency in the form of a graph. The idea was 
to iterate with fellow designers on which version 
would work best and how it could be further im-
proved to be presented for the next iteration of user 
tests.

Participants

Four participants were recruited through conve-
nience sampling. All participants were from the 
Design for Interaction masters program and have 
some form of experience working on the theme of 
artificial intelligence. (Table 4)

Tools

Zoom(Video, audio recording, remote control)

Otter.ai (Audio transcription)

Note taking

Figma

Participant/
Gender Age Background experience

P1(F) 27

28

27

26

P2 (F)

Negotiation with AI in autonomous 
vehicles

AI experience in autonomous vehi-
cles, gaming design

AI for well being

Machine learning, data design, coding 

P3 (F)

P4 (M)

Table 4 : Participant information from co-creation - iteration 2 Image 37: Co-creation with designers
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The context based questions are effective in mak-
ing people give a hint on the alternate solution they 
could consider i.e in this case choosing to wear a 
sweater as opposed to turning up the heat in not 
too cold weather. However, the need/purpose of 
these contextual questions weren’t immediately 
clear to the participants. The value of the context 
is lost and the question appears abstract  when the 
purpose is not made clear. Also, there is a likelihood 
that people would choose a more socially accept-
able answer as opposed to their actual behavior in 
the given context.

Here, it was more evident that Lisa was trying to 
learn the preferences of the users when compared 
to option a. However, this presentation, although 
much simplified, would severely limit the number 
of questions one could ask. There would be too 
many screens to click through which users would 
get frustrated with and in turn delay setting up the 
system. Moreover, there was a chance that users 
might click through the questions in a rather friv-
olous/ speedy fashion without much thought into 
the question asked.

7.4.3 Insights

Exploration 1: Capturing intentions
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The statement style presentation was most pre-
ferred among the four. The statements appeared 
concrete and nuanced. It gave participants to 
weigh what they wanted more explicitly and felt 
nudged towards considered sustainability. Two 
participants stated that they were more likely to 
sacrifice discomfort and attempt to be sustainable 
when confronted with such statements.

The statement style presentation was most pre-
ferred among the four. The statements appeared 
concrete and nuanced. It gave participants to 
weigh what they wanted more explicitly and felt 
nudged towards considered sustainability. Two 
participants stated that they were more likely to 
sacrifice discomfort and attempt to be sustainable 
when confronted with such statements.

Exploration 2: Presenting system 

- Tradeoffs

Overall the tradeoffs act as a starting point for par-
ticipants to learn the impact of the choices made by 
choosing one’s priorities, although it lacks enough 
specificity. There is better clarity in its impact if 
there are pointers that show how each of the three 
factors influence each other. There is also some 
ambiguity in what the resolution of privacy means 
and it is important to educate users about the im-
pact it has on the behavior of the system. Although 
2/4 designers felt that privacy need not take such a 
high priority in the content architecture and that a 
high emphasis on privacy may elicit negative emo-
tions in people by implying that it is something to 
be concerned about.

- Forecast data and recommendations

The forecast data was helpful in quantifying the 
intentions into a more tangible result. The partici-
pants also felt that this section of information need-
ed to take precedence on the page. There was also 
curiosity to understand how these numbers were 
actually predicted. The participants felt that the 
ranking would incentivise/motivate people to try 
to change their energy consumption behavior. The 
word “recommendations” was misleading in rep-
resenting how Lisa would help the users achieve 
their goal. It was also rather ambiguous in giving a 
picture of what it would mean in the actual context 
of use.

             I can learn the consequences of my choices.

             I see that the system is also trying to be persua-
sive to steer towards lowering energy use.

             Good to see the numbers and the impact because 
you become more accountable.

             I am curious about the community score- has a 
potential for a lot of competitiveness between people.
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- Understanding behavior/usage patterns

The energy breakdown has a good potential in 
helping people understand their patterns of use on 
a daily basis. The bubble graph was interpreted as 
a way to understand one’s routine better, whereas 
the line graph gave a better overview of the overall 
consumption. An ideal representation would be to 
combine both ways of data visualization. Additional 
elements like a side menu to control the appliances 
that one wants to see, a calendar entry point and 
a legend were recommended by the participants.

- UI and interaction

There was quite some ambiguity in the represen-
tation of the start and end of each appliance. More 
exploration was needed in presenting the appli-
ances with more clarity, for instance with different 
colors and bigger icons.

Exploration 3: Energy breakdown Exploration 4: Energy profile 

Exploration 5: Energy profile 

             It feels like a lot of value is added to energy by 
just visualising it.

- Energy profile

One participant raised a concern on the level of de-
tail of the data and that it was getting quite per-
sonal. She was also willing to compromise on the 
efficiency of the system if she could maintain some 
privacy. This might suggest that disaggregation for 
appliances can be data that people can choose to 
have the system generate rather than it be a de-
fault feature provided by Lisa..

The energy profile with the spider graph proved 
to be difficult to interpret and somewhat abstract. 
The relationship between the different factors was 
not apparent. Two participants interpreted it as be-
ing only related to the monitoring of sustainability 
goals. The resolution of the graph was also sug-
gested to be low. The circular regions were also in-
tercepted as boundaries and hence the shadows 
were confusing to the participants.

The line graph however was more approachable 
and readable and appeared to provide more infor-
mation on the factors. The insights at the bottom 
could also act as a way to communicate quick con-
clusions or information about one’s performance 
with respect to their goals.

Overall, it still remained a challenge on how this 
representation could be better visualised. A com-
bination of line graphs was the most commonly 
suggested.

The hour-wise line representation was clearly 
viewed as the energy consumption for the day, 
although the yellow and the purple colors were 
misinterpreted as gas and electricity consumption 
respectively.  It would be useful to add how much 
a purple, yellow or red would mean in kWh. The 
participants suggested that the heartbeat for the 
energy could instead act as screensaver for peo-
ple who have an interest in the aesthetic appeal of 
an in-home display as opposed to real time data. 
Although one participant said that they would per-
sonally not connect with something abstract and 
would prefer to have practical information upfront 
instead or rather have a functional home screen.

             I am a bit terrified about how much Lisa knows 
about me.
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7.4.4 Discussion and implication -
Iteration 2

The second iteration helped make some concrete 
decisions on what the possibilities towards final 
design could look like. The main takeaways were 
in understanding what parts of the design worked 
and what could be made better. Capturing inten-
tions were made best contextual, nuanced and ef-
fective in the format of statements. It had a more 
persuasive effect compared to other ways of pre-
sentation. The presentation of trade offs were ef-
fective in creating tension among the participants 
about the potential consequences of their priorities 
or goals in using the system. It was also well effec-
tive in communicating the impact of their actions in 
a quantified manner. Some pointers on the trade-
off still needed to be made more concrete and pos-
sibly explained through examples to help users un-
derstand how a trade off would translate into real 
life. 
The data visualization of the energy breakdown 
was found to be insightful and useful in under-
standing one’s energy patterns. However, some 
parts appeared somewhat complex or overwhelm-
ing to read. A more practical version of combining 
energy breakdown and overall consumption was 
co-created which was used in the next iteration. 
The energy profile for the users needed to be sim-
plified as much as possible and it was decided to 
make the representation into simple line graphs. 
The exploration of the heartbeat for energy had a 
somewhat mixed response and it was agreed upon 
that it was best suited for users who had an incli-
nation for aesthetic appeal.  

Overall, the design was also heading towards the 
right direction with respect to capturing user intent, 
presenting what the system knows about user be-
havior and in communicating transparency by pro-
viding the right information.
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Iteration 3

Final iteration with users
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7.5 Iteration 3
The third iteration moves towards the finalisation 
of  several parts of the design. Based on iteration 
2, there were clear preferences or design proposals 
that were drawn. There were concrete decisions 
made on how the data visualisation could be pre-
sented to the users.  The third iteration was also 
tested with real users with a wide range of demo-
graphics in order to validate the design.
The main areas of focus were: 

1. Designing all variations of the statements
to include all profiles of users. (RQ1)

2. Presentation of tradeoffs and providing fore-
cast information of system behavior. Supporting 
these tradeoffs with tangible examples.(RQ2, 
RQ4, RQ6)

3. Finalising effective and engaging ways to show 
real time data visualisations to users. (RQ2, RQ4, 
RQ5)

4. Presenting the system’s perspective of user’s 
behavior in a simplistic manner.(RQ4, RQ5, RQ6)

5. Testing the portrayal of energy from an anthro-
pomorphic angle with users.(RQ5)
.

7.5.1 Prototyping

The prototype consisted of six scenarios that were 
presented to the users. All parts of the prototypes 
were high-fidelity and supported with visual de-
sign elements as well. 
The six scenario were : 

i) capturing intentions through statements
ii) communicating to users the effects of their 
choices in a tangible manner
iii) empowering users with detailed data 
visualisations of their energy use
iv) letting the user know what model the system 
has of their intentions - energy profile 
v) presenting variations of what recommendations 
the system could make
vi) homescreen preferences of the users
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Scenario 1 : Capturing intentions

Based on the previous iteration, it was clearly concluded that statements were preferred in adding nuance 
and context in helping capture intentions better. In addition to that, it added a persuasiveness that helped 
people consider sustainability as an influencing factor among more common factors like comfort or cost. 
Moreover, the number of statements were increased from 2 for each factor to four each and split into sections 
so that people can focus on each priority separately. This also helped define the statements in a more detailed 
manner. Each statement was carefully constructed to help categorize users’ priorities as uniquely as possible. 
They are allowed to choose at most two statements to state their preference. (Image 38,39)

The comfort of my home is very important to me.

I want to save as much as possible on my energy bills.

I care a lot about being sustainable.

I would like highly personalised recommendations.

I am willing to make some change to my routine based 
on Lisa’s recommendations.

I am okay with some discomfort if it means saving more 
on my energy bills.

I am open to changing some of my habits to be 
more sustainable

I would prioritise privacy over being more sustainable.

I would prioritise comfort over reducing my energy bills. 

Saving money is not my highest priority.

Being sustainable is not really my priority.

I only want minimal data to be shared with Lisa.

I am okay with some discomfort to be more sustainable.

I am fine with saving money while being slightly less 
sustainable.

I would like to invest more into sustainability causes.

I am okay with compromising on personalisation to 
maintain some privacy. 

Comfort 

Cost

Sustainability

Privacy

Image 38: Statements designed to capture user intentions
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Image 39: Interfaces of the 4 factors with statments and information regarding how data is shared with the energy 
provider
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For instance, if John chooses : 

 “I am willing to make some change to my routine based on Lisa’s recommendations” and 
“The comfort of my home is very important to me”  
“I want to save as much as possible on my energy bills”
“I am open to changing some of my habits to be more sustainable.”

If Jane chooses : 
“I am willing to make some change to my routine based on Lisa’s recommendations”
“I am okay with some discomfort to be more sustainable”
“Saving money is not my highest priority”
“I am open to changing some of my habits to be more sustainable”

John is going to be higher on the comfort profile and cost saving priority and lower on the sustainability scale 
compared to Jane who will score higher priority for sustainability, lower on the scale of cost saving and slightly 
lower on comfort as well. 

All statements cover a spectrum of choices in combination with each of other factors (sustainability, cost, 
comfort). However, for sustainability three out of four choices are leaning towards nudging users to consider 
sustainable behavior as part of their plan. For privacy , an additional link is introduced to help users under-
stand how smart meter data is used and how the data collected is used to help the system or company’s 
functioning and in turn how that benefits the user.

Scenario 2: Presenting tradeoffs

Most parts of the tradeoff presentation were kept the same. Except in this iteration, the section of “how prior-
ities impact you” was made more precise and involved a combination of how each factor influences the other 
based on users’ choices were also elaborated. Two profiles were created to illustrate an example of how the 
system would behave when different intentions were stated. 
The two profiles were:
Comfort and sustainability as a high priority with high personalisation (Image 40)
Comfort and cost as a high priority with low personalisation(Image 41)

To make the tradeoffs of users’ choices more relatable and concrete an example of a real life situation of how 
the system would respond was provided for each tradeoff. This was meant to help users better visualise how 
the system might behave as opposed to keeping statements on an abstract level.
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Image 40: Presenting tradeoffs (top) and showing examples of how the system would act
Comfort and sustainability as a high priority with high personalisation
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Image 41: Presenting tradeoffs (top) and showing examples of how the system would act
Comfort and cost as a high priority with low personalisation
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The users are still provided with an option to change their privacy settings and understand how smart meter 
data resolution works. Similar information about how the data is used by the system and company is shared 
here as well, in case the user did not view it while stating their intentions.

Image 42: Presentation of privacy control and smart meter data resolution
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Image 43  : Participant information from user test - iteration 1

Scenario 3: Data visualisation of energy use 
The energy breakdown of the appliances are meant to provide real time data of overall energy consumption 
as well as per appliance usage (Image 43). The appliance use is elaborated further with a visual timeline rep-
resentation of when and what the appliance is in use throughout the day. Consumption and cost will provide 
a percentage wise breakdown along with costs to help users understand what activities or devices consume 
the most energy in a day. Long with this , insights or advice is given based on interesting patterns e.g. an 
unhealthy practice or a malfunctioning appliance the system might detect. The real time data by itself can 
allow users to make self- informed decisions to change their activities or consumption. A major focus here 
was presenting the data in a possibly interesting or engaging data visualisation format to encourage users to 
interact with the system and take action towards more sustainable behavior.

Image 43: Energy breakdown representation
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The consumption pattern (Image 44) was meant to help users see their weekly use or long term use  to help 
change habits that they might be missing out from the perspective of daily activities. The previous illustration 
was a more detailed approach that could aid in identifying anomalies and view cost related implications as-
sociated with it whereas the consumption patterns aims to look at behavior patterns over a longer period of 
time. 

Image 44: Weekly pattern of energy consumption
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Scenario 4: Energy profile 

Based on feedback from the previous iteration, the graph was simplified and made into line graphs of the 
three factors : comfort, sustainability and cost. The comfort was quantified in terms of the amount of energy 
consumed, cost in terms of bill expense, and sustainability, a score between 0-100. Each of these factors 
also have a budget or goal to adhere to to reach the intentional goals they set for themselves while setting 
up the system behavior. Stats about their consumption and how they compare to their previous month is also 
included along with their carbon footprint. They are also provided with community data to help understand 
how they are performing in their neighborhood. Some positive and negative trends are also pointed out by the 
system to help encourage or inform users about their existing behavior.

Users can further investigate how they are doing on each factor by exploring the “Reports” section. Here 
they can see a history of their priorities which they are allowed to change to reset their goals. They are also 
provided a log of the recommendations provided by the system and the ones that the users had accepted or 
rejected along with the impact the action had. The values of their behavior are captured through badges that 
the users received when exhibiting positive behavior. As mentioned in the first iteration, negative values are 
no longer stated as users feel judged or patronized by the system. 

The energy profile is overall aimed to help users reflect on their goals. It is meant to be somewhat confron-
tational and by providing a transparent view of how the user is doing with respect to their goals, they can 
modify their behavior or instead choose to modify their goals. The system however continues to adapt itself 
based on the behavioral patterns of the users to continue providing appropriate and actionable insights/rec-
ommendations.
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Image 45: Energy profile of the users and the sustainability report.
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Scenario 5: Designing recommendations

Three different recommendation types were designed : A scheduling update, usage alert, recommendation 
time. They were designed to support users in understanding why/how the decision was made and recom- 
mended by the system. Each advice is also supported by concrete benefits that the user can have in adhering 
to the recommendations. However, there is full control for the user to ignore or decline the recommendation or 
even reschedule activities to suit them better. Here, the recommendations are also designed with the assump- 
tion that some appliances are smart and connected to the system so that they can be remotely scheduled and 
managed. The system should be able to learn what the users prefer with time and help auto-schedule or even 
adjust recommendations based on the likelihood of it actually leading to sustainable behavior.

Image 46: Variations of  recommendation design 



102

Scenario 6: Homescreen exploration
 
This scenario involves two options for users to see on their display device when the user is not actively inter-
acting with it. The first option was a more practical real time data visualization of energy consumption during 
every hour of the day. The idea is to keep users aware of their overall consumption and provide a visual sense 
of their consumption pattern in a day.  From the user interviews, it was apparent that people had no connec-
tion to energy beyond it being a mere utility. The second option was more to appeal to the emotional side of 
users by providing energy a “heartbeat”. The visualisation would turn darker and beat faster when consump-
tion is high or would be green and calmer when the consumption is low. It is assumed that humanizing ener-
gy could help users connect and empathize with it better. It is also meant for users who prefer an additional 
aesthetic appeal to a rather data-driven system to better suit their household. 

Image 47:  Homescreen design for the system.
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7.5.2 User test 

Setup

Due to the Covid-19 rules, tests were conducted 
remotely through the Zoom application. The re-
searcher shared the screen of the prototype on 
Figma application and remote control was given to 
the participants so that they could directly interact 
with the prototype. The prototype was displayed 
in the model of an IPad-mini to mimic the idea of 
an in-home display. (add images). Seven user tests 
were conducted which lasted from a range of 50 
mins - 1 hour 20 mins. Semi - structured interview 
questions were prepared. Participants were asked 
to “think out loud” while interacting with the proto-
type and relevant questions were asked based on 
their response. At the end of the test, all partici-
pants were asked to fill in a questionnaire and rate 
the overall design on an AttrakDiff scale.
		
Objectives

This was the final user test for the project. The goal 
was to move towards the final design based on the 
feedback received. The design overall had taken a 
very practical, high fidelity and more concrete turn 
through the previous iterations. Hence, this was 
the final user evaluation that would be performed.

Participants

Seven participants were recruited through conve-
nience sampling. Participants ranged from differ-
ent backgrounds, age groups, living situations and 
energy providers. All participants were however 
residing in the Netherlands and were paying their 
own energy bills.(Table 5)

Tools

Zoom(Video, audio recording, remote control)

Otter.ai (Audio transcription)

Note taking

Figma

Survey 

Participant Age Background experience

P1(M) UX Designer40

57

34

47

32

P2(M) Entrepreneur

Advisor

Project Manager

Laser Specialist

P3(M)

P4(F)

P6(F)

Table 5 : Participant information from user test - iteration 3 Image 48: Online user testing - iteration 3

23 StudentP7(M)

28 Software DeveloperP4(F)
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7.5.3 Insights

Scenario 1: Capturing intentions

- Providing overview through data

The tradeoff page provides a good overview for 
users to understand how the user’s intentions are 
translated into system behavior. Participants feel 
like they understand the impact of their choices 
and how the system would help them achieve the 
deliberate goals they have set for themselves. The 
examples make the trade offs more relatable for the 
user. They are also able to associate with the colors 
and identify the tradeoffs as being associated with 
a category. They favor the fact that the system re-
ports back in simple and short textual format which 
supports comprehension of system behavior. 

Exploration 2: Presenting tradeoffs

             It is summarising what my priorities are and 
how they will help me with everything.

             It actually shows you very clearly what the con-
sequences of your choices are - in a no-nonsense way.

             It’s always a dilemma - do you want real priva-
cy or do you want the system to help you to make your life 
easier?

- Feeling a sense of control

Users have a sense of control over the system. They 
appreciate the fact that they can see which profile 
they lie in and can in turn change these priorities 
further if needed. However, one user felt like they 
had a high need to commit and was not willing to 
do that. He would rather have a more flexible trial 
period where he can try the system’s setting and 
reset if needed.

from the systems. However, three users were quite 
aware of how data sharing works and did not mind 
sharing data as long as they were not used for ad-
vertising purposes.

             So maybe i would want to try it.. maybe see what 
my comfort is, and or be like maybe I reduce my comfort 
a little bit more and see what the impact of that is...

             I am ok with some discomfort if it means saving 
more on my energy bills,  because I used to leave my bath-
room heating and my bill used to go through the roof, so I 
am willing to sacrifice that...

             I think I am already doing a lot in my lifestyle 
to support sustainability, for e.g I use the bike, I walk, I 
am vegan, I don’t take long showers. for e.g my brother 
could be there for an hour..

- The effectiveness of the statements

Users felt that they were able to communicate 
what they wanted with the system through the 
statements. It was interesting to note that every 
statement was picked by at least one participant 
except for one of the statements “Being sustain-
able is not really my priority.” This however can be 
considered a positive result.  However, three state-
ments felt very absolute for the users. For instance, 
in the statement “The comfort of my home is very 
important to me” , ‘very’ could be removed , in “I 
care a lot about being sustainable”, ‘a lot’ could be 
removed and in “I would like highly personalised 
recommendations.”, ‘highly’ could be removed. 

- Creating tension and discussion

The slight cognitive effort involved to choose the 
statements forces people to actually weigh their 
options and effects of their action. Users often start 
recalling some of their past behaviors and some-
times justify already being sustainable or sacrific-
ing comfort in certain situations. 

- Relationship between personalisation and 
privacy

Some of the users could not directly correlate with 
how personalisation could be associated with 
privacy, while others were left in the dilemma of 
whether they wanted to share their data to benefit
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- Influencing factor of quantified stats 

Users like the fact that the stats provide forecasts 
and concrete information on how their choices af-
fect them in terms of costs for instance. Providing 
a sustainability ranking was perceived as a way 
to encourage competition in a neighbourhood. 
Although two users expressed scepticism over 
whether the forecasts will hold true after use.

             Normally these forecasts never materialise this 
way..

             It will definitely help me, I like the fact that it 
becomes transparent what appliances are used when and 
what the financial impact of that is.

             My god this is detailed - now this makes me 
think they know when I watch TV and when I charge my 
car.

- Transparency

All users felt that the information presented provid-
ed a sense of transparency towards the system. It 
reduces ambiguity of what the system intends to 
do. Users don’t feel like any information is hidden 
and the simplified, concise way the data is present-
ed help them develop trust in the system.

- Perception of technological capabilities

Participants were impressed that it was possible 
to compute some detailed information of appliance 
use. 6/7 participants were unaware that smart me-
ter data can be used for disaggregation. One of the 
users was visibly surprised and even slightly un-
easy about the level of detail the system could learn 
about his consumption.

- Overload of data

One of the participants expressed that she felt over-
whelmed looking at the data and would not want 
to interact with it or view it very often. Another par-
ticipant also agreed that all people, for instance, his 
partner would not want to look at complex data. 
Two participants stated that men are more likely to 

             I think if the data is used to help you and the 
environment, the forecast is based on my answers so I 
think its correct, so I will trust the system because it is a 
system..

- Control over privacy still unclear

Since most users still don’t understand the entire 
functioning of a smart meter, sometimes they are 
unwilling to give up their information. There needs 
to be more education provided on why and how 
the data is used to help maintain energy reliabili-
ty. They also feel like they need more control over 
which specific data they could share.

Exploration 3: Data visualisation of   
energy use

- Practicality of real time data

Participants feel they receive an efficient overview 
of their consumption. They like specific and action-
able advice( for eg. the information on a malfunc-
tioning refrigerator) and feel that it helps especially 
to track when multiple members are in the house 
for instance, when kids/teenagers consume pow-
er carelessly. It also provides a big picture view of 
how much energy is consumed throughout the day. 
Participants felt it created awareness on where the 
money is most spent and they could make appro-
priate changes to their usage. For the weekly rep-
resentation of the consumption data, the apparent 
benefit was not noted by the users. However, 3 
users stated that they would prefer the insights to 
be provided first followed by the more detailed in-
formation.
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- Interpretation of the graph

Overall most users perceived this to be a some-
what difficult graph to read primarily because it has 
multiple Y axises. However, they did understand 
that it was communicating how they performed 
with respect to the three factors that they had pri-
oritised. The lack of clarity came from the missing 
legends, prior education on the budgets set by the 
system and multiple axises. There was also a lack 
of context to the graph as it was only presented as 
a separate scenario rather than as part of an entire 
digital application. Participants were also curious 
about the math behind the graph. Overall, there 
needed to be additional information provided to 
support the readability of the graph.

Another issue that cropped up with the use of ex-
tensive data visualisation is the possibility of the 
novelty wearing out. Users might eventually stop 
viewing this data or find it less interesting with re-
peated use.

- Provision of comparative data

Peer data and other household data can again act 
as a good source of healthy competition and prompt 
people to try harder to achieve their sustainability 
goals. It added context to their performance and 
helped them reflect on whether they need to make 
more active changes. The comparison data with 
respect to previous months could also be useful 
in keeping track of how users progress or digress 
towards/from their goals. Although they would like 
data like the carbon footprint to be made more tan-
gible and also be able to view what factors affected 
those trends.

- Feeling of positive reinforcement

Providing factual patterns/insights like “ You have 
stayed within your budget 52% of the days” gives 
people a sense of achievement and progress. It be-
comes imperative for users to feel that they are do-
ing well in the goals they have set for themselves. 
Participants provided affirmation that they would 
like to continue to receive such positive trends from 
the system. The badges (values) on the sustainabil-
ity report add to the positive feeling as well.

-Sense of control and transparency

In the sustainability report, the ability to view the 
priorities that affect their goals and to make chang-
es to it adds to their feeling of transparency and 
control. The recommendation logs that track which 
advisory contributed to their score also help them 
reflect on which activities affected their overall con-
sumption and performance.

Exploration 4: Energy profile

             For a hobbyist you likes this it’s nice, for me if 
the novelty wears off I don’t think I’ll be looking at this a 
lot.

             People like to know they have done well - so I 
like the kind of language you use.

             If the goal is to just give transparency then it is 
fine, it is always nice to have it.. if there is a problem, or 
something you really want to improve you could do that.

           I like the community ranking - so it’s nice to be 
competitive and have a comparison- it gives a kind of 
reference frame, how much is a normal usage in a day etc.

-UI and interaction

The graphs although appeared complex, most us-
ers were able to comprehend what it communicated 
eventually. However, some icons appear too small 
or ambiguous. Users also expected quantified val-
ues of the cost of Kw available for the breakdown 
of appliances ie. see data in an interactive fashion.

 engage in data intensive visualisations like these. 
Overall, for some participants the data could feel 
cognitive overwhelming at first, but it is anticipated 
that it will not be so with repeated use.
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- Positive perception towards recommendations

Participants appreciate that the recommendations 
are designed to be short, precise and clear. They 
feel motivated to consider the advice given since 
it clearly gives the participant an idea of what they 
gain/lose from the action/activity. Visualising im-
pact proves to be a convincing way to motivate 
people to shift their energy consumption behavior. 
They feel that they have a sense of control or have 
a choice in whether they want to accept the recom-
mendations or not.

- Controlling the frequency and type of recom-
mendations

A general concern raised by three participants 
was about the frequency of the recommendations. 
They feel that it might be getting too frequent and 
do not want to add to the myriad of other notifica-
tions they receive from other devices. Participants 
however like that the ability to control/reschedule 
activities provide flexibility to adapt their needs vs 
the advice provided by the system. However, some 
users wanted to have control over how the recom-
mendations are received in terms of frequency, the 
type of recommendation and for what situations 
the recommendations are provided. For instance, 
users should be able to pick which appliances they 
want updates on, be able to choose the preferred 
timings to receive advice, or possibly decide they 
would want a report every three days instead of 
notifications.

            It’s nice to very clearly have the benefit.. that 
would give a concrete reason to do it.

Exploration 5: Designing 
recommendations

            I feel it can get intrusive because I don’t want 
another appliance in my house sending notifications.

             It is convincing, because you have clearly men-
tioned historical data etc, and also mentioned the 
consequences..

            So maybe they give priorities to certain applianc-
es that use a lot of energy and they have a few that they 
feel they can influence the usage.

- Transparency in recommendations

Participants found the recommendations convinc-
ing and understood why the recommendations 
were made. They also realize that the recommen-
dations are derived based on the intentions that 
they picked while setting up the system. Partic-
ipants also perceived that the system is trying to 
help them achieve their goals through the advice.

- Issues with committing to tasks

An interesting insight that came from the test was 
also in how participants don’t necessarily want to 
commit to scheduling some tasks because it might 
not necessarily fit well with other aspects of their 
unpredictable social lives. Users expect more free-
dom in terms of when they could do mundane ac-
tivities  for e.g  doing laundry for one particular par-
ticipant was more a matter of convenience when 
he would have put off doing the activity for a while.

- Perceived usefulness of each type of screen

All users interpreted the data visualisation on the 
homescreen appropriately. It was, however, diffi-
cult to intuitively know what the ‘heartbeat’ could 
mean. Between the two, users that had an inclina-
tion towards data preferred the data visualization 
perceived it to be useful. However, the ‘heartbeat’ 
was appreciated for its aesthetic appeal. The ideal 
balance would be to have the ‘heartbeat’ as an op-
tion for users who like abstract representations of 
data and could choose between which screen they 
want to have

Exploration 6: Homescreen exploration
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- More possible features that could be explored

The main purpose of the screen was to serve as 
an information panel that could communicate how 
much power the users were consuming throughout 
the day. However, users expected more features or 
controls from it. For instance, one participant want-
ed weather data to know if they would produce 
enough power through PV cells and possibly be 
able to control their heating, while another partici-
pant wanted to see their carbon footprint. 
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7.5.4 Survey Results
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How transparent does the system feel?

The intention of the system was quite clear to the 
users. They recognize that the system intends to 
help them with their goals and help them become 
more sustainable. Participants recognize that the 
questions are also a way to establish their intent to 
the system and that the system also tries to priori-
tise what the users need.

            I think it’s very well communicated because I 
understand what it wants to do and how it can help.

            Quite a lot you can do yourself, it shows the 
benefits , and because the information is clear it gives 
autonomy.

            A little bit difficult to trust.. it says it priorities , 
but with a system like this it is difficult to know, and you 
can’t trust the system that it would do it the right way, as 
a customer there is no good way to compare this.

            Yes I would trust it very much cause it’s machine 
learning , probably trust it more than myself.

Transparency was overall rated high as people felt 
that the system communicated efficiently what it 
was doing and why it was performing a certain 
action. However, two users were not entirely con-
vinced of how and where the data was used by the 
company.

            Because I am not sure what happens with the 
data, I don’t know if the company is using data only for 
this..
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How much autonomy do you feel when using the system? How much would you trust the advice given by the system?

Very well Very low Very high

Rating

Very low
Very high

Not at all Very much

All users agreed that the system was flexible and 
allowed users to control most aspects of the func-
tioning of the system. They continue to feel like 
they are the driver of the system and ask sufficient 
permission from the user to perform actions. How-
ever, one user suggested that they might want to 
give more control to the system.

Trust was also rated high by 5/7 participants. Par-
ticipants felt that they could trust the technology 
because it is data driven and involves machine 
learning. Although two participants were a little 
sceptical and wanted to know how they could as-
sure themselves that the system was indeed prior-
itising what they needed.
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7.5.5 Attrakdiff rating

Technical

Complicated

Impractical 

Unpredictable

Confusing

Conventional

Dull 

Undemanding

Discouraging

Human

Simple

Practical

Predictable

Clearly structured

Inventive

Captivating

Challenging

Motivating

123 1 2 30

The attrakdiff surveyq was taken by all seven par-
ticipants, they were also requested to explain why 
they provided the specific rating to get more insight 
into their thought process.

Most users felt the system was both technical and 
human, but leaned a bit more towards the technical 
side due to presentation of complex data. The sys-
ytem seemed simple enough to use, but it was ap-
parent that there would be a small learning curve, 
and people with technical backgrounds might need 
lesser effort to get acquainted with the system.

Participants also agreed that the system is practical 
in terms of helping them optimise their energy use 
and do good for the environment. They also felt the 
system would be predictable as long as it contin-
ues to do what it says and they understand what is 
happening with the system.

Additonally, the system was found to be inventive 
and captivating as most users havent seen a sys-
tem as extensive and detailed for energy use as 
this.

However, participants did feel that it would be 
slightly challenging to get accustomed to the sys-
tem’s behavior and the data presented to them.
Finally, users felt that it was encouraging and 
would motivate them to reconsider their energy 
use although they did not want it to come in the 
way of convenience.

Figure 2 :  Attrakdif results from iteration 3.
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7.5.6 Discussion and implication -
Iteration 3

The third iteration created the opportunity to gen-
erate some very rich insights on how people per-
cieved and interacted with the system. The state-
ments had the intended effect by helping users 
communicate how they wanted the system to work.
The tradeoff page was found to be extremely prac-
tical and useful for users to gauge system behavior 
and enabled more trust towards the functioning of 
the system. The energy disaggregation and con-
sumption data also added to the credibility of how 
and what contributes to the consumption and the 
costs. However, the weekly pattern of the system 
needed some additional elements to make it more 
intuitive.

Most particpants needed extra effort to understand 
the visualisation presented to users for how they 
were performing with respect to their goals. This 
scenario ideally would require more iterations in or-
der to make it more intuitive or simple for interpre-
tation. However, the comparison data and badges 
designed add a sense of gamification so that users 
are motivated to continue reaching their targets.
The recommendations give users a good sense of 
control and they get a concrete idea of why they 
need to follow the advise from the system.

Overall, the final design would constitute some 
changes based on the above insights and some 
additional recommendation of suggestions that 
would be included as part of the design. 

Moreover, the third iteration has lead to some inter-
esting overall insights that lead to the connecting 
several data that was collected from the literature 
review, user interviews, expert interviews and pre-
vious interations. These insights will be discussed 
in section 7.6.
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Overall insights
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7.6 Overall insights and
discussion 

The intention of the system was quite clear to the 
users. They recognize that the system intends to 
help them with their goals and help them become 
more sustainable. Participants recognize that the 
questions are also a way to establish their intent to 
the system and that the system also tries to priori-
tise what the users need.

- Capturing intentions

Using statements to capture intentions has been 
successful in getting an insight into what expec-
tations people have when using a system to mon-
itor their energy needs. The slight cognitive effort 
involved in reading through the statements is ef-
fective in putting users into a dilemma about what 
they truly want. It encourages users to consider 
what they would like to prioritise against other 
factors. An adding effect of the statements, is the 
implicit likelihood of users considering sacrificing 
or trading off one factor for another. For example, 
users without given the choice might not explicitly 
consider sacrificing a little comfort unless nudged 
to do so. Although it is still debatable whether 
these statements are indeed fully sufficient to cap-
ture every every spectrum of intention there is.  

- Tradeoffs for transparency

The presentation of tradeoffs becomes a strong 
point in contributing towards the system’s trans-
parency. It achieves in communicating the future 
intentions of the system clearly to the user. Users 
are plainly presented with the consequences (gain 
and lose) of their choices. It could prove to be use-
ful in reducing unexpected surprises that the users 
might face during system use and  provide a sense 
of comfort. The trade offs are a means to present 
how users’ intentions could be translated into sys-
tem behavior.

- Effects of mood/emotions on intentions 
and use

Emotions have not been given explicit focus 
throughout the iterations. However, the tests re-
vealed how moods or emotional aspects of a us-
er’s life might affect the way users might interact 
with the system. A user, for instance, stated that 
they might be more willing to sacrifice their com-
fort if they were in an overall positive mood. This 
includes the effect on the system behavior during 
user setup (state intentions or priorities) and also 
the effect on daily activities. The effect on mood 
during the setup could have considerable implica-
tions. This also brings to attention that intelligent 
systems need to be built to be more forgiving and 
compassionate towards humans. As stated by a 
participant: “After a long day, you sometimes just 
want to come home, cook, have dinner and sleep 
and don’t want to be told that I shouldn’t be doing 
something then”, there is a need to consider the 
imperfections of being human and the unpredict-
ability in their lives. This includes how a user might

- Redefining presentation of privacy

The intention of what a company would do with 
user’s data becomes an essential part of an im-
portant insight gathered through the tests was a 
demand or need to make complicated privacy re-
lated matters less complex and more accessible 
for users. There is a need to present users with a 
simplified version of how privacy looks like within 
the company and how/when/where/why the data 
is used for any purpose. This simplified version is 

only expected to co-exist complex legal documents 
and not meant to replace them. Instead, making 
privacy more accessible and interactive can be ex-
tremely beneficial in helping users feel a sense of 
trust towards the company image.
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- Balancing the sense of autonomy and con-
trol

The design currently provides several touch points 
during the scenarios to modify settings or change 
their mind about how the system should function 
for them. This includes both a chance to change 
their initial priorities during setup or after sever-
al months of use, or even their privacy setting if 
they find the system to be too intrusive. Providing 
a sense of control also contributes to the feeling 
of transparency and flexibility towards the system 
and the company’s intention. It moves away from 
the common dark UX patterns that loop users into 
an endless array of settings to modify even the 
simplest things.

- Power of data

Providing real time data to users has been a pow-
erful way to empower users in understanding their 
own behaviors or patterns. It makes the concept of 
everyday energy use more approachable and ac-
cessible. In addition to this, users felt a sense of 
autonomy i.e when equipped with real time data, 
they can make data-informed decisions to move to 
more sustainable behavior. In addition to this, data 
can act as a source for conflict resolution. When 
users are faced with confusing or unexpected en-
ergy bills (from interview data), now they can ful-
ly understand what contributed to their costs, re-
solve/negotiate with the company or even prevent 
the entire situation.

- Education about energy

As observed throughout the user tests, energy is 
not a very tangible concept for most people. It is 
an invisible utility most often taken for granted. 
Also, the lack of advertising or appealing informa-
tion about energy doesn’t help users connect with 
energy as an essential part towards sustainability. 
There needs to be a more systematic way to help 
users understand how energy is produced, how 
smart grids function and how smart meters work. 
They need to know how their energy use can im-
pact the entire system and hence why they need to 
adopt more sustainable practices. This could either 
by introducing small informative pieces into the 
energy recommendation systems itself or could be 
through better advertising or education provided 
by the company

 feel(emotionally) at a certain moment where they 
may not have the motivation to act sustainably or 
might just want to enjoy the comforts of their home 
without having to worry about acting responsibly. 
AI systems should then be able to avoid over pe-
nalising humans for being humans, adjust to pos-
sible anomalies and not constantly point out the 
shortcomings of the user behavior to avoid frus-
tration of users. This includes how hyper personal-
isation should not be designed to always be about 
crude recommendations or facts.tem behavior.

            It feels like I am still the driver, it has recom-
mendations and can opt not to follow it.

            Quite a lot of autonomy cause at different in-
stances it gives me more chance to change things , frankly 
would like to give the system more autonomy.

However, it did bring up the concern of too much 
control or autonomy. Providing too much control 
can make users feel overwhelmed. Users started 
to feel that they might have to interact with the 
system too often.This is especially common among 
novice users of smart systems who might have dif-
ficulties deciding for themselves what best works 
for them. In such cases, there needs to be a good 
balance of providing autonomy, but also possible 
defaults that the user can pick when unsure about 
their choices. In addition to this. Moreover, with 
long term use, giving more control to the system 

becomes a logical step especially when users begin 
to trust the system.
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- Leveraging data visualizations

Throughout the design process, frequent explora-
tion of data visualizations was performed. It was 
apparent that data visualisations are a powerful 
and effective way to represent otherwise boring 
numerical data. The data visualizations were often 
found to be engaging and interesting for users to 
explore. However, they can be overwhelming to 
users who are not familiar with reading graphs. 
Overall, there is still a need to simplify some of the 
visualisations to improve readability. In addition to 
that, there is always a possibility that the interac-
tivity of the visualisation can lose its novelty with 
long term use.

- Designing for adaptive interfaces

Different people required different resolutions of 
data. Although detailed data representations can 
be insightful and actionable for some people, most 
people preferred direct trends/insights or recom-
mendations that they could quickly act on. Howev-
er, it is the very presence of the detailed data that 
supports and adds trustworthiness to the insight/
recommendation provided by the system. For most 
users, as the novelty of interactive data wears out, 
they would just want the important information 
relayed quickly. An additional element to explore 
here is to see how adaptive interfaces could be 
used to provide different views of data to differ-
ent people(as in fluid assemblages) i.e users could 
potentially decide what kind of data they want the 
system to process for them and in turn the inter-
face that is presented to the users.

- Trust in AI

A dilemma that arose through the design tests was 
also the fundamental perception towards AI with 
respect to trust. There were polarities in how peo-
ple reacted towards the system and how it affect-
ed trust. 

There were two areas of trust that came up - do AI 
systems function correctly, and do the participants 
trust the intentions behind the system.

For instance, there were users who trusted the 
intelligent system because it was driven by ma-
chine learning and data e.g “I would trust it very 
much cause its machine learning , probably trust 
it more than myself” . Trust in system functionality 
is also heavily affected when a system does even 
the smallest mistake or misinterprets user needs 
i.e the system gets over penalised/criticised when 
it does not meet user expectations. This related to 
the level of familiarity people had with the AI do-
main: participants who were more aware of how 
AI worked seemed to feel more in control of the 
system, however also knows that what the system 
suggests may not be entirely true.

- Volatility of intentions

Different people required different resolutions of 
data. Although detailed data representations can 
be insightful and actionable for some people, most 
people preferred direct trends/insights or recom-
mendations that they could quickly act on. Howev-
er, it is the very presence of the detailed data that

 supports and adds trustworthiness to the insight/
recommendation provided by the system. For most 
users, as the novelty of interactive data wears out, 
they would just want the important information 
relayed quickly. An additional element to explore 
here is to see how adaptive interfaces could be 
used to provide different views of data to differ-
ent people(as in fluid assemblages) i.e users could 
potentially decide what kind of data they want the 
system to process for them and in turn the inter-
face that is presented to the users.

For example, one user who had participated both 
in Iteration 1 and 3 had picked “I want to save as 
much as possible on my energy bills” as a top pri-
ority in Iteration 1 but chose “ Saving money is not 
my highest priorty” in Iteration 3.
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At the same time, it terrifies them when they know 
that the system can learn so much about their be-
havior hence creating a negative emotion (reducing 
trust) towards AI based systems.It then becomes 
imperative to understand how one could balance 
the effect that well performing intelligent systems 
can have on users. 
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08
FINAL DESIGN AND 
RECOMMENDATIONS

The final design section creates another version of the design protptype based on the feedback 
recieved along with possible addition features or sections of the interface based on user need and 
feedback.

8.1 Final design interfaces
8.2 Bridging the intentionality gap
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Scenario 1 : Capturing intentions

8.1 Final design interfaces

1

1

1

User can access privacy related information to 
educate themselves on how data is used. 

5

5

Access to link of prototype :  https://www.figma.com/file/EqsxuVxHLtUfVDslPYxz8g/Prototype?node-id=0%3A1

https://www.figma.com/file/EqsxuVxHLtUfVDslPYxz8g/Prototype?node-id=0%3A1
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The absoluteness in the statements have been 
removed and in the following statements : “The comfort of 
my home is important to”, “I care about being sustainable”, “I 
would like personalised 
recommendations”, 

User is informed that he/she can always 
change aspects of the privacy settings anytime
later.

The interaction of selecting the options is made more appar-
ent.

User would need to be provided additional
information on what the specific data is used 
for, as shown in above example.

1

2

2

2

3

3

4

4
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Scenario 2 : Presenting tradeoffs
This page is followed by the setup from scenario 1. The profile of a user that prioritizes cost and comfort, but has a 

lower focus on sustainability with  low personalisation needs.

2

Users can still finalise how they want the system to work for 
them. The impact will change according to the changes.

11

The ‘Learn more’ feature would provide details on how the 
system calculates the quanitified values.

2

3

3 The Lisa’s(personal assistant) recommendation sections were 
replaced with the budget that the system would try to adhere 
to for user to act as goals for their intentions.
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The profile of a user that prioritizes comfort and sustainability, 
but has a lower focus on saving money with very high person-
alisation needs.

4

4 Each priority impact is supported 
by an example of how Lisa would 
act in a given situation to help us-
ers visualise what it would mean 
in reality.
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Scenario 3: Controlling privacy and recommendation settings
The system settings is a possible way to provide more nuanced control to the system for the users who need it. It includes a dedicated 
section for recommendations and privacy related data.

Users can decide to chose what kind of advise they want so 
that they are not interrupted with too many notifications hence 
reducing the burden of interaction. They can also choose to 
decide what kind of data the system processes and proceeds 
to provide as information or insights.

1

1

The privacy settings is a way for users to control what data is 
shared with their energy provider. They can also explore infor-
mation on how the data is share and managed by the com-
pany.

2

2
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Scenario 4: Energy consumption and disaggregation
Consumption data and appliance disaggregation play a big 
role in showing how the users are doing on a daily basis and 
can track their daily activities. Consumption and cost break-
down is clearly provided to give users a sense of transparency 
on what contributes to their bills. This is then supported by 
actionable insights on what they can improve.

1
1

2

Users can explore further by interacting with the graphs to see 
a more detailed/ quantified data associated with their 
consumption.

2

3 Users are informed that their appliances are
fighting for energy at certain times during the day 
and recommend specific activites to be shifted
around to reduce the load on the grid.

3
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A redesigned weekly disaggregation representation. The icons were 
removed and instead converted to similar timelines where users can 
click through appliances to active the timeline. This, however might 
still require further testing to validate the visualisation.
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Scenario 5: Energy profile

2

1 Users can reflect on how they are performing with respect to their goals 
by comparing their comfort, cost and sustainability factors with the bud-
get goal/budget set by the system based on the intentions captured. 
They can also viewed detailed reports for each factor, see positive or 
negative trends in their consumption and see community information 
for comparison.

Users wanted to also see more quantified comparison data on how 
they were doing with respect to other people. 

1

3

2

3 Users can read detailed reports of each factor, explore the 
badges they earned and see which priorties contribute to 
the current setup/behavior of the system. They can fur-
ther also decide to adjust these if they feel the current be-
havior does not fit their needs. In addition to this, they can 
track all the associated recommendation that they system 
had made for the user, if they followed/ignored the advice 
and what contributed to their sustainability score.
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Scenario 6: Recommendations

Three types of recommenadtions were designed :
update, recommendation, usage alert. Each serves it’s 
own purpose in informing users about a situation. 
It is supported with concrete reasons on why the recom-
mendation was made and how it benefits the user.

Icons are added to each benefit so that users can 
better associate what intention or priority was 
considered while the system provides the advice.
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Scenario 7: Homescreen design

The homescreen acts a real time data visualiser of the energy consumption 
and gives users a picture of their peak usages for an entire day. 

Since users had divided opinions about this abstract representation of power 
it is still kept a choice for users to set as screensaver.
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8.2 Bridging the intentionality gap

Attitudes /
Beliefs

Mental  
models

Goals

User 
Intentions

User behaving/acting upon.

Communicating intentions

Interpreting system 
intention/behavior

Personalised recommendations

Comfort
Cost savings
Sustainability
Privacy

Attitudes /
Beliefs

Mental  
models

Means 
of

Communication
Goals

Intentionality  
gap

User 
Intentions

Company 
Intentions

Comfort
Cost savings
Sustainability
Privacy

Energy provision
Reliability
Business
Customer service

Image 49:  The initial model of the various components identified between user and company intentions. 

Image 50:  Revisiting the model based on the insights gathered through design.



131

Digital 
Interface

 

Company 
Intentions

User behaving/acting upon..

Communicating intentions

Interpreting system 
intention/behavior

Personalised recommendations

Company learning 
user intentions

Materialised through..

Adapting personalisation 
system

Energy provision
Reliability
Business
Customer service

Adapting behavior

As seen in image 49, there is an intentionality gap  
that was identified between users and the com-
pany. Through the design process that gap is ad-
dressed by building a digital system that captures 
user intentions and in turn adapts to user needs.

In image 50, one can see that a user’s intention 
is influenced by their attitudes/beliefs, goals and 
mental models. Through the digital interface 
which is a materialisation of company inten-
tions, users can communicate their intentions. 
The company and and the system itself can learn 
about user intentions which can help to provide 
personalised recomendations but also adapt the 
system depending on how the user behaves/acts 
upon these recommendations. The users always 
percieves and interprets the system intentions/

behavior and can use the information provided by 
the system to reflect on their behavior. Further, 
they can adapt their intentions if they feel like 
the system behavior is not appropriate enough for 
them.
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REVISITING MULTI-INTENTIONALITY 
FOR DESIGNERS

This section finalises the thoughts around the reserach questions, states the contributions to 
design practicen and academic knowledge. It also discusses some of the limitations and unex-
plored aspects of the project. It then concludes on a personal reflection about the project.

9.1 Addressing research questions
9.2 Contribution to new knowledge
9.3 Contribution to design practice
9.4 Limitations/unexplored aspects
9.5 Personal reflection
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9.1 Addressing research
questions
This section revisits the research questions that 
were framed for the project and discusses the out-
comes for each.

RQ1 How can we capture the intentions, 
goals and preferences of users of home energy  
systems ?

In this system, we used statements act as the me-
dium for users to communicate their intentions 
through an interface to the system. The focus here 
is again on communicating the intention of use for 
the system rather than general intentions or over-
all goals. We explored intentions in four directions 
- comfort, cost, sustainability and privacy. This 
worked well with our participants - it gave them 
a framework for starting to think about complex 
questions, while keeping it concrete enough to re-
late to real behavioural change. From this perspec-
tive, the four profiles of intentions effectively can 
help indicate what the user might want to achieve 
with an home energy system and how they could 
modify the behavior to better fit their needs. 

RQ2 How can a home energy system commu-
nicate how the system will potentially behave 
based on user intentions ?

Explaining the consequences of user intentions and 
preference is a vital part of the design. A screen is 
solely dedicated to explaining the tradeoffs of the 
profile that they belong to by providing both quan-
tified data as well as examples of how the system 
would balance the three factors of comfort, cost 
and sustainability for the user. It provides an option 
to negotiate with the system what users would re-
ally like for themselves and what they are willing 
to accommodate in order to achieve their goals. 
Hence, presenting trade-offs become an important 
part of communicating to users how the system 
would behave after setup.

RQ3 How can a home energy system explain its 
actions and recommendations to users ?

Recommendations and advice are designed with 
enough communicative data to explain to users 
why the specific advice is provided by the sys-
tem. Users are made aware why they need to for 
instance schedule an energy intensive activity for 
later. It also incentivises the users by providing a 
concrete idea of how they could benefit from the 
recommendation. In the privacy sections, the sys-
tem also tries to explain why they need to share 
specific data to the system and the company and 
how the data is processed by the company to ben-
efit their customers. 

RQ4 How do end-users perceive the intentions 
behind a smart energy management system ?

The goal was to ensure that the system is perceived 
to have an intention of nudging users towards sus-
tainability. This was achieved, as most users iden-
tified that the system was trying to help them be-
come sustainable but at the same time prioritise 
their personal goals. However, it is also normal for 
users to perceive that the system has no intentions 
at all. Overall, the system was indeed perceived to 
have some form of positive intention and users did 
not feel uncomfortable about using the system.

RQ5 What are the aspects affecting users’ trust 
and perception of transparency with smart home 
energy systems ?

Data and concise communication information about 
system behavior proved to be very useful in build-
ing trust among users. Real-time data can be very 
powerful in helping users understand their own 
behavior and patterns of energy use. In addition to 
that, communicating information in simple, accessi-
ble ways and providing enough touch points for us-
ers to see what the system tracks and how it makes 
decisions proved to help increase the perception of 
transparency in the system.
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This project set out to investigate ways to present 
multi-intentionality in a real context. This involved 
taking new perspectives into account, understand-
ing the meaning of intentions in the context of en-
ergy and exploring ways to present them to users.

RQ6 How can users be supported in developing 
a sense of control with smart home energy sys-
tems?

Providing multiple touch points for users to adjust 
their needs and establishing that the users can al-
ways override the system’ recommendations is an 
effective way to provide more autonomy to users. 
The design gives sufficient touch points and op-
portunities across multiple scenarios so that the 
system appears flexible/less rigid to the users. Us-
ers feel that they have a choice in how the system 
behaves and are not forced into rigid settings that 
might make them feel like the system overtakes the 
user’s preferences/decisions. 

9.2 Contribution to new 
knowledge

- Intentions - the three perspectives

The three perspectives of intentions - psychology, 
human-computer interaction (HCI) and postphe-
nomenology brings a unique dimension to how 
intentions could take different meanings during 
different times during different parts of the inter-
action. To elaborate, the postphenomenology per-
spective becomes the highest level of abstraction 
taken with respect to multi-intentionality. Here, 
intention is perceived as ‘intention of use’ for the 
system as a whole. This is a primary focus while 
setting up the system and while negotiating trade 
offs with the system. The HCI perspective comes 
in when the system is more in use on an everyday 
basis. It examines whether the system indeed fits 
the mental model and the perception of use that

- Intentionality gaps

Identifying intentionality gaps is an essential part 
in bridging the gap of possible misinterpretation of 
intentions when multiple stakeholders are involved 
as participants in a system. Identifying these gaps 
and knowing what parts of the system needs leg-
ibility in order to create transparency and trust in 
the system acts as a starting point for designers 
to start exploring ways to clarify intentions of the 
system to potential end users.

- Perception of intentions from users

As explored through the iterations, the meaning of 
intentions often take a more simplified   
stance for users. Intentions are not implicitly as-
sociated with systems or even explicitly perceived 
by users on interaction. Intentions are rather per-
ceived through the brand image that the company 
stands for in their advertising platforms as well as 
through the service they provide. However, sys-
tems can still be designed to include the perception 
of having intent by using the right communicative 
language, presenting the right information, and de-
signing recommendations which are materialised 
through the interface.

- Negotiation and tradeoff as a means to 
represent system transparency

Creating a means to negotiate tradeoffs and pre-
senting tradeoffs for various intention profiles have 
a major positive effect in contributing towards sys-
tem transparency. Modern digital systems often 
don’t facilitate or help users understand how sys-
tem preferences would affect the various parame-
ters that interest users. Laying out these tradeoffs 
or consequences for choices and providing an

the user intends. The psychology perspective of in-
tentions is employed to create behavioral change 
in users towards a more sustainable behavior.



136

opportunity for them to still negotiate the behavior 
of the system contributes to the sense of control in 
users. In addition to that, it also contributes posi-
tively to the brand image of the company and its 
intentions.

The project also outlines some practical applica-
tions and insights that could be used by design-
ers in projects as a source of inspiration or starting 
point for further exploration.

This discussion provides briefly a look into some of 
the limitations of the project and some areas that 
remained unexplored.

9.3 Contribution to design 
practice

- Hyper personalisation for designing 
recommendations

The project aims to move away from abstract rec-
ommendations to concrete ones designed to con-
vince people to act in more sustainable ways. It 
explored ways to represent tangible benefits and 
explain why a certain recommendation is  made, 
making it relevant and actionable for users. It is 
also suggested that recommendations should be 
designed and adapted to fit the level of an inten-
tion profile i.e based on willingness and the likeli-
hood of user action and previous patterns of use.

- Long term and real world use

Due to limitations in timeline, it is unclear how a 
system built around intentions would perform in 
the long run. The prototypes were also only tested 
online and could not be deployed in the field due to 
Covid-19 restrictions.

- Data visualization

Although three iterations were performed, it is im-
portant to note that the data visualizations cannot 
be considered as the absolute solution or form of 
representation for the content intended. The rep-
resentation of the three factors - comfort, sustain-
ability and cost still requires multiple iterations and 
even more ideation to improve its readability and 
intuitiveness.

- Data visualizations in energy domain

Data has proven to be a powerful source of infor-
mation in the energy context. This is primarily be-
cause most energy providers don’t provide enough 
real time data about energy  consumption patterns. 
The project aims to provide not just overall con-
sumption but also breakdown or pattern use in an 
engaging and unique way so that users can anal-
yse their consumption behavior.

- Ways to add transparency, trust and 
control

The project explored some very practical ways to 
improve transparency, trust and provide a sense 
of control to the users. Introducing multiple touch 
points across the system to adjust or modify system 
actions can contribute to the sense of control to the 
users. Transparency and trust are largely driven by 
explaining system behavior, making consequences 
and benefits of user choice apparent, supporting 
the same with real time data and using the appro-
priate communicative language. In addition to that, 
making privacy related information accessible and 
coherent adds to the feeling of user trust.

9.4 Limitations/Unexplored 
aspects
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- Could mult-intentional interaction be 
physical?

There was no exploration performed on what 
multi-intentionality could be like in physical form. 
The digital interface was primarily chosen as it was 
the best way to represent complex data. 

- Programming logic

The design was always developed on the under-
lying thought of how intentionality could be pro-
grammed or made into an algorithm. Therefore, 
some parts of how this could be made more tan-
gible is clear, however there still needs more ex-
ploration/research on how well subjective aspects 
like comfort could be programmed into a system. 
There is also the risk of the system having a bias 
and hence an uncertainty of whether the system 
really is prioritizing what the users want.

- Completeness of the digital system

The project explores the digital interface through 
multiple scenarios. However, the entire digital sys-
tem is not built due to time constraints. Ideally, the 
entire navigational flow and information architec-
ture (along with supporting interfaces) of the en-
ergy management system would be designed in a 
non-academic setting.

9.5 Personal reflection
The project has been an interesting journey right 
from the start to end. There are plenty lessons 
and some ‘goals’ which I was able to ‘intentionally’ 
achieve through the constraints of the project.

- Multi-intentionality? 
I was initially somewhat apprehensive about ex-
ploring a completely new topic that did not have a 

lot of prior research or projects on. It was some-
times hard to wrap my head around some of the 
very philosophical angles that multi-intentionality 
took. Moreover, it being an abstract subject, the 
main challenge was trying to make it as concrete 
as possible and most importantly trying to simplify 
it to users. However, this proved to be increasingly 
exciting as I went about the intial research phase 
and I felt confident that it could be shaped into 
something more tangible. It could also be luck that 
I got the right insights or the right ideas at the right 
time, but I’m glad it did indeed all fall into place. 

- Research through design
When Elisa suggested that I try the research 
through design methodolgy, I was worried. My 
previous experiences with the methodology was 
not all that pleasant. But, I am glad that I decided 
to trust her and give the research method another 
try. I happened to enjoy the process and now feel 
more confident in it. Although there was uncertain-
ity associated with the process, it proved the most 
appropriate and helpful in tackling the design chal-
lenge I had.

- Love for designing for AI
A main reason for picking this topic was my inter-
est in AI technology and designing responsibly for 
it. Working with Deus and exploring human-cen-
trerd AI and multi-intentionality has only strength-
ened my interest and drive to continue working in 
the field. I feel there is huge potential to make pos-
itive impact by designing for artificial intelligence 
effectively.

- Decision making and thinking
Often I can get indecisive, confused or fearful of 
missing out things or details or the need to find an-
swers right away. This also includes a very high 
expectation from myself in delivering and pushing 
for more in little time. I tried to control this personal 
obsession a little more in the project journey and 
tried to make more solid descions during each iter-
ations. That involved letting go of some ideas and 
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willing to rework or rethink things and accept feed-
back. This, of course was only possible due to my 
kind supervisors who were very positive through-
out the discovery and design stages and did not in 
the slightest way add any mental stress to me. This 
project has helped me gain more conviction over 
my process and skills as a designer.

- Growth in analysis
I felt that the biggest leap I had in terms of my skill-
set was in my analysis process. When I reflect back 
on some of the other projects at TUDelft, I realise 
that my thesis provided a great opportunity for me 
rethink and relearn my way of analysis. For the first 
time, I found myself being able to beautifully con-
nect insights right from the literature research to 
the various iterations and uncover more insights 
through those connections. I am certainly proud 
that I was able to add richness to the insights 
gained. 

- Management skills
The thesis was done at a time when things were 
personally very difficult for me. I wasn’t at my best 
or productive self. There were several days or mo-
ments when I couldn’t make any progress or get 
any work done. Inspite of all that, I made it. This 
was a great reminder of my resilience, persistence 
dedication and sense of committment. 

- Wishes
I wish I had more time to further several an-
gles about the research. It felt like the thesis had 
opened up more questions and possible areas of 
research. I would have loved to find answers to all 
those questions. I had also hoped for a chance to 
do some physical prototyping but the interfaces 
themselves consumed so much time because of 
the complexity of the domain and topic itself.



139

REFERENCES



140

Albarracín, D., Sunderrajan, A., Lohmann, S., Chan, M. P. S., & Jiang, D. (2018). The psychology of attitudes, 
motivation, and persuasion. In The handbook of attitudes (pp. 3-44). Routledge.	

Amershi, S., Cakmak, M., Knox, W. B., & Kulesza, T. (2014). Power to the people: The role of humans in inter-
active machine learning. Ai Magazine, 35(4), 105-120.

Baumgartner, H., & Pieters, R. (2008). Goal-directed consumer behavior. In C. P. Haugtvedt, P. M. Herr, & F. R. 
Kardes (Eds.), Handbook of consumer psychology (pp. 367–392). New York, NY: Psychology Press. 	

Bellotti, V., & Edwards, K. (2001). Intelligibility and accountability: human considerations in context-aware 
systems. Human–Computer Interaction, 16(2-4), 193-212.
	
Blackwell, A. F. (2002, September). First steps in programming: A rationale for attention investment models. 
In Proceedings IEEE 2002 Symposia on Human Centric Computing Languages and Environments (pp. 2-10). 
IEEE.

Cakmak, M., Chao, C., & Thomaz, A. L. (2010). Designing interactions for robot active learners. IEEE Transac-
tions on Autonomous Mental Development, 2(2), 108-118.

Colman, A. W., & Leung, Y. K. (2000). Using intentional models for the interface design of multi-level systems. 
International journal of human-computer studies, 52(6), 1007-1029.

Dobbyn, J., & Thomas, G. (2005). Seeing the light: the impact of micro-generation on our use of energy. Lon-
don: The Hub Consultants, on behalf of the Sustainable Consumption Roundtable 

Dudley, J. J., & Kristensson, P. O. (2018). A review of user interface design for interactive machine learning. 
ACM Transactions on Interactive Intelligent Systems (TiiS), 8(2), 1-37.

Fang, X., Misra, S., Xue, G., & Yang, D. (2011). Smart grid—The new and improved power grid: A survey. IEEE 
communications surveys & tutorials, 14(4), 944-980.	

Fishbein, M., & Ajzen, I. (1975). Belief, attitude, intention and Behavior: An introduction to theory and research. 
Reading, MA: Addison-Wesley. 

Fogarty, J., Tan, D., Kapoor, A., & Winder, S. (2008, April). CueFlik: interactive concept learning in image search. 
In Proceedings of the sigchi conference on human factors in computing systems (pp. 29-38).

Funk, M., Chen, L. L., Yang, S. W., & Chen, Y. K. (2018). Addressing the need to capture scenarios, intentions 
and preferences: Interactive intentional programming in the smart home. International Journal of Design, 12(1), 
53-66.

Geelen, D., & Keyson, D. (2012). Using Energy: Beyond Individual Approaches to Influencing Energy Behavior. 
The Power of Design: Product Innovation in Sustainable Energy Technologies, 229-242.

​​Geelen, D., Reinders, A., & Keyson, D. (2013). Empowering the end-user in smart grids: Recommendations for 



141

the design of products and services. Energy policy, 61, 151-161.

Giaccardi, E. (2020). Casting things as partners in design: Towards a more-than-human design practice. In 
Relating to Things: Design, Technology and the Artificial (pp. 99-132). Bloomsbury Academic.

Guillory, A., & Bilmes, J. A. (2011, January). Simultaneous learning and covering with adversarial noise. In 
ICML.	
	
Horvitz, E. (1999, May). Principles of mixed-initiative user interfaces. In Proceedings of the SIGCHI conference 
on Human Factors in Computing Systems (pp. 159-166).

IEA. (n.d.-a). The Netherlands 2020 – Analysis. Retrieved February 20, 2021, from https://www.iea.org/re-
ports/the-netherlands-2020

IEA. (n.d.-b). Digitalization and Energy – Analysis. Retrieved February 4, 2021, from https://www.iea.org/re-
ports/digitalisation-and-energy

Ihde, D. (1995). Postphenomenology: Essays in the postmodern context. Northwestern University Press.

Kopetz, C. E., Kruglanski, A. W., Arens, Z. G., Etkin, J., & Johnson, H. M. (2012). The dynamics of consum-
er behavior: A goal systemic perspective. Journal of Consumer Psychology, 22(2), 208–223. https://doi. 
org/10.1016/j.jcps.2011.03.001 
	
Kroesen, M., Handy, S., & Chorus, C. (2017). Do attitudes cause behavior or vice versa? An alternative concep-
tualization of the attitude-behavior relationship in travel behavior modeling. Transportation Research Part A: 
Policy and Practice, 101, 190-202.d

Liscio, E., van der Meer, M., Jonker, C. M., & Murukannaiah, P. K. (2021). A Collaborative Platform for Identifying 
Context-Specific Values.

Mennicken, S., & Huang, E. M. (2012, June). Hacking the natural habitat: an in-the-wild study of smart homes, 
their development, and the people who live in them. In International conference on pervasive computing (pp. 
143-160). Springer, Berlin, Heidelberg.

Morwitz, V. G., & Munz, K. P. (2021). Intentions. Consumer Psychology Review, 4(1), 26-41.

Norman, D. A. (1994). How might people interact with agents. Communications of the ACM, 37(7), 68-71.

Norman, D. (2009). The design of future things. Basic books.

Nyborg, S., & Røpke, I. (2013). Constructing users in the smart grid—insights from the Danish eFlex project. 
Energy Efficiency, 6(4), 655-670.

Pierce, J., & Paulos, E. (2012, May). Beyond energy monitors: interaction, energy, and emerging energy sys-
tems. In Proceedings of the SIGCHI Conference on Human Factors in Computing Systems (pp. 665-674).



142

Pieters, R., Baumgartner, H., & Allen, D. (1995). A means-end chain approach to consumer goal structures. In-
ternational Journal of Research in Marketing, 12(3), 227–244. https://doi.org/10.1016/0167- 8116(95)00023-
U 	

Redström, J., & Wiltse, H. (2015). Press Play: Acts of defining (in) fluid assemblages. Nordes, 1(6).

Redström, J., & Wiltse, H. (2018). Changing things: The future of objects in a digital world. Bloomsbury Pub-
lishing.

Riemann, R. (2019, October 16). TechDispatch #2: Smart Meters in Smart Homes. European Data Protec-
tion Supervisor. https://edps.europa.eu/data-protection/our-work/publications/techdispatch/techdispatch-2-
smart-meters-smart-homes_en

Rogers, Y. (2006, September). Moving on from weiser’s vision of calm computing: Engaging ubicomp experi-
ences. In International conference on Ubiquitous computing (pp. 404-421). Springer, Berlin, Heidelberg.

Rosenberger, R. (2014). Multistability and the agency of mundane artifacts: From speed bumps to subway 
benches. Human Studies, 37(3), 369-392.

Rosenberger, R., & Verbeek, P. P. (2015). A field guide to postphenomenology. Postphenomenological inves-
tigations: Essays on human-technology relations, 9-41.

Rosenthal, S. L., & Dey, A. K. (2010, February). Towards maximizing the accuracy of human-labeled sensor 
data. In Proceedings of the 15th international conference on Intelligent user interfaces (pp. 259-268).	

Schwartz, S. H. (2012). An overview of the Schwartz theory of basic values. Online readings in Psychology 
and Culture, 2(1), 2307-0919.

Searle, J. R., Brown, G., & Willis, S. (1984). Minds, brains, and science. Harvard University Press.

Smart Energy International. (2014, April 2). Smart meters: Netherlands plans 15m roll out. https://www.
smart-energy.com/regional-news/europe-uk/smart-meters-netherlands-plans-15m-roll-out/

Snow, S., Auffenberg, F., & Schraefel, M. C. (2017, May). Log it while it’s hot: Designing human interaction 
with smart thermostats for shared work environments. In Proceedings of the 2017 CHI Conference on Human 
Factors in Computing Systems (pp. 1595-1606).

Stappers, P. J., & Giaccardi, E. (2017). Research through design. In The encyclopedia of human-computer in-
teraction (pp. 1-94). The Interaction Design Foundation.

Statistics Netherlands. (2021, June 9). Three-quarters of Dutch concerned about impact of climate change. 
https://www.cbs.nl/en-gb/news/2021/22/three-quarters-of-dutch-concerned-about-impact-of-climate-
change



143

Strengers, Y. (2014). Smart energy in everyday life: are you designing for resource man?. interactions, 21(4), 
24-31.

Straub, A., & Volmer, E. (2018). User’s perspective on home energy management systems. Environments, 
5(12), 126.

Stumpf, S., Rajaram, V., Li, L., Burnett, M., Dietterich, T., Sullivan, E., ... & Herlocker, J. (2007, January). Toward 
harnessing user feedback for machine learning. In Proceedings of the 12th international conference on Intelli-
gent user interfaces (pp. 82-91).

van Dam, S. (2017). Smart energy management for households.

Van Elburg, H. Monitor Energiebesparing Slimme Meter; Rijksdienst voor Ondernemend Nederland: Utrecht, 
The Netherlands, 2014.

Wikipedia contributors. (2021a, June 25). Demand response. Wikipedia. https://en.wikipedia.org/wiki/De-
mand_response

Wikipedia contributors. (2021b, August 13). Smart grid. Wikipedia. https://en.wikipedia.org/wiki/Smart_grid

Wiltse, H. (2020). 12 Revealing relations of fluid assemblages. Relating to Things: Design, Technology and the 
Artificial, 239.	

Yang, Q. (2017, March). The role of design in creating machine-learning-enhanced user experience. In 2017 
AAAI spring symposium series.

Yang, R., Newman, M. W., & Forlizzi, J. (2014, April). Making sustainability sustainable: challenges in the design 
of eco-interaction technologies. In Proceedings of the SIGCHI Conference on Human Factors in Computing 
Systems (pp. 823-832).

Resources/Assets:
freepik.com, flaticon.com, thenounproject.com



144

DESIGNING FOR 
TRANSPARENT INTENTIONS 
IN AI POWERED ENERGY SYSTEMS

Meenu Sara Mathai Reji
MSc Design for Interaction
Master thesis report

Delft University of Technology
Faculty of Industrial Design Engineering

August 25, 2021


