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1
Introduction

The research context and the motivation behind this research project are given in Sec. 1.1. Next, some of the
related research works are presented in Sec. 1.2 and the contributions of this research work are listed in Sec.
1.3. In Sec. 1.4.1, the research objective and the research questions are presented. Finally, the report outline
is given in section 1.5.

1.1. Research context and motivation
An actuator is a part of a machine which can control and propel it, by the virtue of opening and closing a
valve. Various actuator types are available in the market and can be classified based on their working princi-
ple as hydraulic, electric, pneumatic, thermal, twisted and coiled polymer (TCP), thermal and magnetic. The
first use of hydraulic and pneumatic actuation system dates back to the first world-war. Hydraulic actuators
harness the power of fluid to create either a linear, oscillatory or rotatory kind of motion. These actuators can
generate considerable amount of force due to the incompressible property of fluids [40]. Some of the indus-
trial applications require these actuators to be either a single-acting type, where the pressure is applied only
on one side or a double-acting type, where the pressure acts on both the sides [6]. Pneumatic actuators on
the other hand, utilize atmospheric air as it working medium, which is compressible [35]. Electric actuators
are also one of the most widely used actuators in the market [14]. They work on the principle of conversion of
electrical energy into mechanical energy. Most of the electric motors are fitted with various sensors to ensure
a good closed-loop performance.

Pneumatic actuators have many advantages to offer, over their electric and hydraulic counterparts. For
instance, the power generated by a pneumatic actuator is greater than an equivalent weight of hydraulic or
electric actuator [70]. This is advantageous for many industries where enough space is not available for bigger
equipment. As the pneumatic actuators use air as its working medium, there is no leakage of any harmful
industrial fluid into the environment, unlike hydraulic equipment [70]. External leakage can further lead to
wear and tear of the hydraulic equipment, thus reducing its operating life. Thus safe and clean actuation is
possible in pneumatic actuators, by only utilizing atmospheric air supply. Depending on the external load
and type of equipment, electric actuators might require a large flow of electric current to pass through their
circuits which can be hazardous, if care is not taken. But this is not the case with pneumatic actuators, which
are much safer to operate, due to its requirement of less supply current. Besides this, the viscosity of hydraulic
fluids [68] is high, when compared to the negligible viscosity of air. In spite of having these advantages,
pneumatic technology is not being harnessed efficiently in industries and for other applications, due to a few
of its major shortcomings. One of the issues with these actuators is their highly nonlinear behaviour, due to
the compressibility of air and the switching dynamics of air-flow through a pneumatic valve [73]. The other
issue is the friction force which acts between the piston and cylinder [54] that makes it difficult to implement
high-precision control in these actuators. The connecting tubes that lets the air to flow from the valve to
cylinder are a source of time-delay and attenuation, due to which the bandwidth of the controlled system
gets reduced, thus reducing its overall speed of operation.

1



2 1. Introduction

1.2. Related work

Over the past thirty years, a number of controllers have been designed to utilize the pneumatic technology in
the best possible way, as discussed here. Pole placement is one of the first developed controllers for a pneu-
matic actuator [52], but the limitations of the dynamic model and hardware forced the feedback gains to be
high. Very high control gain creates extra burden for the actuators, which might also lead to its breakdown.
Following the work done in [52], fixed-gain linear controllers are developed in [47] and [49]. Various adaptive
control methods have also been explored to estimate the unknown model parameters and thus get a better
control performance [62], [88]. Sliding-mode control has also been implemented for the control of pneu-
matic actuators such as in [89] and [71]. Techniques of backstepping controller design have also been ap-
plied for the control of pneumatic actuators [80], [69]. The comparison of some of these nonlinear controllers
have been done with conventional linear controllers by considering their respective Root Mean Square Error
(RMSE), which shows improvement over the conventional linear control techniques, and in some applica-
tions, the useful benefits of different controllers have been combined such as adaptive with backstepping
controller [70]. Modern control theory such as artificial neural networks and genetic algorithm are developed
recently, as compared to classical control and has since then been used for the control of pneumatic actua-
tors [20], [18]. The performance and the accuracy of pneumatic actuators have increased over the past few
years due to application of the above-mentioned control techniques and as such are replacing the electric and
hydraulic actuator in Stewart platform-based flight simulators [48], [7]. However, most of the commercially
available pneumatically-driven Stewart platform are of miniature scale, because of implementation issue in
large pneumatic systems.

As mentioned previously, a model of pneumatic actuator is highly nonlinear and also difficult to obtain
accurately. This obviates the widespread use of model-based control techniques for its application, as its
performance might degrade on changing parameters such as external load and friction force. In some cases,
model-based control techniques demand an iterative process [5] to identify an accurate model of the system,
which also requires immense validation and verification at the end. The occurrence of chattering in sliding
mode control [62] can cause wear and tear of actuator components, and thus require careful measures to
preclude such a phenomenon. Besides this, some of the adaptive and modern control techniques usually
require costly hardware equipment, capable of performing a number of computationally complex operations
[51].

1.3. Contribution

Recent developments on incremental nonlinear dynamic inversion (INDI) control have led to its widespread
use for aerospace control applications [77], [78]. INDI combines the advantages of incremental form with that
of a model-based NDI controller, to result in a more robust controller that relies less on the system model
and depends more on the accuracy of sensor feedback. The implementation of INDI does not involve any
complicated processors, unlike the controllers based on model predictive control (MPC) and artificial neural
network (ANN) [51]. INDI being a sensor-based technique relies on the accuracy of sensor feedback, which
carries information about the unmodelled system dynamics in the controller [78]. The other important fac-
tor that is crucial for the efficient performance of INDI is the time synchronisation of various time-delays
in both the plant model and sensors. These factors make the implementation of INDI on a pneumatic ac-
tuator difficult and there is no available research work which exploited INDI control for such applications.
This necessitates additional research on the components of a pneumatic systems such as its two chambers,
inactive volumes at the end of each chamber, connecting tubes and its time-delay, valve and piston dynam-
ics. Thus, the major contribution of this research project is to investigate these pneumatic characteristics
and implement INDI controller on a pneumatic system. The considered system will be a long-stroke pneu-
matic cylinder that is capable of actuating the SIMONA flight simulator of the Delft University, and thus it also
serves as a motivation behind our first contribution. Besides this, a number of industrial-standard pneumatic
cylinders utilize PID controllers [54], [6], mainly due to its simplified implementation approach, compared
to other nonlinear controllers. However conventional linear controllers do not give efficient performance
across all the operating conditions [52], without further modification. Therefore, a second contribution of
this research project is to implement PID and investigate the benefits of incremental control approach over
it, in context of pneumatic actuation. These control techniques will be compared in the presence of realistic
sensor noise and conditions of varying external load.
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1.4. Research formulation
A research framework has been formulated in order to accomplish this research project, such that the effec-
tiveness of pneumatic actuators can be demonstrated for its use as a commercial flight simulator.

1.4.1. Research objective
The main research objective is formulated as follows:

Research Objective : The research objective is to increase the position-tracking accuracy of a pneumatically
driven system with respect to a conventional linear controller, by designing an incremental nonlinear dynamic
inversion (INDI) controller which is simple to implement and relies less on the system dynamics.

The pneumatic system dynamics considered for designing a controller should account for the actual physical
phenomenons, so that the final controlled system can be used commercially in industries. Furthermore, the
performance of the designed incremental controller will be compared with that of a Proportional-Integral-
Derivative (PID) controller, which is chosen as the baseline controller for comparison with INDI. PID is cho-
sen as the baseline for comparison, as a number of commercial industries relies on PID for controlling their
pneumatic systems [54], [6]. Therefore, this comparison will try to highlight some of the possible advantages
of INDI over PID controller, and thus stress the importance of incremental controller for industrial applica-
tions that utilize pneumatic actuation technology.

1.4.2. Research questions
The research objective is then used to frame a main research question, which is divided into a number of
sub-questions. A satisfactory response to the central question will require proper and accurate answers to all
its sub-questions. The main research question is formulated as follows:

Research Question : How can an incremental control law (INDI) be designed for controlling a pneumatic
actuator with highly nonlinear and uncertain dynamics, such that the position tracking accuracy of such a
system increases with respect to a conventional linear controller ?

The research sub-questions are given as follows:

1. How to describe the dynamics of a pneumatic system ?

(a) What are the various components of a pneumatic system and what are its working principle?

(b) How can the dynamics of each of these components be described using mathematical models?

(c) How to choose the various parameters in these set of equations, such that it replicates an actual
hardware and also suits our application?

2. How to implement incremental control for a pneumatic system ?

(a) What measures are needed in order to implement INDI controller on a long-stroke pneumatic
cylinder ?

(b) How does the designed controller take into account the various physical phenomenons associated
with an actual hardware ?

(c) How can a conventional INDI controller be augmented for improving the tracking performance
of a pneumatic system ?

3. How to check the robustness and any limitations of the designed controller ?

(a) How to introduce uncertainty and noise in the system dynamics, while performing the simula-
tions ?

(b) When does the controlled system becomes unstable and starts to degrade its performance ? Can
the stability of the controlled system be proved ?

(c) What are its limitations, in terms of fidelity of a flight simulator ?

4. What measures are needed for comparing the performance of INDI with a baseline PID controller ?



4 1. Introduction

(a) How to implement PID controller for a long-stroke pneumatic cylinder ?

(b) Which tasks should the controlled system perform, such that it gives a fair comparison of both the
controllers ?

(c) What metrics are needed for comparing the tracking results of the two controllers ?

Some of the above-mentioned research questions are answered while performing the preliminary research.
The rest of the unanswered questions will be analyzed during the masters thesis phase. The solutions to the
answered questions and some more recommendations are provided at the end in chapter 5.

1.5. Report Outline
The report is split into three parts. The scientific article is presented in part I. Following it, part II contains the
performed literature study and consists of three chapters. Chapter 2 describes the modelling of pneumatic
system, which includes the dynamics of piston and rod, model of the cylinder chambers, valve-spool dynam-
ics and the mass flow-rate through a connecting tube. It then discusses the dynamical modelling of a Stewart
platform using Newton-Euler’s equation. Finally this chapter reviews the state-of-the-art on pneumatic sys-
tems, which includes both the actuator and parallel robots. Various controllers which have been designed for
different pneumatic systems are also presented here. Finally, chapter 3 evaluates the state-of-the-art on in-
cremental control and discusses some of its applications, issues and improvements. Moreover, the concepts
and formulation of both NDI and INDI are also discussed in this chapter.

Next, chapter 4 of part II contains the performed preliminary study, which involves designing a PID and
INDI controller for a pneumatic actuator. An INDI controller is initially designed with only piston-position
feedback, and then the other formulation of INDI uses both position and pressure feedback. Some of the real-
world physical phenomenons are also taken into consideration such as the deviation of the mass-flow rate
due to the dynamics of connecting tubes, actuator dynamics and friction forces. Finally, part III draws some
conclusion and recommendations based on the performed research work and it also answers the research
questions mentioned in this chapter.
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Incremental Nonlinear Dynamic Inversion
Control of Long-Stroke Pneumatic Actuators

Hemjyoti Das

Abstract

Pneumatic cylinders provide an environment-friendly actuation means by minimizing the leakage of any harmful industrial
fluids, as occurs for hydraulic actuators. Thus, pneumatic actuators require less maintenance, compared to hydraulic actuators.
Moreover, for a similar weight of hydraulic actuator, the cost of a pneumatic actuation system is less. However, pneumatic
actuation has not been utilized widely for industrial applications due to its highly-nonlinear nature. The compressibility property
of air, friction forces in the cylinder and the switching dynamics of air flow-rate through the valve are some of the causes for this
non-linearity. Therefore, these characteristics can often make the implementation of a model-dependent controller for a pneumatic
system difficult. Incremental nonlinear dynamic inversion (INDI) is a control approach which uses less plant-model information,
and is thus inherently robust to mismatches in the known plant-model, and also to external disturbances. INDI has recently gained
popularity, especially in the aerospace-control research community, but it has never been implemented for controlling a pneumatic
system, which necessitates additional research. Therefore, developing an incremental nonlinear controller for a pneumatic system
is the main focus of this research article which is accomplished by utilizing a cascaded-control approach, where the inner-loop
INDI tracks a given force and the outer-loop NDI is for controlling the piston-position. Moreover, realistic sensor noises have
been added in the simulation and the robustness of incremental approach is demonstrated with respect to a baseline PID controller.
Besides this, the external load attached to the cylinder-piston is increased by five times and also made variable, in order to show
the effectiveness of the incremental control approach. Furthermore, a first-order filter is used for attenuating the sensor noise and
the pneumatic valve is simulated using a first-order model. Finally, a series of recommendations is discussed at the end, for future
works.

Index Terms

Pneumatic Actuator, Incremental Nonlinear Dynamic Inversion, INDI, Robust Control, Long-Stroke Pneumatic Cylinder,
Cascaded-Control, Force-Control, Position-Control, NDI, PID

NOMENCLATURE

PA Chamber A pressure
PB Chamber B pressure
ML Mass of external load
Mp Mass of piston
AA Chamber A area
AB Chamber B area
Pa Ambient atmospheric pressure
Ar Area of piston
Fsf Static friction coefficient
Fdf Dynamic friction coefficient
R Ideal gas constant
T Room temperature
k Specific heat ratio
ṁin,i Mass inflow in chamber i
L Total stroke length
ṁout,i Mass outflow from chamber i
Cf Discharge constant

Av Area of orifice-opening
Pu Upstream pressure
Pd Downstream pressure
Pcr Critical pressure
xs Valve-spool displacement
τ Valve time-constant
x Piston position
ẋ Piston velocity
Lt Length of connecting-tube
c Speed of sound
Rt Resistance of connecting-tube
Abbreviations
NDI Nonlinear Dynamic Inversion
INDI Incremental Nonlinear Dynamic Inversion
SRS SIMONA Research Simulator
SIMONA SImulation, MOtion and NAvigation Institute
PID Proportional Integral Derivative
RMSE Root Mean Square Error

I. INTRODUCTION

An actuator is a very important component of many machines. It helps a machine achieve the desired motion, by converting
different forms of energy into a mechanical movement. Hydraulic [1], electric [2] and pneumatic [3] actuators are some of the
common means of actuation, for controlling a machine. The SIMONA Research Simulator (SRS) [4] at Delft University of

Hemjyoti Das is a graduate student at the Control and Simulation Group at the Faculty of Aerospace Engineering at Delft University of Technology
Kluyverweg 1, 2629HS Delft, the Netherlands
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Technology currently uses six hydraulic actuators for generating high-fidelity motion cues. The power of a hydraulic actuator
is more than a electric actuator of similar-weight, and also provides high stiffness [5]. Moreover, the performance of hydraulic
actuators under conditions of high external load is very satisfactory [6]. However, pneumatic actuators offer many advantages,
over their hydraulic counterparts. The working medium of a pneumatic actuator is compressed-air [6], whereas hydraulic
cylinders use a mineral oil based-fluid. These hydraulic fluids leak into the environment and can become a major source of
pollution [7]. This external-leakage might further lead to internal-leakage and also wearing of the cylinder components [8].
These shortcoming of an hydraulic actuator can be overcome by replacing it with a much safer pneumatic actuation. Thus,
pneumatic actuators require much less maintenance, compared to hydraulic actuators and therefore, it can be economically
beneficial for a number of industries.

Moreover, the operating condition for most long-stroke hydraulic cylinders is around 100 bar [9], whereas most industrial
pneumatic cylinders are certified for a maximum supply pressure of 5 bar [10]. In spite of having the above-mentioned
advantages, pneumatic technology is not being harnessed efficiently in industries and for other applications, due to few of its
major shortcomings. One of the major issues with these actuators is their highly nonlinear behaviour, due to the compressibility
property of air [6]. Moreover, the flow of air can be further classified as either supersonic or subsonic, depending on the ratio
of upstream and downstream pressure [11]. So the dynamics of air-flow keep switching, depending on the cylinder’s chamber
pressure. This becomes a issue with model-based controller, in order to generate precise tracking response. The other major
nonlinearity in pneumatic system dynamics is their friction, which includes viscous and Coulomb friction forces [10]. The
dynamic-friction forces depend on the direction of piston-velocity and therefore it results in constant switching near the zero
piston-velocity. Finally, the tubes connecting the pneumatic valve to the cylinder are a source of attenuation and time-delay in
the mass-flow rate of air. The time-taken by the input-wave to reach from valve to the end of the tube is directly proportional
to the length of tube [11].

Over the past forty years, a wide range of control techniques have been implemented to utilize pneumatic technology in the
best possible way. Pole-placement is one of the first developed controllers for a pneumatic actuator [12], but the limitations
of the dynamic model and hardware forced the feedback-gains to be high. High control-gain creates an extra burden for the
actuators, which can also sometimes lead to their breakdown. Various adaptive control methods have also been explored to
estimate the unknown model parameters [13], [14], in order to get a better control performance. Techniques of back-stepping
controller [15], [16] and sliding mode [17], [18] have also been applied for the control of pneumatic actuators. A comparative-
study of some of these nonlinear controllers shows improvement over the conventional linear control techniques. However, in
some cases, model-based adaptive control techniques demand an iterative process to identify the accurate model of a system,
which also requires immense validation and verification [19]. The occurrence of chattering in sliding-mode control [18] causes
the wear and tear of actuator components, and thus requires careful measure to preclude such a phenomenon. Besides this, some
adaptive and modern control techniques require costly hardware equipment, capable of performing a number of computationally
complex operations in a given time [20].

Recent developments in incremental nonlinear dynamic inversion (INDI) control have led to its widespread use for aerospace
control applications [21], [22]. INDI combines the advantages of an incremental form with that of a model-based nonlinear
dynamic inversion (NDI), to result in a robust controller that relies less on the system model and depends more on the accuracy
of sensor feedback [22]. The implementation of INDI does not involve any complicated processors, unlike a few modern control
techniques. INDI being a sensor-based technique relies more on the accuracy of sensor feedback, which contains information
about the unmodelled system dynamics in the controller. Besides sensor accuracy, another crucial factor for the efficient
performance of INDI is the time synchronisation of different time-delays in the plant model and sensors [9]. These factors
make the implementation of INDI on a pneumatic actuator difficult and there is no available research work that exploited INDI
control for such an application. This necessitates additional research on the components of pneumatic systems such as their two
chambers, the inactive volumes at the end of each chambers, connecting tubes and their time-delay, valve and piston dynamics.
Therefore, these characteristics of a pneumatic system are investigated in this research article, and INDI is implemented for
such a system for position-tracking tasks, which is the major contribution of this research project. As mentioned previously,
the SIMONA flight simulator [4] of Delft University currently utilizes six hydraulic cylinders for its actuation. However due
to the previously mentioned issues of hydraulic actuation, an effort has been done in this research article to replace it with
pneumatic technology. Therefore, this research article implements INDI controller for a pneumatic cylinder, such that it can
actuate the SIMONA flight simulator, which also serves as a motivation for this research project. In order to ensure high-
fidelity simulations of the SRS, the cylinder should be capable of generating long-strokes of up to one meter with precision,
while showing robustness to sensor noises and external disturbances. A few pneumatic flight simulators exist, but they rely on
short-strokes using small cylinders [23], [24]. This limits the range of motion that the simulator can demonstrate, thus making
it obsolete for its commercial application in the flight simulator industry.

Currently, a number of industrial pneumatic actuators are being controlled by conventional PID controllers [10], [3], mainly
due to its ease of implementation. However, the performance of linear controllers for a highly nonlinear system is likely to
degrade under varying operating conditions [12]. Therefore, a conventional PID controller has been implemented here as a
baseline controller and the second contribution of this research article is to highlight the advantages of incremental-control
over a conventional linear-control strategy, in the context of a pneumatic system. Realistic sensor noises are introduced in the
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feedback of piston-position and chamber pressure sensor, which are further processed using first-order filters, before feeding it
to the controller. The external load attached to the piston is also varied, besides increasing it by five times, in order to compare
the robustness property between PID and the incremental approach. Absolute error and root mean square error are used as the
measures for this comparison.

The organisation of this research article is as follows. First, a brief review of a pneumatic system dynamics and its various
component is provided in Section II. This is followed by a description of the basic principles of a NDI and INDI controller
in Section III. Thereafter, a cascaded structure of controller is designed for a pneumatic system in Section IV. After that,
the simulation results for a given tracking task is provided in Section V. This section also compares the performance of the
designed INDI based controller with a baseline PID controller, both under nominal and robust conditions. Next, Section VI
validates the plant dynamics and design method used in this article. Following this, Section VII discusses some of the major
findings and also suggest a few recommendations for future research. Finally, Section VIII summarizes the conclusion that can
be drawn from this research article.

II. PNEUMATIC SYSTEM DYNAMICS

A. Working-Principle of a Pneumatic System

A schematic diagram of a pneumatic system is shown in fig. 1 [11]. It consists of an piston to connect an external load to the
pneumatic cylinder. The piston divides the cylinder into two chambers, namely A and B. The inflow and outflow of air from
the cylinder is controlled using a pneumatic valve. A pair of transmission tubes connects the pneumatic cylinder to a valve.
A supply pressure Ps is supplied to the pneumatic valve from the air reservoir. Based on the position of the valve-spool, this
supply-pressure is either connected to chamber A or chamber B. For instance in fig. 1, if a positive force Fc is applied then
it displaces the valve-spool to the right, which is along positive X-axis, based on the axis convention in fig. 1. This results in
the supply pressure being connected to chamber A, while chamber B to the exhaust, due to which the piston moves toward its
right along the positive X-axis. Similarly if the direction of force Fc is reversed, then the piston moves left along the negative
X-axis. Based on the magnitude of orifice opening in the valve as a result of the spool-displacement of valve, the pressure in
each of the two chambers can be controlled, which is accomplished using the designed controllers in this article.

Fig. 1: Schematic diagram of a pneumatic system

B. Dynamical Equations of a Pneumatic System

A detailed mathematical model of a pneumatic system is given in [11], which considers most of the involved nonlinearities
and physical phenomenon of a pneumatic system, such as the law of conservation of mass, friction of the piston-seal, attenuation
and time-delay in connecting-tubes, inactive volume of air in both the cylinder chambers and different piston-area along the
two chambers.

The dynamics of piston and the connected external-load can be described by the following equation:

(ML +Mp) ẍ+ Ff + FL = PAAA − PBAB − PaAr (1)

In eq. (1), PA and PB are the pressures in chambers A and B, respectively, whereas AA and AB are the respective areas of
chamber A and B, respectively. Pa is the ambient atmospheric-pressure, which is conventionally taken to be 101,325 pascal.
ML refers to the mass of the external-load and Mp denotes the mass of cylinder-piston. FL refers to the force due to the
external load and Ar is the cross-sectional area of the piston rod. These parameters are summarized in Table. I.
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A Coulomb friction-force acts between the piston and the inner-surface of cylinder, which is represented by Ff and is
expressed below by eq. (2) [11]. Fsf and Fdf refers to the coefficient of static and dynamic friction-forces, respectively,
whereas ẋ is the velocity of cylinder-piston. The value of dynamic and static friction coefficients are considered as 4.47 N/m
and 0.486 N, respectively [11].

Ff =

{
Fsf if ẋ = 0
Fdf sign(ẋ) if ẋ 6= 0

(2)

Next, the rate of change of pressure across each cylinder-chambers is represented as follows [11]:

Ṗi =
RTk

Vi
(αinṁin,i − αoutṁout,i)−

Pik

Vi
V̇i (3)

In eq. (3), the subscript i can be either A or B, depending on the chamber. The ideal gas constant R is non-dimensional,
whose value is taken as 287 and the temperature T is considered to be 293.15 K, which is the room-temperature. ṁin,i and
ṁout,i respectively refers to the rate of mass-inflow and mass-outflow from the cylinder chamber i. αin and αout are the
thermal coefficients that are characteristics of the compression and expansion process, respectively, during the motion of the
piston. Both these constants are considered to be equal to the specific heat ratio of atmospheric air k, which is taken as 1.4
[10]. Vi refers to the volume of cylinder chamber i that can be expressed using eq. (4) [10] as follows:

Vi = V0i +Ai

(
1

2
L± x

)
(4)

In eq. (4), Voi and Ai refers to the inactive-volume and area of chamber i, respectively. L is the total length of one-complete
stroke, summarized below in Table. I. The mass-flow rate from a pneumatic valve to the cylinder can be either classified as
chocked or unchoked, depending on the ratio of down-stream to up-stream chamber-pressure [11]. Choked-flow is considered
to have attained sonic velocity, whereas a subsonic velocity is attained during a unchoked-flow. It is summarized below in eq.
(5).

ṁv =





CfAvC1
Pu√
T

if Pd

Pu
6 Pcr

CfAvC2
Pu√
T

(
Pd

Pu

)1/k√
1−

(
Pd

Pu

)(k−1)/k
if Pd

Pu
> Pcr

(5)

In eq. (5), the nondimensional discharge constant Cf is taken to be 0.25. The other constants, C1 and C2, which depend
on the specific heat-ratio are both unitless and calculated to be 0.1562 and 0.0404, respectively [10]. Pu and Pd denotes
the upstream and downstream pressure, respectively. For mass-inflow into chamber A, the upstream pressure Pu equals the
supply-pressure Ps, whereas Pd equals the chamber pressure PA. Similarly for mass-outflow from chamber A, Pu = PA and
Pd = Pa. For our simulation environment, the value of the critical pressure Pcr, which depends on the specific heat ratio, is
a nondimensional quantity, and is found as 0.5823 [10]. Finally, Av represents the orifice opening, which controls the flow of
air through a pneumatic-valve. The orifice-opening can be changed by the action of force Fc, which is produced by the valve
solenoid. In fig. 1, a positive force Fc results in a valve-spool displacement along the positive X-axis, and vice-versa. In our
simulation studies, the orifice-opening and valve-spool displacement are related by the following relation [10]:

Av = sign(Xs)
πX2

s

4
(6)

In eq. (6), Xs refers to the displacement of the valve-spool. Depending on the direction of spool movement along the X-axis,
the orifice opening Av can be either positive or negative. A positive opening Av signifies that chamber A is connected to
the supply pressure, whereas chamber B is connected to the atmosphere through an exhaust. Similarly, a negative area Av

signifies that chamber B is connected to the supply-pressure, whereas chamber A is connected to atmosphere. However, it is
to be noted that the control surface used in this article is the orifice-opening of the valve, rather than the spool displacement
as then the calculation of control-effectiveness becomes simpler by avoiding the signum function in eq. (6).

The dynamics of both pneumatic and a hydraulic valve can be modelled as a first-order or a second-order transfer function
between the commanded control-input and the actual input, which is then fed to plant [9]. This research article uses a first-order
error dynamics between the commanded orifice-opening (Av) from the controller and the actual orifice-opening (Avm ) that is
supplied to the plant. It is summarized in eq. (7) as follows:

Avm(s)

Av(s)
=

1

τs+ 1
(7)

The time-constant τ is considered to be around 10 ms for our simulations and therefore, it should be ensured that the
band-width of the final control-outcome should be below 100 Hz, which can be achieved by tuning the controller. The tuning
parameters of the designed controllers and its tuning procedure are discussed in more details in Section V-C. To utilize eq. (7) in
discrete form, it is transformed using bilinear transformation to obtain eq. (8). The simulations are run using Simulink R©software
at a sampling frequency of 10,000 Hz, which is selected by assuming it to be twice of that of SIMONA [9], besides aligning
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with the philosophy that INDI performs better at high sampling-rates [22]. In eq. (8), dt refers to the sampling time, which is
the inverse of the sampling frequency in Hz.

Avm (z)

Av (z)
=

dt (z + 1)

z (2τ + dt) + (dt− 2τ)
(8)

III. INCREMENTAL NONLINEAR DYNAMIC INVERSION (INDI)

Nonlinear dynamic inversion (NDI) control is one of the popular control techniques in the aerospace community [25], [26].
NDI, which is also referred to as feedback-linearization, involves a process of state-feedback, due to which any involved
nonlinearity gets cancelled and the final controlled dynamics can be guided by a linear-control law, such as PID. However,
NDI requires an accurate knowledge of the system-states, as the presence of any external disturbances or an inaccurate plant-
model will not result in an exact cancellation of the system-nonlinearity, thus reducing the efficiency of the controlled system.
Incremental Nonlinear Dynamic Inversion (INDI) is a recently developed control-technique, which has been used widely for
aerospace applications [21]. It is more robust compared to NDI in handling external disturbances and system uncertainties,
due to its marginal dependency on the plant dynamics.

A. Basic Principles of INDI

The basic principle of INDI is that it combines the advantages of model inversion with that of incremental approach, to result
in a control-command that relies mores on the accuracy of the sensor feedback and depends less on the system-dynamics. The
block diagram of an INDI controller is shown below in fig. 2, where xd refers to the desired system-state and x is the actual
state. In order to frame an INDI control, a general nonlinear plant is defined as follows:

ẋ = f(x,u) (9)

In eq. (9), x and u refers to the state vector and the supplied control-input, respectively. Taylor-series expansion can be used
to expand f(x,u) as follows:

ẋ = f (x0,u0) +
∂f(x,u)

∂x

∣∣∣∣
x=x0,u=u0

(x− x0) +
∂f(x,u)

∂u

∣∣∣∣
x=x0,u=u0

(u− u0) + H.O.T. (10)

In eq. (10), H.O.T. refers to higher-order terms which are neglected to obtain an simplified expression as follows:

ẋ ' ẋ0 + F (x0,u0) ∆x +G (x0,u0) ∆u (11)

F (x0,u0) and G (x0,u0) refers to the Jacobian operation, defined as F (x0,u0) = ∂f(x,u)
∂x

∣∣∣
x=x0,u=u0

and G (x0,u0) =

∂f(x,u)
∂u

∣∣∣
x=x0,u=u0

. The incremental quantities ∆u = u−u0 and ∆x = x− x0 refers to the deviation of variable x and u at

the current sampling-instant, from its previous sampling-instant. Next, considering a high sampling-rate of the state and using
time-scale separation principle, it is assumed that the update-rate of the control-command u is much higher than that of the
state x. Therefore, the state-Jacobian term is dropped, resulting in the following expression:

ẋ ' ẋ0 +G (x0,u0) ∆u (12)

Eq. (12) can be linearized by the following incremental control law:

∆u = G (x0,u0)
−1

(v − ẋ0) (13)

By equating eq. (13) in eq. (12), the linear enforcement-dynamics is obtained as ẍ = v. The chosen linear-law v will
guarantee an asymptotic stability of the plant-output error, and it will be discussed in more details in Section IV-C. Therefore,
the total control-command generated from INDI is summarized in eq. (14).

u = u0 +G (x0,u0)
−1

(v − ẋ0) (14)

It can be observed from eq. (14) that the final expression of control-command does not contain any information of the state-
transition matrix F (x0,u0), and is thus less-dependent on the system dynamics. However, it is dependent on the feedback of
the state-derivative, and thus an erroneous feedback of ẋ0 can reduce the efficiency of INDI.
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Fig. 2: Block diagram of an INDI controller

B. Robustness of INDI

As mentioned previously, INDI is robust compared to NDI because it can handle uncertainties in the plant model. The robust
property of INDI will be demonstrated by the following analysis. In eq. (14), some uncertainty is assumed to be present in
the control-effectiveness matrix, which is represented as follows:

G(x,u) = Gn(x0,u0) + ∆G(x0,u0) (15)

The nominal control-effectiveness is represented as Gn(x0,u0) and uncertainties are represented as ∆G(x0,u0). The
uncertainties in the control effectiveness are not known and thus the final INDI command will be framed based only on
the nominal part, as represented by eq. (16).

u = u0 +Gn (x0,u0)
−1

(v − ẋ0) (16)

Next, utilizing eq. (15) and eq. (16) in eq. (12), the following relation is obtained:

ẋ = −∆G (x0)G−1n (x0) ẋ0 +
(
In×n + ∆G (x0)G−1n (x0)

)
v (17)

By assuming a high sampling-rate of the system, the state-derivative ẋ0 at the previous sampling-instant is considered equal
to the corresponding variable in the present instant ẋ. Thus, making this change of variable in eq. (17), the following relation
is obtained: (

In×n + ∆G (x0)G−1n (x0)
)
ẋ =

(
In×n + ∆G (x0)G−1n (x0)

)
v (18)

Cancelling the similar terms along both sides of eq. (18) results in the simplified relation ẋ = v. This is similar to the
linear enforcement dynamics for the nominal case [22]. Therefore, it can be concluded that if the considered system has a
high sampling-rate, then uncertainties in control-effectiveness does not influence the performance of the incremental control
approach INDI. The stability and robustness analysis of INDI can be found in more details in [27].

IV. CONTROLLER DESIGN

A. Cascaded Structure of Pneumatic Controller

A cascaded strategy of pneumatic control is discussed in this section. It is similar in principle to that of a cascaded hydraulic
controller [5] which is summarized in fig. 3.

Fig. 3: Block diagram of a cascaded control approach

The outer-loop is known as the position control loop which is fed with the desired piston-position xd. It also receives the
feedback of the actual piston-position x and its velocity ẋ. Based on their error, the desired pressure-difference PLd

across
the two chambers is calculated, which is further fed to the inner-loop force controller. The inner-loop receives the feedback
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of actual pressure-difference PL across the two chambers, and also its derivative ṖL. The output of inner-loop controller is
the commanded orifice-opening Av of pneumatic valve (see fig. 1), which is then acted upon by a valve-dynamics (eq. (8)).
Finally, the output Avm of the valve dynamics is fed to the pneumatic plant, described previously in Section II.

In the following sections, two different cascaded control approaches are discussed. The first uses NDI as the outer-loop
controller, whereas INDI acts as the inner-loop controller. This approach is called as incremental control approach in this
research article, as the final control-command issued to the plant is calculated using INDI. The outer-loop of incremental
approach is designed using NDI as its involved dynamics of piston-load combination (eq. (1)) is simple in formulation and
marginally prone to uncertainties, compared to the dynamics of inner-loop. Therefore, the inner-loop incremental approach is
framed using INDI which involves a number of system-states that are prone to abrupt variations and uncertainties. The goal of
inner-loop INDI is primarily to control the dynamics, defined by eq. (3) and eq. (5). It can be observed that the dynamics of
both the chamber-pressure and air-flow are comparatively nonlinear and thus, more sensitive than the piston-position dynamics.
INDI, being less dependent on the system dynamics, will thus be a better-fit for the inner-loop dynamics, whereas NDI is best
suited for a more certain dynamics, such as that of the cylinder-piston. A second cascaded approach is then designed for the
pneumatic system, where both the inner-loop and outer-loop are based on PID. It will be used as the baseline controller for
comparing with the incremental control approach. PID is chosen as the baseline controller for comparison because a number of
industrial pneumatic actuation systems use this conventional control technique [3], [10] and thus, any advantage of incremental
approach over PID will be be beneficial for a number of industries that utilizes pneumatic actuator technology.

B. Outer-Loop Position Control using NDI

The outer-loop command is computed using NDI, by utilizing the dynamics of piston and external-load. The area of chamber
B is AB which can be related to that of chamber A as AB=AA-Ar, where Ar refers to the piston-area. Using this relation in
eq. (1), the following equation is obtained:

(ML +Mp) ẍ+ Ff + FL = (PA − PB)AA + PBAr − PaAr (19)

Before proceeding to model inversion, the friction force Ff is ignored, as they can be highly oscillatory for some part of
the trajectory, which will then be reflected in the final NDI output. Thus, the designed NDI controller in this research article
does not involve a complete inversion. This partial dynamic inversion is usually implemented when a small perturbation in
some system-states result in a vast variation of the control command [28]. Next, by introducing the linear control law ẍ = v1
in eq. (19), the expression for desired pressure-difference across the chambers is calculated as follows:

PLd
=

(Mp +ML) v1 + PaAr − PBAr + Fl

Aa
(20)

PLd
refers to the difference of pressure between the two chambers of cylinder. The linear control law v1 is chosen as follows:

v1 = Kp1
(xd − x)−Kd1

(ẋd − ẋ) +Ki1

∑
dt(xd − x) (21)

In eq. (21), xd refers to the desired piston-position, x is the actual piston-position and the tuning parameters are denoted
by Kp1 , Kd1 and Ki1 . The tuning procedure and the parameters are summarized in the next section.

C. Inner-Loop Force Control using INDI

The inner-loop control is based on INDI and is also known as a force control loop [5]. In order to derive the INDI control
law, the mass-flow rates in eq. (3) and the chamber pressure in eq. (4) are both equated in eq. (5). Furthermore, by utilizing
the expression for the differential-pressure PL, the following equation of motion is obtained:

ṖL = f(Av,Other Parameters) (22)

The other parameters in eq. (22) refer to the flow-rate constants Cf , C1 and C2, the ideal-gas constant R, the temperature
T , the specific heat-ratio k, the complete stroke-length L, the inactive chamber-volume V0, the area of chambers AA and AB ,
and the position of the piston x. Next, simplifying eq. (22) and utilizing a high-sampling rate of the system, the following
relation is obtained:

ṖL = ṖL0
+G(Av −Av0) (23)

In eq. (23), ṖL0
refers to the derivative of actual pressure-difference across the chambers at the previous sampling-instant.

Av and Av0 denote the orifice opening of the valve, measured at the current and previous sampling-instant, respectively.
INDI assumes that the commanded orifice-opening is achieved instantaneously, and is thus equal to the actual orifice-opening
of plant. However, in reality it is acted upon by actuator-dynamics, which is represented as a first-order lag (eq. (8)). The
control-effectiveness G is calculated by using the following relation:

G =
∂ṖL

∂Av
(24)
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Fig. 4: Block diagram of incremental control approach

As mentioned in Section III-B, INDI is robust to variations in the control-effectiveness. Therefore, a fixed control-effectiveness
of magnitude 3 · 108 is used here, which is chosen after carefully analyzing the time-domain response of the INDI-controlled
system, and then averaging the value of G over the whole simulation period. Next, by introducing the linear control law ṖL

= v2 and by inverting eq. (23), the following relation is obtained for the final INDI control-output:

Av = Av0 +G−1
(
v2 − ṖL0

)
(25)

The linear control-law v2 is summarized below in eq. (26). Kp2
and Ki2 are the tuning parameters, which will be discussed

in Section V-C.
v2 = ṖLd

+Kp2 (PLd
− PL) +Ki2

∑
dt(PLd

− PL) (26)

The block diagram of the cascaded incremental approach is shown in fig. 4. It is to be noted that the desired derivative
component for the inner-loop linear control law ṖLd

is considered as zero in order to minimize any noise, which is obtained by
numerically differentiating the chamber pressure. This aligns with the philosophy of partial inversion, as discussed previously.

D. Outer-Loop Position Control using PID

The outer-loop of the cascaded PID control approach is discussed in this section, which will then be combined with an
appropriate inner-loop. The input signal to outer-loop is the error in piston-position and its time-derivatives. The output of
this loop is the desired pressure difference across the cylinder chambers, which is then fed to the inner-loop controller. It
is summarized below in eq. (27). Kp3

, Kd3
and Ki3 denotes the proportional, derivative and integral constants of the PID,

respectively, which will be discussed in Section V-C.

PLd
= Kp3 (xd − x) +Kd3(ẋd − ẋ) +Ki3

∑
dt(xd − x) (27)

E. Inner-Loop Force Control using PID

The inner-loop of the cascaded PID approach controls the differential-pressure across the chambers, by calculating the
required orifice-opening of the pneumatic valve. It is summarized below in eq. (28), where Kp4

, Kd4
and Ki4 are the tuning

parameters.
Av = Kd4

(ṖLd
− ṖL) +Kp4

(PLd
− PL) +Ki4

∑
dt(PLd

− PL) (28)

The block diagram of the cascaded PID approach is shown in fig. 5. Similar to the incremental approach, the derivative
component of PID for the inner-loop is also considered as zero, in order to minimize any high-frequency oscillations due to
the numerical differentiation of chamber pressure.
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Fig. 5: Block diagram of cascaded PID approach

V. SIMULATION RESULTS

A. Selection of Actuator Dimensions

The motion-base of the SIMONA flight simulator [4] currently uses six hydraulic cylinders for its actuation. As mentioned
previously, this research article designs an incremental controller for a pneumatic system that is capable of actuating SIMONA
and therefore, the dimensions of the pneumatic cylinder are selected by considering the actuation requirements of SIMONA.
The actuation of a high-fidelity flight simulator requires a cylinder capable of generating long-strokes. For SIMONA, the
maximum stroke-length is 1.25 m and its maximum speed of operation is 0.9 m/s1. Its total payload is around 4,500 kg,
which also includes the weight of two test-pilots. Utilizing this total weight of payload and the desired speed of operation, the
dimensions of the pneumatic system are then calculated. The available models of SMC2 and Festo3 are used, to provide the
best matching dimensions of a pneumatic cylinder.

The total load of SIMONA when considering it to be directly perpendicular to the ground, is roughly 45,000 N. This weight
has to be distributed amongst the six cylinders, which are acting as its legs. Dividing the weight uniformly across its legs,
the load on each cylinder is 7,500 N. However, this load will not always be uniformly distributed amongst its six legs, as it
depends on the maneuver that the simulator is executing. Therefore, after considering around 33% extra load, the thrust that
each cylinder should be capable of generating is considered as 10,000 N. The maximum supply pressure from the air reservoir
is taken as 10 bar, and it is assumed that around 70% of maximum supply pressure is utilized for most of the tracking operation.
The atmospheric pressure is considered to be 1 bar and the pneumatic cylinder is directly connected to the atmosphere through
an exhaust. So, the approximate driving pressure that propels the piston for most of its operation is 6 bar, which is obtained
by subtracting the atmospheric pressure from 70% of the maximum supply pressure. Next, the required area of cylinder-bore
is calculated as follows:

Bore Area =
Thrust Needed

Driving Pressure× Efficiency
=

10, 000 N
600, 000 Pa× 0.9

= 0.0185 m2 (29)

An efficiency of 90% is considered for the pneumatic cylinder after analyzing a series of commercially available actuators4.
A bore area of 0.0185 m2 corresponds to a cylinder of inner diameter 15.4 cm. Pneumatic cylinders of such a dimension is
not available in the market and therefore, the next available cylinder diameter5 is considered in this research article, which is
16 cm.

Next, the consumption-rate of air is calculated that can generate the desired stroke in a given time. If a cylinder stroke of 0.5
m is to be completed in 1 seconds, then the total air-consumption every second is found by multiplying the area of cylinder

1T. Delft, “Flight deck·simona.” [Online]. Available: http://cs.lr.tudelft.nl/simona/facility/flight-deck
2SMC, ”CP96-C ISO15552 Cylinders” [Online]. Available: https://www.pneumatiek.nl/pneumatiek/smc-pneumatics/cilinders/cp96-iso-32-t-m-100/cp96-c-

iso15552/
3Festo, ”Normcilinder DSBG Cylinders” [Online]. Available:https://shop.eriks.nl/nl/pneumatische-componenten-cilinders-zuigerstang-cilinders-standaard-

cilinders/normcilinder-dsbg-pr455266037361155/
4SMC, ”The Pneubook” [Online]. Available: https://www.scribd.com/document/126820448/SMC-the-Pneubook
5SMC, ”Datasheet of SMC SY Series Pneumatic Cylinders.” [Online]. Available: https://content2.smcetech.com/pdf/SY3.5.7.9000.pdf
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with its stroke length, which in our case is found to be around 9.3 l/s. Boyle’s law [29] is then utilized which is summarized
as follows:

P1V1 = P2V2 (30)

In eq. (30), P1 refers to the actual driving force of the system plus the atmospheric pressure, which comes to be 8 bar.
V1 refers to total air consumption calculated previously as 9.3 l/s. P2 is the atmospheric pressure and V2 is the amount of
air consumed during a full-stroke, by the cylinder. Thus the air consumed by the cylinder is found to be 74.4 litre, which is
needed in 1 second to complete a stroke of 0.5 m. In minutes, the air-consumption rate is calculated as 4,464 l/min, which
its corresponding pneumatic valve should be capable of generating. In our simulation experiments, it has been found that the
maximum mass-flow rate into both chamber A and B is 0.32 kg/s (fig. 8), which after conversion comes to around 1,683
l/min. Therefore, the air-consumption rates obtained for the nominal case are much below the maximum limit of the valve.
Moreover, the external mass for the nominal case is considered as 200 kg, which is 5 times less than the maximum external
mass of 1,000 kg and therefore, the corresponding air-consumption rate of the valve is found to be less than the maximum
limit by a similar factor. Some of the other rating4 for the air-consumption rate that are used commercially are Cv value, kv
and S. The parameters of a big pneumatic system that is used for this research article is summarized below in Table. I. The
maximum orifice opening Avmax

is not found in the manufacturer’s datasheet5 and is therefore selected in a way that enables
the cylinder to attain a maximum piston velocity, as specified in its data-sheet. It is also found in our analysis that lowering
Avmax

reduced the maximum speed attainable by the cylinder due to less air-flow through it and vice-versa. The maximum
supply pressure Ps is obtained from the manufacturer5, and exceeding this limit is against the standard approvals set by ISO4,
which is followed worldwide for certification of pneumatic cylinders.

TABLE I: Dimensions of a big pneumatic system

Parameter Long-stroke pneumatic system
Piston Length (L) 1.2 m

Piston Ineffective Length (L0) 0.1 m
Chamber Diameter (dc) 0.16 m

Piston Diameter (dp) 0.032 m
External load mass (ML) 200 kg
Piston Rod Mass (Mp) 2 kg

Maximum Orifice opening (Avmax ) 2.2062·10−3 m2

Maximum supply pressure (Ps) 10 bar

This research article initially demonstrates the working of incremental control approach for a low external-load of mass
200 kg, following which the load is increased. It is found after a preliminary research that when a heavy load is attached
to the piston, then at some points of our sinusoidal tracking-trajectory, the pressure in either of the two chambers saturated.
Techniques such as PCH [30] can be implemented later to take this saturation into account, but it is beyond the scope of this
research article. However, the incremental control approach is implemented later in this article for a heavy load of 10,000
N, in order to analyze this phenomenon of pressure-saturation. Furthermore, the initial pressure in both the chambers is set
according to the total external load that is needed to balance it. This ensures that the piston-position does not displace initially
in the opposite direction, similar to a non-minimum phase behaviour. In order to calculate the initial pressures, the following
two equations are solved:

PAAA − PBAB = FL + PaAr (31)

PA + PB = Ps (32)

eq. (31) is obtained by equation eq. (19) to zero. Moreover, the piston acceleration ẍ, and the Coulomb friction forces are
both assumed to be zero at the initial sampling-instant. eq. (32) assumes that the sum of the pressure across the two chambers
is equal to the maximum supply pressure at the initial time-instant. However, the sum of the chamber pressure is not always
less than the maximum supply pressure because of compressing effect due to heavy external-loads, which is discussed in
Section VII. The initial chamber-pressures PA0 and PB0 corresponding to three different external loads are summarized in
Table. II. PA0 is usually greater than PB0 due to the asymmetric nature of our simulation setup, where the pneumatic cylinder
is kept parallel to gravity, with the chamber A directly below chamber B. If the cylinder is kept perpendicular to gravity, then
it requires the initial pressures PA0 and PB0 to be similar, which can concluded by solving eq. (31) and eq. (32), and also
after equating FL to zero due to the symmetric placement of pneumatic cylinder that is attached to a static external load.

B. Controller Tuning

The incremental control approach and the PID are initially tuned to result in similar time-domain unit-step responses.
Then, these tuned coefficients are used to track the above-mentioned sinusoidal reference trajectory. This ensures a ”fair” and
”unbiased” comparison of both the control approaches. In order to tune the INDI controller, the proportional and derivative
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TABLE II: Initial pressure in the cylinder chambers for different external loads

External load PA0 PB0

10 N 5·105 Pa 5·105 Pa
2,000 N 5.68·105 Pa 4.32·105 Pa
10,000 N 7.45·105 Pa 2.54·105 Pa

(a) Results of inner-loop tracking using PID (b) Results of inner-loop tracking using incremental approach

(c) Results of outer-loop tracking using PID (d) Results of outer-loop tracking using incremental approach

Fig. 6: Tuning of PID and incremental approach for a unit-step command

components are both initialized with zero. Next, the proportional gain is increased until an overshoot and a corresponding
reduction in rise-time is seen. Sometimes, the overshoot can also lead to multiple visible peaks. The derivative component is
then increased to damp the overshoot, which results in an increase in the rise time. This process is repeated until a desired
time-domain tracking performance is obtained, as summarized in Table. III. The integral component is considered to be zero for
the incremental control approach, as it assumes first-order error dynamics in its formulations, which results in zero steady-state
error. The error converges to zero in an asymptotic sense by the use of a suitable error-dynamics, as described by eq. (26).

TABLE III: Controller coefficients for PID and incremental control approach

Kp Kd KI

Outer-Loop (NDI) 135 25 0
Inner-Loop (INDI) 175 0 0
Outer-Loop (PID) 1,605,000 250,000 0.01
Inner-Loop (PID) 1·10−6 0 1·10−14

For tuning the PID controller, the proportional and derivative components are both initialized with 1. Then, the proportional
and derivative components are increased sequentially, similar to the previously mentioned approach for incremental control.
However in this case, the integral component is increased by a factor of around 0.01 times the proportional component, when
the time-domain response improves due to P and D component but it settles down with some steady-state error. Introducing
the integral component changes the time-domain behaviour of the system’s response, which requires further tuning of the
proportional and derivative component. It is done in a iterative way as mentioned previously in this section. The final obtained
controller coefficients are summarized in Table. III. The proportional, derivative and integral coefficients are represented as
Kp, Kd and KI , respectively. We can observe that both the controller responses are over-damped with no overshoot. Besides
overshoot, rise-time is chosen as the other measure for tuning the outer-loop, and the tuning is performed such that this
time-domain specification is similar for both the control approaches. The rise-time can have many interpretation, and in this
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research article it is considered as the time to reach from 0% to 95% of its steady-state value. Their step-responses are plotted
in fig. 6 and the points corresponding to these specifications are marked on the graph with black circles. It is observed that
there is a difference of around 0.08 seconds between their rise-times, which is acceptable for our pneumatic application.

The inner-loop gains are then tuned such that both the control approaches are able to achieve a similar settling-time, which
is defined as the time required to settle from 0% to 95% of its steady-state value. The inner-loop tracking for the step response
is plotted in fig. 6 and the settling-time of both the controllers is marked in the graph using black circles. The tuning guidelines
for the inner-loop are the same as outer-loop that is mentioned previously, and finally the difference between settling time of the
two approaches is found to be 0.6 seconds. It is also to be noted from Table. III that the proportional and the derivative gains
of PID are much higher for the outer-loop, when compared with the incremental approach. The reason for this observation is
that the output of the outer-loop PID is a linear control law that depends only on position error of the piston. The maximum
magnitude of the piston-position is around 0.5 m, whereas output of the outer-loop is the desired differential pressure, whose
magnitude is around 105 Pa. Therefore, high gains are needed in PID to bring such a noticeable change in its output. However,
this is not the case with the incremental approach, as the linear control law of its outer-loop is further acted upon, both by the
chamber pressure B and atmospheric pressure Pa, as described by eq. (20). Besides these outer-loop gains, an opposite trend
is observed for the inner-loop gains, where the gains of PID are much higher than that of the incremental approach. This is
because the linear control law of the inner-loop incremental approach is acted upon by the control effectiveness, whereas for
the PID approach, the output of linear control law directly serves as the input to the plant. The control effectiveness in our case
is very high, i.e. 3·108 and moreover, the output of inner-loop is the required orifice-opening of the valve whose maximum
amplitude is around 2.21·10−3 m2. So both these factors contribute to the high gain and the low gain of the inner-loop PID
and inner-loop incremental approach, respectively.

C. Controller Analysis under Nominal Conditions

(a) Results of inner-loop tracking using PID (b) Results of inner-loop tracking using incremental approach

(c) Results of outer-loop tracking using PID (d) Results of outer-loop tracking using incremental approach

Fig. 7: Nominal case tracking results of incremental control approach and PID for an external load of FL=2,000N

The controller is initially analyzed under nominal conditions, where sensor noises are not added and the external-load is
considered as 2,000 N. The nominal case is then followed by a robust case in the next section in which sensor noises are
introduced and the external load is increased to 10,000 N, besides making it variable. A sinusoidal trajectory is chosen as the
reference for analyzing the controller response, as such a trajectory ensures that a long-stroke motion of the cylinder is possible
at a given speed. Moreover, a sinusoidal trajectory also ensures that a few turn-around points exist so that the robustness of
both the control approaches can be tested in such regions. These turn-around points and the controller response for such regions
are discussed later in this section. It is to be noted that other reference trajectories such as a staircase reference signal can
also meet these objectives, but it is beyond the scope of this article. Moreover, the reference-velocity for a sine trajectory is
simple to obtain by backward differentiation, unlike a staircase reference which involves discontinuities while differentiating
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(a) Mass-flow rates for PID approach (b) Mass-flow rates for incremental approach

(c) Control-input issued to the plant for PID approach (d) Control-input issued to the plant for incremental approach

(e) Chamber-pressures for PID approach (f) Chamber-pressures for incremental approach

Fig. 8: Mass flow-rates, chamber pressure and orifice-openings of valve for the nominal case of external load FL=2,000 N

it. The amplitude and frequency of this reference sinusoidal signal are chosen as 0.5 m and 0.2356 rad/s, respectively. The
amplitude of 0.5 m is selected such that the pneumatic cylinder can complete a stroke of one meter length, as long-stroke
pneumatic actuation is one of the motivations of this research article. The frequency of reference signal is chosen in a way
such that the pneumatic cylinder can achieve a speed close to its maximum-limit that is specified in its data-sheet. Besides this,
errors measures such as root mean square error (RMSE) and absolute error [31] are used for the comparison of incremental
approach with the baseline PID controller. According to sign convention in fig. 1, the position of cylinder-piston can be both
positive as well as negative, besides the error in the piston-position tracking, which can also be both positive as well as negative.
Therefore, considering absolute error for comparing both the controllers ensures that the above-mentioned positive and negative
components do not cancel each other, and thus provide a better sense of the prevailing errors in the system. Next, RMSE is
chosen as another measure for comparing the controllers. In RMSE, the errors are squared before taking its average, which
ensures that any large error in the system is highlighted with a higher priority and the designed controllers can be augmented
to tackle such high errors. Moreover, RMSE also ensures that the positive and the negative components of the error do not
cancel each other, similar to absolute error.

The tracking results for the nominal-case are plotted in fig. 7, where initial peaks are observed in the inner-loop tracking
of both the control approaches. For the PID approach, it happens because the inner-loop PID receives a desired pressure-
difference from its outer-loop controller, which is also a PID controller and therefore, the desired pressure-difference (PLd

)
which is dependent on the error of piston-position gradually increases from zero. However, this is not the case with the initial
pressure-difference (PL) across the chambers and therefore a large overshoot in the inner-loop tracking is observed. For the
case of incremental approach, the peak in the inner-loop tracking error happens due to a incorrect initialization of the initial
pressure-derivative v0 across the cylinder chambers. However, both these initial transients converges to the actual reference, in
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a minimal time of around 10 ms. Besides the initial peak in the inner-loop tracking, initial transients are also observed in the
control-input of the two controllers (fig. 8), due to similar reasons. fig. 8 also shows the variation of the mass-flow rate with
the opening of valve orifice. We observe that for a positive orifice-opening, the rate of mass-inflow is positive for chamber A,
while it is negative for chamber B. Similarly, the mass-flow rate out of chamber A is positive, while negative for chamber B.
However, the positive rate of mass-inflow into chamber A is more than its positive mass outflow-rate, thus resulting in a net
mass inflow into chamber A, and vice-versa for chamber B.

(a) Inner-loop tracking errors of PID and incremental approach (b) Outer-loop tracking errors of PID and incremental approach

Fig. 9: Tracking errors of incremental control approach and PID for a nominal case of external load FL=2,000 N

TABLE IV: Error comparison of incremental control approach with a baseline controller for the nominal case of external
load FL=2,000 N

Maximum Absolute Error Mean Absolute Error Root Mean Square Error
Outer-loop incremental approach 2.25·10−4 m 1.34·10−4 m 1.49·10−4 m
Inner-loop incremental approach 5·10−3 N 2.8·10−3 N 3.1·10−3 N
Outer-loop PID 8.75·10−4 m 5.66·10−4 m 6.24·10−4 m
Inner-loop PID 1.95·10−2 N 7.2·10−3 N 8.8·10−3 N

The errors for comparing the two controllers are calculated only after their control inputs stabilize, i.e. all the simulation
transients have died out. For this research project, some extra margin is considered and thus, a time range of 10-50 seconds
is used for calculating the errors of both the controllers. It is observed that for both the outer-loop position controllers, all the
three error measures are minimal. For instance, the RMSE of outer loop PID is 0.62 mm, whereas the RMSE of outer-loop
incremental approach is 0.14 mm. However, the maximum absolute error, mean absolute error and root mean square error of
outer-loop PID are 74.3%, 76.32% and 76.1% higher than the corresponding outer-loop incremental approach, respectively.
The inner-loop tracking errors of PID are also higher than that of its incremental counterpart. For instance, the RMSE of
PID is 64.7% higher than its incremental counterpart. The tracking errors of both the control approaches are shown in fig.
9. and summarized in Table. IV. We also observe that for the inner-loop tracking error of incremental approach, peaks are
observed at 20, 33 and 47 seconds. The reason for this observation is that these points mark the turn-around points of the
reference trajectory to be tracked, where the rate of change chamber-pressure changes its direction. This further causes a jump
in the calculated pressure-derivative due to this discontinuity, which is then reflected in the output of incremental approach and
finally in the inner-loop error. However, no conclusions are deduced from these nominal-case tracking results, as the errors in
piston-position tracking using both the control approaches are below 1% of the maximum amplitude of the sinusoidal reference
signal.

D. Robustness-Study in Presence of Sensor Noise

In order to test the robustness property of both the control approaches, normally distributed zero-mean Gaussian noise are
introduced in both the simulated piston-position and the chamber-pressure. The accuracy of the position and chamber-pressure
feedback is found after the survey of a few widely available sensors [32], [33]. The feedback of piston-velocity and the chamber
pressure-derivative are obtained using numerical-differentiation of their parent variable. The noise properties are summarized
in Table. V whereas both the noise in pressure sensor and its normal distribution are plotted in fig. 10.

The tracking-errors for the time-frame of 10-50 seconds are plotted in fig. 11. The three error-measures that are used for
comparison are summarized in Table. VI. It is observed that the tracking errors of both the outer-loop controllers are satisfactory
but however, the RMSE of outer-loop PID is lower than that of incremental approach by 56.2%. Unlike the nominal case, the
inner-loop RMSE for the robust case is a lot higher by 99.99% and 99.98%, respectively for the incremental approach and
PID. The reason for such a high-error using incremental approach is that it relies heavily on the accuracy of sensor feedback,
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TABLE V: Summary of simulated sensor noise

Sensor Piston-Position Chamber-Pressure
Mean error -9·10−9 m 0.09 Pa
Maximum error 1.1 ·10−4 m 1,114.3 Pa
Standard-deviation of error 2.49 ·10−5 m 249.8 Pa

(a) Simulated pressure-sensor noise (b) Histogram of pressure-sensor noise

Fig. 10: Simulated noise in pressure-sensor and its histogram

(a) Outer-loop tracking errors of PID and incremental approach with
no filtering

(b) Inner-loop tracking errors of PID and incremental approach with
no filtering

Fig. 11: Robust-case tracking errors of PID and incremental approach with no filtering for low load of FL=2,000 N

and the sensor noise introduced in both the chamber-pressure and piston-position are not filtered, before feeding them to the
controller. It has also been found that the errors of the inner-loop PID are almost similar to that of inner-loop incremental
approach, with very little difference of 0.34%. Furthermore, numerical differentiation is performed to obtain the requested
feedback signals of piston-velocity and chamber-pressure-derivative, which further amplifies the noise. In order to tackle this
issue, low-pass filters are implemented to attenuate any high-frequency noise from sensor. A first-order lag filter is implemented
whose transfer function is summarized in eq. (33) as follows:

G(s) =
a

s+ a
(33)

In eq. (33), a denotes the cut-off frequency. In this research article, two sets of filtering scheme are imposed for filtering
the high-frequency noise, which are named as moderate-filtering and high-filtering. The cut-off of high-filtering scheme is
set to be lower than the moderate-filtering schemes. A filter with very low-cutoff ensures that besides noise, a lot of useful
information from the plant dynamics is also filtered out. However for the moderate-filtering scheme, a lot of useful information
is retained along with a lot of noise, compared to the previous scheme. Thus, these two schemes involve a trade-off between
more information content and less sensor noise, which is used for comparing the two control schemes. Therefore, the cut-off
frequencies of the two schemes is chosen with the sole objective of rejecting more noise using one scheme, whereas retaining
more noise from the other. Power spectral density (PSD) plots are first used for finding the power of the system-states x and
ṖL as a function of frequency and then the cut-off frequency for the inner-loop and outer-loop are set at 4 Hz and 6 Hz,
respectively for the moderate filtering scheme, which ensures that enough noise is retained for comparing it with the high
filtering scheme. The cut-off frequency of the moderate scheme is chosen close to the frequency with the maximum power in
control input, which is around 8 Hz. However, rigorous techniques can also be applied for deciding the exact cut-off frequency,
required to cancel a given noise source [34], but it is beyond the scope of this research article, whose one of the main objectives
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(a) Results of outer-loop tracking using PID with moderate-filtering (b) Results of outer-loop tracking using incremental approach with
moderate-filtering

(c) Results of outer-loop tracking using PID with high-filtering (d) Results of outer-loop tracking using incremental approach with
high-filtering

(e) Outer-loop tracking errors of PID and incremental approach with
moderate-filtering

(f) Outer-loop tracking errors of PID and incremental approach with
high-filtering

Fig. 12: Robust-case outer-loop tracking results with filter implementation for low load of FL=2,000 N

is to compare the performance of the incremental control approach with PID in the context of a pneumatic system. The cut-off
frequency for the high-filtering scheme is chosen as 1.05 Hz, for both the inner-loop and outer-loop. This frequency is chosen
by assuming it to be more than 4 times lower than the previous case, which ensures that more information content is lost in
the high-filtering scheme, as compared to moderate-filtering. For the inner-loop, two filters are used with the same dynamics
in order to obtain the feedback signals of both the chamber pressure-derivative and orifice-area of the valve. This ensures that
the inner-loops of controller are synchronised and thus eliminate the presence of any RHP poles [9].

The tracking results and errors of the inner-loop and outer-loop are plotted in fig. 13 and fig. 12, respectively. Table. VI
summarizes the tracking-errors obtained using both the filtering schemes. It is observed that the errors significantly reduced after
the introduction of low-pass filters. For instance, the outer-loop mean absolute tracking error using moderate-filtering reduced
by over 10 times, as compared to the corresponding unfiltered scenario of the incremental approach. It is also found that the
RMSE of outer-loop incremental approach is lower than the outer-loop PID by 75.84% but however, the RMSE of inner-loop
incremental approach is higher than inner-loop PID by 26.3%, for the moderate filtering scheme. Similarly, the absolute tracking
error of inner-loop PID is lower than inner-loop incremental approach by 26.6%, for the moderate-filtering scheme. Therefore,
nothing can be concluded from these observations, as the inner-loop and outer-loop errors do not show a similar trend for
both the control approaches. Following the moderate-filtering scheme, the introduction of high-filtering further reduced the
inner-loop tracking errors of incremental approach by around 83% as compared to its corresponding error using moderate
filtering. However, with the high-filtering scheme, PID showed degradation, with the error rising by 57% as compared to the
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(a) Results of inner-Loop tracking using PID with moderate-filtering (b) Results of inner-Loop tracking using incremental results with
moderate-filtering

(c) Results of inner-Loop tracking using PID with high-filtering (d) Results of inner-loop tracking using incremental approach with
high-filtering

(e) Inner-loop tracking errors of PID and incremental approach with
moderate-filtering

(f) Inner-loop tracking errors of PID and incremental approach with
high-filtering

Fig. 13: Robust-case inner-loop tracking results with filter implementation for low load of FL=2,000 N

TABLE VI: Robust-case error comparison of incremental control approach with a baseline controller for a low load of
FL=2,000 N

Maximum Absolute Error Mean Absolute Error Root Mean Square Error
Outer-loop incremental approach (no-filtering) 4.1·10−3 m 1.4·10−3 m 1.6·10−3 m
Outer-loop incremental approach (moderate-filtering) 3.2·10−4 m 1.34·10−4 m 1.51·10−4 m
Outer-loop incremental approach (high-filtering) 3.48·10−4 m 1.35·10−4 m 1.53·10−4 m
Outer-loop PID (no-filtering) 1.8·10−3 m 5.98·10−4 m 7·10−4 m
Outer-loop PID (moderate-filtering) 9.86·10−4 m 5.67·10−4 m 6.25·10−4 m
Outer-loop PID (high-filtering) 4.47·10−2 m 9.6·10−3 m 1.42·10−2 m

Inner-loop incremental approach (no-filtering) 341 N 57.1 N 71.5 N
Inner-loop incremental approach (moderate-filtering) 1.41 N 0.15 N 0.19 N
Inner-loop incremental approach (high-filtering) 0.24 N 3.1·10−2 N 3.94·10−2 N
Inner-loop PID (no-filtering) 334.4 N 56.86 N 71.25 N
Inner-loop PID (moderate-filtering) 0.65 N 0.11 N 0.14 N
Inner-loop PID (high-filtering) 1.51 N 0.19 N 0.32 N
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corresponding moderate filtering case. It can also be seen from Table. VI that RMSE of the inner-loop incremental approach
is 87.69% lower than that of the corresponding inner-loop PID. A similar trend is also found in the outer-loop, where the
RMSE of PID is higher than the incremental approach by 98.9%. Therefore, it can be concluded from these results that if the
cut-off frequency of filter is increased to attenuate more sensor noise, similar to our high-filtering scheme, then the incremental
approach performs better than PID. But in the absence of any filters or with the moderate-filtering scheme, lucid conclusions
about the advantage of any particular control approach in the presence of sensor noise is difficult to deduce. Moreover, more
analysis is needed to find the minimum bound of this cut-off frequency that ensures better performance for the incremental
approach, as compared with the obtained results in this article. Besides this, more study is required for finding the instability
conditions in the designed controlled system due to low-pass filtering [35], which is to be done in the later stages of this
project.

E. Robustness-Study with Changes in External Load
The robustness property of both these control approaches is then tested by increasing the external load from 2,000 N to

10,000 N. The controller coefficients for this case are considered to be same as the nominal case and the results are plotted in
fig. 14, where fig. 14b and fig. 14d plots the variation of chamber pressures for the tracking tasks involving a heavy load, using
PID and incremental control approach, respectively. It is observed that for some parts of the tracking-trajectory such as between
12 and 21 seconds, and also between 39 and 48 seconds, the pressure in chamber A has saturated to 10 bar, which is the
maximum supply pressure. It is also to be noted that the variation in pressure of chamber B is very minimal, once the pressure
in chamber A saturates to its maximum limit. This happens because the chambers of a pneumatic cylinder (see fig. 1) form a
closed system, and thus pressure in chamber B cannot change independently without impacting the chamber A. A important
observation to be noted in fig. 14b is that for the inner-loop tracking using PID, high frequency oscillations are observed in the
pressure feedback of both chamber A and B. These oscillations happens in the same time-frame as the saturation of chamber
pressure, which are not observed for the incremental approach. The reason for such an anomaly is that close to the bottom
turning-point of the tracking trajectory, it becomes difficult for PID to track it, as the velocity of such a heavy load starts
changing its direction. However, the incremental approach is able to reduce the piston-velocity from its maximum value to
zero, without any high-frequency pressure component in the cylinder chamber. The oscillations in piston-position due to PID
control is further reflected in the outer-loop law, which is then propagated to the final controller output, only to be reflected in
the chamber pressures, approximately between 12 and 21 seconds. This trend is also repeated when the piston again reaches
the bottom turning-point of the trajectory, i.e. between 38 and 47 seconds.

(a) Tracking results using PID for a heavy load of FL=10,000 N (b) Chamber pressures correspond to tracking results in fig. 14a

(c) Tracking results using incremental approach for a heavy load of
FL=10,000 N (d) Chamber pressures correspond to tracking results in fig. 14c

Fig. 14: Tracking results for heavy load of FL=10,000 N

Moreover, chamber A saturates due to the asymmetric structure of external load, as chamber A is directly below chamber
B in a vertically upright position of the cylinder. In addition to asymmetry, the external load for this case is high as a result of
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which it is much easier for chamber B to push the piston downwards when compared to chamber A pushing the piston upwards.
This phenomenon of pressure saturation is not observed previously for the case of low external-load as the cylinder did not
require high differential pressure for moving the load. However, this is not the case with heavy external load, which requires
a high pressure difference across the chambers of cylinder, as shown in fig. 14b and fig. 14d. It has also been observed in our
simulation experiments that reversing the position of the pneumatic cylinder causes a similar pressure saturation in chamber B
rather than in chamber A, as observed previously. Therefore, it can be concluded that the phenomenon of pressure-saturation
in fig. 14 is both due of the effect of the heavy-load and the asymmetrical structure of our simulation set-up. Besides this, fig.
14 shows an initial downward-peak in the response of PID control, which is not observed in the incremental control approach.
This happens because even though the external load has increased by five times, the controller coefficients are still same as a
result of which old PID coefficients are too low to handle the transients produced by the heavy load. In order to counteract this
initialization problem, the control gain needs to be increased, especially the proportional component. However, by utilizing the
same INDI control coefficients for heavy load as tuned for the low load, it has been demonstrated that INDI is robust to initial
transients due to a heavy external load. We also observe slight oscillations at the bottom turn-around point of the trajectory at
around 20 seconds and 47 seconds, which are not observed in top turn-around points of the graph. This happens because at
these points, the pressure in chamber A comes out of saturation, forcing a large pressure-derivative which is then reflected in
both the controller outputs. This impact is more evident in the incremental control approach as it explicitly uses this variable
for calculating the control command, does highlighting one of the downfalls of incremental approach for the case of saturated
chamber pressures in a pneumatic cylinder.

(a) Outer-loop tracking results for PID (b) Outer-loop tracking results for incremental approach

Fig. 15: Tracking results for varying load

Fig. 16: Nominal-case tracking errors of PID and incremental
approach for varying load

Fig. 17: Variation of gravitational-constant for the tracking
results in fig. 16

Following a heavy load, the robustness property of both these approaches is tested using a varying external load. The nominal
mass is considered to be 200 kg and the value of gravitational constant g is taken as 9.8 m/s2. The variation of g is done by
considering a sinusoidal motion about a base point that is fixed on the ground. The axis of rotation is directly perpendicular to
the axis of motion of the cylinder which ensures a two-dimensional motion of the cylinder, besides ensuring that the component
of gravity acting directly along the axis of cylinder keeps changing throughout the tracking trajectory, as plotted in fig. 17. The
outer-loop tracking results for PID and incremental approach are plotted in fig. 15a and fig. 15b, respectively. The outer-loop
tracking RMSE of incremental approach is 98.4% lower than that of the PID. The reason for such a disparity in the tracking
errors is because the incremental approach considers the varying load in its controller formulation, as is expressed using eq.
(20). However, the output of corresponding PID control does not directly depend on the varying load, but rather only on the
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piston-position error and its time-derivative, as expressed in eq. (27). Therefore, it can be concluded from these experiments
that the incremental approach is better at handling the variations in external load, when compared with PID.

F. Recommendations for Time-Delay in Tubes

In pneumatic systems, a set of tubes connect the pneumatic valve with the cylinder. These tubes can be mathematically
expressed using eq. (34) [11], where Rt refers to the resistance of connecting-tube, R is the ideal gas constant, c refers to the
speed of air, P is the pressure at the end of the tube, Lt refers to the total length of the connecting-tubes and the function
h(t) refers to the original mass-flow rate released from the valve at time-instant t. Therefore, we observe that when air passes
through the connecting-tubes, it suffers from a attenuation factor and a time delay, both of which are directly dependent on
the length of connecting-tubes, as expressed below:

ṁt (Lt, t) =

{
0 if t < Lt/c
e−RtRT/2PLt/c h

(
t− Lt

c

)
if t > Lt/c

(34)

The results of inner-loop tracking using incremental approach in the presence of connecting-tube dynamics is plotted in fig.

Fig. 18: Inner-loop tracking errors of incremental approach in
the presence of connecting-tube dynamics

Fig. 19: Power spectral density of chamber pressure-derivatives
for tracking response in fig. 19

18. The time-delay in the considered tube of length 0.5 m results in high-frequency oscillations, which increased the outer-loop
absolute error by over 4 times, as compared to the nominal case. The deterioration in the inner-loop is worse, with both
the RMSE and absolute error rising by over 99% as compared to their corresponding nominal case. Next, from the power-
spectral density of the previous state-derivative v0 (fig. 19), it is found that multiple resonance modes can be linked with this
transmission dynamics at 155 Hz, 306 Hz, 474 Hz and so on. These peaks can be further eliminated by the use of a notch-filter
with appropriate damping, notch frequency and gain, which is a recommendation for the next stages of this research project.

VI. VALIDATION OF PLANT-MODEL AND CONTROL-METHODS

An open-loop analysis can be an important tool for validating a given plant dynamics. The plant model described previously
by eq. (1) - eq. (5) can be validated prior to controller testing using open-loop analysis, as described here. Open-loop analysis
of an erroneous controlled system can also be used to verify if any error is either due to issues in controller or issues in
plant-dynamics. In order to eliminate any additional effect of heavy load and to verify only the dynamical formulation, an
open-loop analysis is performed for a low-load of 0.1 N. First, an open-loop command is issued to keep the orifice-opening
completely closed and it can be observed from fig. 20a that the piston demonstrates initial oscillations, after which it converges
to 0.08 m. Moreover, both the chambers are initialized with a pressure of 5 bar each, but as the time progresses, the pressure in
chamber B converges to a value higher than that of chamber A. The reason for these observations is that the piston is connected
to the side of cylinder containing chamber B (see fig. 1), due to which the effective area of chamber B reduces. Therefore,
more pressure is required from chamber B to produce a similar force as chamber A, which is necessary for balancing the
mass of both the external load and piston. Next, an oscillatory command is issued to the orifice opening of the valve and it
can be observed from fig. 20 that the piston-position and the chamber pressures are both oscillatory, which corresponds with
the issued open-loop valve command. However, a phase lag can be observed between the piston-position and the open-loop
command, due to the low-bandwidth of the considered pneumatic system. This phase-lag can be decreased by reducing the
frequency of the open-loop command.

The controlled systems in this research article is implemented with the piston-position kept fixed at the middle of the stroke,
similar to [36]. However, the external load considered in our case ranges from 200 kg to 1000 kg, unlike a low-external load
of 1 kg in [36]. Therefore, it is necessary to trim the cylinder with the correct initial condition of the chamber pressures, as
is calculated using eq. (31) and eq. (32). This is required to prevent the initial downward movement of the piston, due to
the gravitational force of the heavy load. The initial chamber pressures are summarized in Table. II, which aligns with the
fact that the initial pressure in chamber A keeps getting higher than chamber B, as the external load increases. In [36], the
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(a) Piston position for a zero input (b) Piston position for a oscillating input

(c) Input used for fig. 20a (d) Input used for fig. 20b

(e) Chamber pressure corresponding to piston positions in fig. 20a (f) Chamber pressure corresponding to piston positions in fig. 20b

Fig. 20: Open-loop analysis

pneumatic cylinder is used for tracking a reference force whereas in this research article, tracking a reference position is the
goal. However, a similar sinusoidal profile of force tracking is observed in our analysis (fig. 7a and fig. 7b) as in [36]. The
range of this sinusoidal variation of the system force is different for the two cases, as in our analysis an outer-loop position
controller generates the desired force profile, which is absent in [36]. Moreover for the nominal case tracking results (fig 7),
significant improvements are observed in the steady-state tracking errors of cylinder force, as compared with the results in
[36]. Besides this, the maximum force tracked in our analysis for the nominal case is around 71 N, whereas it is 75 N in [36].
These forces are comparable to each other even though the external load is much higher in our analysis. A possible explanation
for this observation is that the frequency of the reference signal in our analysis is 0.03 Hz, whereas it is considered as 75 Hz
and 20 Hz in [36], which creates a similar demand of piston force. Moreover, our analysis considers a big pneumatic cylinder
of bore diameter 0.16 m and maximum stroke-length 1 m, whereas [36] considers a small cylinder of maximum stroke-length
0.076 m and bore diameter of around 0.01 m. Therefore, high frequency movement of a small pneumatic cylinders requires a
similar force, as required by a big pneumatic cylinder for low frequency movement

The bandwidth of the designed sliding mode controller in [36] ranges from 25 Hz to 60 Hz, depending on the length of
the tube and order of the controller, whereas the bandwidth of our designed incremental control also falls in the similar range,
with the maximum power of the signal occurring at around 8 Hz. It is also observed that in the presence of time-delays
due to the connecting tubes (fig. 18), the inner-loop tracking results of the incremental approach deteriorated, with a lot of
high-frequency components. In [36], these high-frequency components in the force-tracking response are absent, but however,
there is a steady-state error in its sliding-mode approach, which is not observed for the incremental approach. It is also found
in our analysis that similar to [36], the performance of the controlled system deteriorated with the increase in the length of
the connecting-tubes, due to more signal-attenuation and time-delays, as described previously by eq. (34).
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VII. DISCUSSION

In this research article, the characteristics of pneumatic system dynamics is studied and an incremental control approach is
successfully implemented to control such a highly nonlinear system [11]. A cascaded control strategy is implemented here,
where the inner-loop controls the force exerted by the system and the outer-loop tracks the desired piston-position. In addition,
some of the advantages of incremental control over a conventional linear control strategy are highlighted, with respect to the
considered pneumatic system. For instance, for the nominal tracking scenario with an external load of FL=2,000 N and without
any added-noise in the sensor feedback, the RMSE of outer-loop incremental approach is 76.1% lower than the outer-loop
PID. However, the maximum absolute errors of both the control approaches are much below 1% of the amplitude of reference
sine signal. Thus, significant conclusions with respect to comparison of the two control approaches cannot be made from
such an observation. For the robust case without any filter-implementation, the inner-loop errors are above 99% for both the
control approaches, when compared with the corresponding nominal-case results. These tracking errors significantly reduced
after the introduction of moderate-filtering scheme, with the RMSE of tracking errors dropping by over 99.8% and 99.7% for
PID and incremental approach, respectively, as compared to their corresponding unfiltered case. However, the the RMSE of
PID is 26.3% lower than incremental approach, thus glorifying the ineffectiveness of incremental approach in the presence of
noisy sensor feedback. But after implementing high-filtering scheme, the maximum absolute error of outer-loop tracking using
incremental approach dropped to less than 1% of the reference sine signal’s amplitude, whereas it is 9% for PID. Therefore,
it can be concluded that in the presence of realistic sensor noise, a high-filtering scheme of incremental approach gives better
performance than a conventional linear controller by utilizing less plant information. Similarly, in the presence of a varying
external load, the mean absolute error of the outer-loop of incremental approach is 98.5% less than that of PID. Moreover, the
maximum absolute error for the case of a varying load using PID is found to be around 3% of the reference sine’s amplitude,
thus highlighting one of the benefits of incremental control approach over PID. Therefore, all these error analysis strengthens
the argument that even though the performance of both the control approaches are equally satisfactory for a nominal case, but
for a few realistic and robust-case simulation scenarios, the performance of incremental approach is better than PID.

The designed NDI for the outer-loop incremental approach does not involve an exact model inversion because the Coulomb
force is dropped from the final NDI output, in order to minimize any oscillations due to it. Besides this, the control-effectiveness
term of INDI control is not obtained by the conventional Jacobian operation, but rather kept as constant in order to minimize
any oscillations due to the switching dynamics of pneumatic mass-flow rate. It is found out later that even after fixing the
control-effectiveness, the performance of INDI is very satisfactory, with the maximum absolute error of the outer-loop tracking
for the nominal case being less than 1% of the reference signal’s amplitude of 0.5 m. As mentioned previously, the outer-loop
of the incremental approach is based on partial dynamic inversion, as some of the components of the outer-loop dynamics
are prone to high-frequency oscillations. Designing this outer-loop using INDI will involve differentiating eq. (19), which can
induce discontinuities in the control effectiveness matrix due to the high-frequency oscillation components in piston dynamics.
This can be tackled by using a fixed control-effectiveness, similar to the inner-loop of incremental approach used here. The
resultant INDI law can be described by eq. (35), where G̃ denotes the control effectiveness and v is a suitable linear control law.
Such a control law depends on the jerk of the piston-position, which can be obtained by differentiating it thrice. Appropriate
filters might be necessary to cancel sensor noise, as is used in this research article and the output of the overall incremental
approach is expected to improve due to its reduced dependency on the system states, and is thus a recommendation for the
next stages of this research project.

PL = PL0
+ G̃(v − ...

x) (35)

Both the control approaches are tuned using a step-response command to result in similar time-domain specifications such
as rise-time and settling-time. This ensured a ”fair” comparison of both control approaches but however in the later stages of
this project, controller tuning can be performed more efficiently using tools such as MOPS [30], which optimizes a given set
of design criterion. It would be interesting to see how both the controller reacts with optimised controller coefficients. Based
on the performed simulation study, it can be predicted that the performance of both the controllers might improve marginally
for the nominal case. However, for the robust-case scenario with added sensor noise and no filter, the tracking performance
of PID might improve with respect to the incremental approach. Moreover, optimized PID coefficient might as well reduce
the steady-state error that is observed for the case of varying load. In this article, a sinusoidal signal of amplitude 0.5 m
and frequency 0.24 rad/s is used for generating the reference trajectory. Even though this article uses a sinusoidal reference
trajectory for its tracking tasks, but in the later stages of this research project, both the developed control approaches will be
used to track other realistic reference signals that are used in a high-fidelity flight simulator [5]. Based on the obtained results, it
can be interpolated that PID will perform worse that the incremental approach while tracking high-frequency reference signals.
But in such cases, it should be ensured that time-derivatives of such a signal should be filtered with an appropriate filter to
prevent it from reflecting in the desired state-derivatives, which is then utilized in the final control output of incremental control
approach. Besides this, the effect of compression and expansion, also termed as charging and discharging are observed in our
tracking results. For instance, during the downward motion of piston connected to a load of FL=2,000 N, the pressure in the
cylinder chambers compressed by 2.5 bar more than the maximum supply pressure. However, this compressibility effect did
not affect the nominal case tracking performance, which is then analyzed for the heavy load.
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For the simulation studies with heavy external load, an initial negative peak of amplitude 0.29 m is observed for the PID
response, which is not found in the corresponding response by the incremental control approach, which proves its robustness
to initial transients due to the heavy external load. Similar to the incremental approach, the final steady-state error is zero for
PID, but with a higher settling time. In order to prevent such an initial transient and also to reduce the settling time, the gains
of PID needs to be tuned according to the external load, which is a recommendation for future works. It is also observed
that the pressure in the cylinder chamber saturated for the case of heavy load tracking (fig. 14), which can be reduced by
increasing the maximum supply pressure, if necessary. PCH [30] can also be used to tackle such a saturation phenomenon,
besides handling valve saturation, which might occur while tracking a heavy load with a high frequency of the reference signal,
as observed in some of our investigations.

Besides the effects of pressure saturation in the chambers, compressibiility effect is observed while tracking the heavy load.
The sum of the chamber pressures at some parts of the tracking trajectory is found to be around 50% higher than the maximum
supply pressure, whereas it is around 25% for the nominal case of load 2,000 N. Therefore, it can be concluded that these
compressibility effects are dependent on the external load, which needs to be studied in details in the later stages of this research
project. Moreover, the compression and expansion effects in this article are both described using the same thermal constant
k=1.4 [10]. However, its needs to be analyzed later if such effects of a long-stroke pneumatic cylinder can be modelled using
k=1.2 [11] or if they can be described better using separate coefficients for the charging and the discharging process [37].
These effects of compressibility in a pneumatic system are assumed to be independent of the chamber volumes but however
in a hydraulic system, the compressibility effect is represented using oil stiffness Cm, which depends on the volumes of the
two cylinder chambers [5]. Therefore, further investigation is required in the designed pneumatic controlled system, in order
to find any dependence of the compressibility coefficients on the chamber volumes.

Moreover, based on our analysis with a heavy external load and varying external load, it can be deduced that the initial
transients in the PID response increase with the external load, which necessitates re-tuning of the controller gains. Moreover,
from results obtained for the varying load (fig. 15), it can be concluded that a particular controller gain for PID will not give
efficient tracking performance across all operating conditions, which might require re-tuning. But this is not the case with
the incremental control approach. Besides this, the tracking errors of incremental approach are not impacted by variation of
gravitational acceleration from 0.5 g-force to 1 g-force (fig. 17). However, nothing can be concluded for variations beyond this
limit, which necessitates further investigation in the later stages of this research project.

VIII. CONCLUSION

A cascaded-control strategy based on incremental nonlinear dynamic inversion control is successfully designed in this research
article, for position-tracking tasks using a long-stroke pneumatic cylinder. The outer-loop is based on NDI that outputs a desired
chamber pressure-difference to the inner-loop, which is based on INDI. The inner-loop commands a desired orifice-opening
to the pneumatic valve in order perform the given tracking task. The dimensions of the pneumatic system are selected by
considering the requirements of SIMONA flight simulator, whereas the pneumatic valve is approximated using a first-order
lag. A sinusoidal signal is chosen as the reference trajectory for the tracking tasks, whose amplitude and frequency are selected
based on our application. The performance of both the controllers is found to be similar and satisfactory for the nominal case,
with the maximum absolute error being less than 1% of the reference sine wave’s maximum amplitude, for both the controllers.
Furthermore, realistic sensor noises are introduced in the system, which are then filtered using two different filtering schemes as
a result of which the performance of both the control approaches increased. The mean absolute error of the moderate-filtering
scheme reduced by over 90%, when compared with the unfiltered incremental control approach. The cut-off frequency of the
moderate-filtering is then further reduced by over 75%, which resulted in a significant decrease of over 99% in the RMSE of
the inner-loop tracking using incremental approach as compared to its corresponding unfiltered case. However, this is not the
case with the response obtained from PID, thus glorifying the robustness of incremental control approach in the presence of
realistic sensor noise, by utilizing comparatively less information of the plant dynamics due to the implemented filters. Finally,
for the case of a heavy external-load, a few initial transients as well as high-frequency oscillations in the cylinder chamber
are observed for PID, which are not seen in the incremental approach. It is also found that for the case of varying external
load, the RMSE of outer-loop tracking error for the incremental approach is around 98% lower than PID. Therefore, it can
be concluded that incremental control approach has potential in increasing the tracking performance of commercial pneumatic
actuators, as observed from a number of realistic simulation scenarios in this research article.
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2
Pneumatic Actuators

This chapter provides a state-of-the-art review of the available literature on pneumatic actuators. A number
of different controllers were critically analyzed, to decipher the advantages and also the shortcomings of each
one of them. This chapter introduces the basic theory and principles of a pneumatic system, which will be
used in this research project. An accurate model of a pneumatic system is described, which is driven by a
proportional spool-valve.

Firstly, section 2.1 explains the basic principles of a pneumatic system and the various mathematical re-
lations expressing its physical processes. Following this, section 2.2 describes the the dynamical equations of
a parallel robot using Newton-Euler equation. Finally, section 2.3 presents the state-of-art-review on pneu-
matic controllers. Some of the widely-used conventional controllers were analyzed, such as pole placement,
PID, sliding mode, backstepping, adaptive control and modern control techniques. A brief review of the con-
trol techniques for a flight simulator is also provided.

2.1. Basic Principles of a pneumatic system
Modern pneumatic systems come in various types and sizes, but a typical system will consists of the following
components.

• Piston to connect the cylinder to an external load

• Pneumatic cylinder with different chambers in it

• Valve to control the inflow and outflow of air

• Tubes to connect valve with cylinder

• Sensors to measure position, pressure and force

A schematic diagram of a pneumatic system is shown in Fig.2.1. P1, A1 and V1 refers to the pressure,
volume and area of chamber A respectively, whereas subscript 2 refers to the corresponding variables of
chamber B . The supply pressure Ps comes from a cylinder of compressed air. The valve in figure 2.1 is a
4-way 3-position valve. It is driven by a current-carrying solenoid which produces a force Fc to move the
valve-spool. When the valve-spool is shifted to its left, then chamber B is connected to the supply pressure
and chamber A is directly in contact with the atmosphere, whose pressure is around 1.01325 × 105 Pa. Such
a configuration of the valve will force the piston to move to its left. Similarly, if the current in the solenoid is
now reversed, then the direction of force Fc changes. It now starts pushing the valve-spool towards its right,
due to which chamber A now gets connected to the supply pressure and chamber B is connected to the at-
mosphere. The connecting tubes transfer air from a valve to the cylinder chambers. It plays a major role in
the controller design as the connecting tubes are a source of time-delays and attenuation in the air-flow.

A mathematical model of a pneumatic system is highly nonlinear due to the air-flow and also its com-
pressibility property. The other aspects in modelling are the attenuation and time delays caused, when the
air flows through the connecting tubes. The model of a pneumatic system considered in this research project
uses concepts from [73] and [54]. They depict a very accurate representation of the pneumatic system and
takes into account the involved nonlinearities, that are listed below.
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Figure 2.1: Schematic diagram of a pneumatic system [73]

• Attenuation and time delays in the connecting tubes

• Leakage between the two cylinder chambers

• Friction of the piston seal

• Difference of piston areas in the two chambers

• Inactive volume of air in both the ends of the cylinder

• Valve dynamics and nonlinear air-flow though the valve orifice

2.1.1. Dynamics of Piston and Load
The driving force for a pneumatic piston is the difference of pressure in the two chambers. Friction forces
play a major role in the piston dynamics and the entire process can be summarized using the equation given
below. (

ML +Mp
)

ẍ‘+βẋ +F f +FL = P A A A −PB AB −Pa Ar (2.1)

In the above equation, ML refers to the mass of the external load, Mp is the mass of the piston, x is the piston
position, F f is the Coulomb friction force, β is the coefficient of viscous force, FL is the external force of the
load, P A and PB refers to the pressure of the two chambers A and B respectively, A A refers to the area of the
piston in chamber A and AB is the area of the piston in chamber B , Pa refers to the ambient atmospheric
pressure and Ar is the cross-sectional area of piston rod.

The friction force F f is derived using the LuGre friction model [54]. It is summarized as follows.

F f =σ0z +σ1 ż +σ2ẋ +Fd f
ẋ

|ẋ| (2.2)

In the above equation, σ0 is the stiffness coefficient, σ1 and σ2 are the damping coefficients and z is the
internal state of friction which is propagated using the equation given below.

ż = ẋ − |ẋ|z
g

(2.3)
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In Eq.(2.3), g is the stribeck function which is computed as follows

g = Fc + (Fs −Fc )e(−ẋ/vs )2

σ0
(2.4)

In the above equation Fc is the coulumb friction coefficient, Fs is the static friction coefficient, Fd f is the
dynamic friction coefficient. vS is the velocity at which the stribeck friction is calculated .

2.1.2. Model of cylinder chambers
The differential equations that describes the change of pressure in the cylinder chambers can be derived
using some general models, concerning the flow of gas. The ideal gas law, energy equation and law of conser-
vation of mass were first used by Hullender and Woods [42] to derive such differential equations. The ideal
gas law is summarized as follows.

P = ρRT (2.5)

In Eq.(2.5), P is the pressure exerted by gas, ρ is the density of the gas, R is the ideal gas constant and T is
the temperature. The law of conservation of mass also known as continuity equation, can be summarized as
given below.

ṁ = d

d t

(
ρV

)
(2.6)

In Eq.(2.6), V is the volume of the gas and ṁ represents the rate of change of mass. Finally, a third equation
which describes the energy of the system is summarized below.

qin −qout +kCv (ṁin Tin −ṁout T )−Ẇ = U̇ (2.7)

In Eq.(2.7), qin and qout refers to the amount of heat entering and leaving the system respectively, k is the
specific heat ratio, Cv is the specific heat at a constant volume, ṁin and ṁout refers to the mass flow-rate
going into and out of the chamber respectively, Tin refers to the temperature of the incoming gas , W is the
amount of work done and U is the internal energy of the system. The rate of change in internal energy and
work done can be expressed as follows.

U̇ = d

d t
(Cv mT ) = 1

k −1

(
V Ṗ +PV̇

)
(2.8)

Ẇ = PV̇ (2.9)

Now substituting Eqs.(2.8) and (2.9) in Eq.(2.7), and by assuming that the incoming gas temperature Tin is the
same as room temperature T , the following relation is obtained.

k −1

k

(
qin −qout

)+ 1

ρ
(ṁin −ṁout )− V̇ = V

kP
Ṗ (2.10)

Some research on pneumatic system considers this whole process to be adiabatic such as [52], [11] and [72],
whereas some researchers consider the discharging process of the chamber to be isothermal and the charging
stage to be adiabatic [4]. Considering an adiabatic assumption (qin = qout), the rate of change of chamber
pressure can be expressed as follows.

Ṗ = k
RT

V
(ṁin −ṁout)−k

P

V
V̇ (2.11)

By assuming a isothermal equation (constant T ), the rate of change of pressure becomes

Ṗ = RT

V
(ṁin −ṁout)− P

V
V̇ (2.12)

Therefore, the general expression for the rate of change in pressure can be expressed as follows.

Ṗ = RT

V
(αinṁin −αoutṁout)−αP

V
V̇ (2.13)

In above equation, αin and αout can acquire any value ranging from 1 to the specific heat ratio k, depending
on the characteristics of heat transfer. The volume V of the chamber can be expressed as

Vi =V0i + Ai

(
1

2
L±x

)
(2.14)
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In the above equation, i can be either A or B depending on the chamber, Ai denotes the area of i th chamber,
x is the position of piston which is 0 in the neutral position and Voi is the inactive volume at the end of the
cylinder, which remains in the cylinder ever after the completion of a full-stroke.

2.1.3. Mass Flow-Rate through pneumatic valve
The air flow through the valve can be either classified as choked or under-choked [54]. For the flow to be
classified as choked, the ratio of upstream pressure Pu to downstream pressure Pd is more than the critical
pressure ratio Pcr which is given by

Pcr =
(

2

k +1

)k/k−1

(2.15)

The equation of mass-flow rate ṁv for the two kinds of flow [11] can be expressed as follows.

ṁv =


C f AvC1

Pup
T

if Pd
Pu

É Pcr

C f AvC2
Pup

T

(
Pd
Pu

)1/k
√

1−
(

Pd
Pu

)(k−1)/k
if Pd

Pu
> Pcr

(2.16)

In Eq.(2.16), C f is the discharge constant, Av is the area of orifice, Pu is the upstream pressure and Pd is the
downstream pressure. The constants C1 and C2 are defined as:

C1 =
√

k

R

(
2

k +1

)k+1/k−1

(2.17)

C2 =
√

2k

R(k −1)
(2.18)

The valve area Av can be expressed as a simple function of the spool displacement xs [54] as follows.

Av =
(π

4

)
x2

s (2.19)

Richer and Hurmuzlu [73] have considered the valve area to be derived from the radial holes. The area is
first expressed for one hole, which is then integrated for the total number of active holes. In Fig.2.2, xe is the

Figure 2.2: Spool position and orifice area [73]

effective displacement of the valve-spool. The total width of valve-spool 2pw is considered to be double of
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the hole radius Rh , in order to ensure that even small misalignment of the spool will immediately close any
air paths. Therefore the actual spool displacement xs is different from its effective displacement xe , which are
related by xe = xs −

(
pw −Rh

)
. The effective area of orifice by accounting only one opening can be expressed

as follows.

Ae = 2
∫ xe

0

√
R2

h − (ξ−Rh)2dξ= 2
∫ xe

0

√
ξ (2Rh −ξ)dξ (2.20)

Now by considering all the available active holes nh , the effective area of the valve [73] for the exhaust (Avex )
and input path (Avi n ) can be expressed as follows.

Avex =


πnhR2

h if xs É−pw −Rh

nh

[
2R2

h arctan

(√
Rh−pw+|xs |
Rh+pw−|xs |

∣∣∣∣−(
pw −|xs |

)√
R2

h − (
pw −|xs |

)2
]

if −pw −Rh < xs < Rh −pw

0 if xs Ê Rh −pw
(2.21)

Avi n =


0 if xs É pw −Rh

nh

[
2R2

h arctan(
√

Rh−pw+xs
Rh+pw−xs

)− (
pw −xs

)√
R2

h − (
pw −xs

)2
]

if pw −Rh < xs < pw +Rh

πnhR2
h if xs Ê pw +Rh

(2.22)

The variation of input and exhaust valve area with the spool-displacement is plotted below in Fig.2.3.

Figure 2.3: Variation of orifice-opening with the valve-spool displacement

Eq.(2.16) describes the mass-flow rate from the valve, but by the time it reaches the cylinder through a
connecting tube, affects of flow attenuation and time-delays are clearly visible. These effects are highly de-
pendent on the length of tube. Increasing the length of the tube will increase these nonlinear effects and vice-
versa. The equations given below summarizes these effects and it is derived by solving the one-dimensional
wave equation.

ṁt (Lt , t ) =
{

0 if t < Lt /c

e−Rt RT /2P Lt /c h
(
t − Lt

c

)
if t > Lt /c

(2.23)

In Eq.(2.23), Lt is the length of the tube, c is the speed of sound, Rt is the resistance of tube and P is the end
pressure. The tube resistance for a laminar flow can be written as follows.

Rt = 32µ

D2 (2.24)

In Eq.(2.24), µ is the atmospheric air’s dynamic viscosity and D is the diameter of the tube. For a turbulent
flow, this resistance Rt changes [54], and can be expressed as follows.

Rt = 0.158
µ

D2 Re3/4 (2.25)
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Figure 2.4: A typical valve spool [73]

2.1.4. Valve spool dynamics
The equations of motion [73] for the valve spool can be derived using Newton’s second law as follows.

Ms ẍs =−cs ẋs −F f +ks (xso −xs )−ks (xso +xs )Fc (2.26)

In Eq.(2.26), Fc is the force produced by the solenoid coil of the valve, cs is the coefficient of viscous force,
ks is the spring constant and Fc is the Coulomb force of friction. The above expression can be simplified as
follows.

Ms ẍs + cs ẋs +F f +2ks xs = Fc (2.27)

The frictional force F f is usually neglected due to the small magnitudes of current in the coil. The force Fc

can be expressed as Fc = K f c ic , where K f c is the force coefficient of the coil. Besides the frictional force, in
some case the mass Ms is also neglected as it is very low compared to the mass of piston or the external load,
thus leaving us with the following first-order equation.

cs ẋs +ks xs = K f ic (2.28)

In [54], a controller was designed by considering the spool displacement to be directly proportional to input
voltage, i.e. xs =Cv u, where Cv is the proportionality constant and u is the supply voltage.

2.2. Basic Principles of a general Stewart platform
The general Stewart platform is used for most flight simulators ([7], [8], [21]). It falls under the category of
parallel robots, where certain constraint relations needs to be satisfied. Contrary to it, serial robots are much
simpler in formulations, but a few of its disadvantages compared to the parallel structure are less precision
in positioning, performance degradation under high loads and less structural strength. A Stewart platform
can be either of SPS or UPS form [38]. In SPS form, the joint connecting the platform to the leg and the joint
connecting the base to the leg are both spherical. They can rotate across all three axis. For the UPS form, the
base has a universal joint which cannot rotate around one axis and the other joints are spherical. Huang et al.
[39] used a formulation similar to [26], in order to derive the dynamics of hydraulic Stewart platform which
will be used in this report. Two frames of reference are very crucial in the dynamic formulation, which are
summarized as follows.

• Ea : Body frame attached to the platform, which is moving

• Eb : Inertial frame attached to the inertial base, which is static

The state-space equations for this linear model considers six states, which are the position and orientation
of frame Ea with respect to Eb . The position between two frames is measured by the use of vector c, which
connects the origin of the two frames Ea and Eb . The orientation is represented by the use of Euler angle Φ
which consists of roll (φ), pitch (θ) and yaw angle (ψ). Vector c consists of the three inertial positions x, y and
z. The state vector X is summarized as follows.

X = [
cT ΦT ]T = [

x y z φ θ ψ
]T

(2.29)
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Figure 2.5: General Stewart Platform Eq.[39]

The state-derivative consists of the velocity vector ċ and also the angular velocity vector ωp of the platform.
One of the legs is represented as S in Fig.2.5, which is the vector extending from the lower joint to the upper.
S is measured in the inertial frame and can be expressed as follows.

S = Ls = c +Tba p −b (2.30)

In Eq.(2.30), L is the length of the vector S and s is its unit vector. Tba is the transformation matrix from frame
Ea to Eb , p is the platform connection point to the leg expressed in Eb and b is position of the lower gimbal
point expressed in Eb . Next, the dynamical equations for one leg can be expressed by using the constraint
force Fp acting on the upper joint [39] as follows.

Ls×Fp =− (m1r1 +m2r2)×g+m1r1 ×a1 +m2r2 ×a2 + (I1 + I2)Ẇ+W× (I1 + I2)W (2.31)

In Eq.(2.31), m1 and m2 are the masses of the lower and upper parts of the leg respectively. Similarly r1, a1 and
I1 denotes the center of gravity, its acceleration and the moment of inertia of the lower leg respectively and
the corresponding variables with subscript 2 are for the upper leg. W denotes the angular velocity of the leg
and the gravitational acceleration is represented by g. Next, simplifying Eq.(2.31) by taking its cross product
with s on both the sides of equation we obtain:

Fp = (
s ·Fp

)
s+D×s/L (2.32)

In Eq.(2.32), D refers to the right hand side of Eq.(2.31). Next, Newtons’s equation is used to derive the dy-
namics of the upper leg as follows.

F + s ·Fp +m2s ·g = m2s ·a2 (2.33)

In Eq.(2.33), F is the translational force applied by the actuator. The inner-loop INDI controller designed in
the later sections will try to track this reference force, in order to obtain a desired orientation of the platform.
Next, combining Eqs.(2.32) and (2.33) we obtain

Fp = (
m2s ·a2 −m2s · g

)+D× s/L−F s = K−F s (2.34)

Dasgupta et al. [26] defined K using Q and V, and the final expression for the force acting on one of the upper
joint is summarized as follows.

Fp = Q
(
c̈ + ω̇p ×q

)+V−F s (2.35)
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The expression for Q and V in Eq.(2.35) are obtained from [26]. The constraint force acting on one leg is
summed up over the six legs, and the translational dynamics is obtained using Newtons’s equation as follows.

6∑
n=1

(Fs )i +Mp g = Mp ap (2.36)

In Eq.(2.36), Mp is the mass of the platform and ap is the acceleration of center of gravity of the platform
which is expressed as follows.

ap = ω̇p ×R+ωp × (
ωp ×R

)+ c̈ (2.37)

Next, using Euler’s approach, the rotational dynamics is expressed as follows [39].

6∑
n=1

(
qi ×Fs

)
i +Mp R× g = Mp R×ap + Ip ω̇p +ωp × Ipωp (2.38)

In Eq.(2.38), Ip is the moment of inertia of the platform and R is the position of the center of gravity of the
platform which is expressed in the inertial frame. Finally combining Eqs.(2.35)-(2.38), the complete equations
of motion for an UPS-Stewart platform is summarized as given below [39].

M =
[

ME3 −M R̃
M R̃ Ip +M

(
R2E3 −RRT

) ]
+

6∑
n=1

[
Qi −Qi q̃i

q̃i Qi −q̃i Qi q̃i

]
(2.39)

η=
[

M
{
ωp × (

ωp ×R
)−g

}
ωp × Ip +MR×{(

ωp ·R
)
ωp −g

} ]
+

6∑
n=1

[
Vi

qi ×Vi

]
(2.40)

F = [
F1 F2 F3 F4 F5 F6

]
(2.41)

H =
[

s1 s2 s3 s4 s5 s6

q1 × s1 q2 × s2 q3 × s3 q4 × s4 q5 × s5 q6 × s6

]
(2.42)

The subscript i ranges from one to six, which signifies one of the six legs of the platform. E3 refers to identity
matrix of size 3×3 and q̃i refers to the skew-symmetric vector component of qi .

2.3. State-of-the-Art Review on Pneumatic Controllers
Pneumatic actuators are being widely used in industrial and robotic automation-based processes such as
haptic interfaces, drilling, gripping, teleoperation and various other applications. These applications usually
demand a high output of force for every unit weight of the object, on which it is applied [6]. Pneumatic ac-
tuators are much safer to work with, as compared to their electrical counterparts due to its low requirement
of current supply. They help in keeping the environment clean by reducing any harmful leakage into it. Hy-
draulic actuators, on the other hand, require hydraulic fluids for its operation which are prone to constant
leakage into the surroundings [40]. Besides this, pneumatic actuators require less maintenance than a hy-
draulic actuator. Geared electric actuators have a high impedance and friction due to which they are usually
not suited for accurate and fast response [14]. The components of a pneumatic actuator are highly durable
and lightweight, thus making it a very cost-effective solution to many industrial and robotic applications [70].

Pneumatic actuators however have certain issues which does not make them compatible for everyday life
applications ([70], [73]). One of such issues with a pneumatic system is the air-compressibility which does
not exist for hydraulic systems, as hydraulic fluids are incompressible. The second major problem is the non-
linearity in the mass flow-rate across the valve and the connecting tubes [54]. These pneumatic tubes are
prone to attenuation and time-delays, thus lowering the bandwidth of operation. Moreover, the two cham-
bers in the pneumatic cylinder are not perfectly isolated from each other, which causes air to leak from one
chamber to the other. This phenomenons must be taken into account while designing a controller for such
systems. The Coulomb friction forces [73] existing in the cylinder piston constantly switches near the zero
piston velocity and can cause oscillations in the control command. Therefore, a pneumatic controller should
be capable of handling such disturbances.
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2.3.1. Controller Design
One of the first well-known references for the dynamic modelling of pneumatic systems was written by
Shearer [76], where the charging and discharging process of a pneumatic cylinder was described using the
equations of involved air-flow and its thermodynamics. The developed model is linearized around the mid-
stroke position and is thus valid only for such a configuration. This paper also presents one of the very im-
portant concepts of pneumatic system, regarding the mass flow-rate through a pneumatic valve. If the ratio
of the downstream to upstream pressure is less than a critical value, then the flow is classified as choked
and the air moves with the speed of sound. Burrows [15] augmented the mathematical model developed in
[76], by considering all the actuator positions possible while performing linearization. However, the models
developed in these papers were not validated experimentally.

Liu and Bobrow [52] were the first to develop and also experimentally verify a mathematical model of a
pneumatic system. A pole-placement controller was implemented on the developed state-space model. It
was concluded in this research work that the flow-chocking effect and the limited orifice-opening demanded
large feedback gains, which is needed to shift the poles to left-half of the complex plane. The developed
controller can be used for various force-feedback applications. The notion of pressure-feedback and the
corresponding improvement in the controller performance was first presented by Mannetje [55]. This idea
was implemented in [52] and it clearly demonstrated that on introducing an additional feedback term of
pressure, the closed-loop poles are shifted further right which improved the performance of the system. The
system’s response time is further minimized by formulating a linear quadratic Gaussian (LQG) problem to
determine the controller gains. Some of the other works that involved designing linear controller with fixed
gains are [47], [49] and [65]. A demerit of a linear controller is that the order of the system might get reduced
while linearizing, due to pole-zero cancellation. For instance, in [52] the order of the system was reduced
from fourth order to third order when the system was linearized about the mid-stroke position. Thus it can be
concluded that due to various underlying assumptions, linear controllers do not provide good performance
for highly nonlinear systems like a pneumatic actuator.

Currently, proportional integral derivative (PID) controllers are one of the most commonly used conven-
tional controllers for controlling pneumatic actuators, for various industrial applications. One of the first
applications of PID for pneumatic actuators was done by Kunt and Singh [47], where it was applied for a
simple on-off solenoid valve. A friction model based on Coulomb was used for compensating the friction
and it was deactivated every time the steady-state error falls within a tolerance bound. A feed-forward con-
troller was also implemented to reduce the tracking error. Following them, Wang et al. [97] modified the
conventional PID by adding acceleration feedback, which improved the system stability. Moreover, two other
compensations imposed on the controller were for minimizing the null-offset and also time-delays. To in-
crease the accuracy of linear controllers for pneumatic systems, Saleem et al. [74] added a feedback as well
as feed-forward of velocity information to their PID control, which they referred to as PID-VF control. In [92],
Mandani-based fuzzy rules were combined with a PD controller and the resulting controller was shown to
be stable and capable of rejecting disturbances in the system. Fractional order PID-type controllers are ex-
plored in [63] and [44] to tackle the issues of slow actuator bandwidth and high non-linearities in pneumatic
systems. Some of the other applications of PID-type controller for pneumatic systems are shown in [56], [75]
and [90]. The performance of fixed-gain PID controllers degrades, when subjected to a large and abrupt vari-
ations in the external load and the supply pressure. This usually necessitates the integration of conventional
PID controllers with various other techniques, as explained previously in this section. Multi-model control
system [90] is a very good alternative for linear PID controllers, but it involves an accurate identification of
different models, by varying the operating conditions of the plant. Then at every instant, the controller will
choose the best-fitting model from its set of available models and thus involves a lot of switching. It also leads
to a trade-off between the speed of response and number of unwanted switching.

Various techniques of adaptive control theory have also been explored to control pneumatic systems.
Some of the early research done in this field are by Bobrow and Jabbari [12], Kim and Gibson [46] and Mc-
donell and Bobrow [58]. In [12], a standard least squares approach was used in a linear ARMA (Autoregres-
sive moving average) model to estimate the model coefficients. The software programme to implement this
adaptive control used INT 60H software interrupt, which allows the control gains to change at any time of the
process. One of the important observations made in [12], is that using a lower-order model approximation
for the pneumatic system results in a better system response as compared with a higher order model. This
is because the uncertainties increase with the order of system. Recursive least squares was used in both [46]
and [58] to experimentally estimate the unknown parameters, but many physical effects were not accounted
in these papers such as the valve dead-band, effects of friction, resolution of feedback sensors and the non-
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linearity of air-flow in valve. Adaptive control techniques usually cannot handle the transients produced by
any abrupt changes in external load, and thus these methods lag in tracking any fast parameter variations of
pneumatic systems. Some of the other applications of adaptive control for pneumatic systems are demon-
strated in [62], [88], [59] and [19]. The current research on pneumatic muscle actuators is increasing and
various adaptive control strategies are applied to harness this technology such as [101] and [100].

The concept of sliding mode control for pneumatic systems was first described by Paul et al. [64]. A two-
way ON-OFF solenoid valve was used for controlling the position of a pneumatic system. A potentiometer
was used to measure the position of piston, which acted as the only available sensor information and its
corresponding velocity was derived by sampling the position data using a 8088 microprocessor. Due to this
limited sensor feedback, the designed sliding surface was of a lower order which complicated the reachability
condition. To counteract the low bandwidth of such a system, current drive amplifiers were used to reduce
the time-constant of solenoid valve. Pandipan et al. [62] used differential-pressure as one of the state vari-
ables, which circumvents the use of any noisy acceleration feedback in their sliding mode formulation. Large
control gains were needed when the variation of parameters such as supply pressure and mass of payload are
high, thus introducing chattering effects. High frequency chattering can lead to wear and tear of the actua-
tor components. The valve opening in this formulation is simply assumed to be proportional to the applied
voltage and it has been found-out by them that this unmodelled dynamics acts as a filter which dampens the
chattering. The controller was imposed experimentally on an industrial actuator with a sampling period of
18 ms. Some of the other applications of sliding mode control for pneumatic systems are shown in [17], [71],
[31] and [22]. Fractional order sliding mode control [71] can reduce the chattering issue and also consume
less power, thus giving a better performance than its integer order counterpart.

Techniques of backstepping control have also been exploited for controlling pneumatic systems, some
of which are [35], [80], [69], [9] and [70]. Smaoui et al. [80] designed a backstepping controller to track the
position of a electropneumatic system, and their experimental results performed better than classical linear
control strategy. A nonlinear friction model was considered by them while designing the controller, and one
of the major advantages of this controller is the stability proof using lyapunuov method. The other advantage
of this technique is that useful nonlinearities can be considered for the controller design, while the other
nonlinearities can be cancelled. Rao and Bone [69] implemented backstepping controller on a 9.5 mm bore
miniature pneumatic actuator. The tracking performance was compared with a proportional plus velocity
plus acceleration (PVA) control using root mean square (RMSE), for the position error. Backstepping control
performed better than PVA, but for tracking certain trajectories like a S-curve, the performance of PVA was
better. Besides this, it was also observed that on decreasing the total external mass, the bandwidth of the
system increases which causes any high frequency unmodelled dynamics to be excited by high frequency
noise. Ren and Huang [70] designed an adaptive backstepping controller for a 25 mm bore double-acting
cylinder, which does not require any pressure feedback.

The recent developments in modern control theory led to its application in the field of pneumatic actu-
ators. [95] was one of the first well-known works to implement neural networks for controlling a pneumatic
arm. Following this work, in [36] a network of around 200 neurons were used for controlling a robotic arm. It
was shown by them, that only pressure input alone is sufficient to control a robotic arm. Visual information
from camera was used for the controller feedback, but it is limited by the resolution of the camera. In [99],
certain features of neural networks were exploited such as the ones related to preserving the topology, and it
resulted in a path planning algorithm to avoid obstacles. Tanaka et al. [93] combined the benefits of neural
networks with model reference adaptive control for a system involving electropneumatic servo. In [43] and
[86], the benefits of fuzzy logic and neural networks were exploited together for controlling a pneumatic sys-
tem. Some of the other applications of neural networks in the domain of pneumatic systems are [94], [20],
[3] and [57]. Besides neural networks, genetic algorithms have also been used to control pneumatic actuators
such as in [45], [18] and [96]. These modern control techniques require highly efficient and computation-
ally intensive hardware for its implementation. Moreover, the current offline-control techniques are giving
satisfactory performance with much cheaper hardware, as compared to the ones required for implementing
some of the modern control techniques. These becomes a problem for small research organisations to dedi-
cate funds for high-end processors and graphics cards required for some of the modern control techniques.
The other important reason is that a number of research and experiments are currently being conducted for
improving these control techniques and making it implementable for various offline and online applications
in the near future. It is one of the hot topics of research for many interdisciplinary branches like Aerospace
Engineering and Computer Science.
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2.3.2. Parallel Robots
Flight simulators use parallel structure for increasing the fidelity of their simulation. Parallel manipulators are
also termed as closed-link robots, and most commonly known as the Stewart-Gough platform. They offer a
number of advantages when compared with its serial counterparts, and are currently being used in a number
of industries such as automotive, aerospace, defence, bridge-construction, satellite dishes. Some of its ad-
vantages include increased load-to-weight ratio, higher load-carrying capability and more structural strength
[33]. Electric and hydraulic actuators are one of the most common means of actuation for these structures
but in the recent times, pneumatic actuators are being explored for its use in Stewart-Gough platforms due
to some of its advantages mentioned previously.

Grewal et al. [33] were one of the first to implement an advanced control technique for a pneumatically
driven Stewart-Gough platform, where they implemented a linear quadratic gaussian (LQG) controller. They
verified their control technique experimentally on a miniature Stewart platform with the sampling time of
the whole process being 400 Hz. They successfully tracked a sinusoidal wave of frequency 0.1 Hz and am-
plitude 20 mm. An anti-windup scheme was imposed for the integral control and they verified that their
controller is robust to varying external load. Sliding-mode controller was implemented for controlling a six
degree-of-freedom Stewart platform [8], where its tracking performance was five times better than a conven-
tional on-off controller. Pradipta et al. [66] modified the conventional Stewart structure by augmenting the
structure with an extra cylinder, whose main function was to lift the platform. A compensator for striction
friction was introduced while designing the immersion and invariance controller. It was experimentally ver-
ified by them that such a control structure resulted in a fast response-rate. In [67], a cascaded PID controller
was designed for a pneumatically driven Stewart platform and firefly algorithm was further used to optimise
the controller parameters. Gattringer et al. [29] also implemented a PID controller but in combination with
inverse dynamics feedforward control. Some of the other control mechanisms for pneumatically driven mo-
tion simulator platforms are given in [21], [48], [7] and [37]. These research works mostly focused on small
pneumatic structures with cylinder strokes of less than 0.3 m. Big cylinders with larger strokes take a longer
time to complete the stroke. The air consumption rate is much higher for bigger systems and it also becomes
difficult to track a reference trajectory of frequency higher than 1 Hz due to the limitations of hardware and
increased nonlinearity. Therefore, most applications which require higher tracking speed usually relies on
small pneumatic actuators with strokes ranging from 1 cm to 30 cm.

Besides the widespread application of Stewart platform as flight simulators, they are also used for other
applications. For instance in [32], Girone et al. designed a haptic interface based on a Stewart platform for
the purpose of rehabilitation. The platform was constructed using pneumatic cylinders, force and position
sensors. The developed system which uses a force control and a position control loop, was named as "Rutgers
ankle" and it helps in the effective and fun exercising of damaged ankles. Similarly in [61], Onodera et al.
designed a controller for a pneumatically driven Stewart platform for assisting rehabilitation of ankle-foot.
The controller is based on viscous damping, stiffness and force. A pneumatically driven wearable device was
designed in [91] based on Stewart platform, for the rehabilitation of foot and ankle. Some of the other works
on pneumatically driven Stewart platforms acting as ankle and foot devices are given in [13] and [60]. Stewart
platform is also used for the purpose of vibration isolation, where the vibration produced by two structures
are isolated from one another. Such Stewart platform which are driven by pneumatic actuators can be found
in [30] and [50].

2.4. Conclusion and Recommendations
In the recent times, the research community in the field of industrial manipulators and flight simulators are
focusing on harnessing the benefits of pneumatic actuators, due to the few edges it has over its electric and
hydraulic counterparts. Investing on pneumatic technology to make it applicable as industrial actuators can
be economically very beneficial, as it takes very less resource to operate when compared with an equivalent
hydraulic or electric actuator. The maintenance required for an pneumatic actuator is very minimal and its
average lifespan is usually higher than electric and hydraulic actuators. The hydraulic actuators are prone to
oil-leakage from the cylinders and connecting-tubes, which is a major source of concern for the environment.
A pneumatic actuator requires the consumption of air from the atmosphere, which makes it one of the safest
possible means of actuation. Air being agile, can flow very fast through the cylinders and the connecting
tubes. This makes the operating speed of a pneumatic cylinder very high, whereas hydraulic oil has more
viscosity than air which makes the response of the system slower than its pneumatic counterpart. This is only
applicable to small pneumatic cylinders, as the speed of a large pneumatic cylinder is slower than a similar



44 2. Pneumatic Actuators

hydraulic cylinder.
There are a few issues of pneumatic actuator which makes it difficult to apply conventional control tech-

niques on them. Two of such issues are the compressibility of air and time-delays in the connecting-tubes,
which makes the system dynamics highly nonlinear. This creates problem in designing controllers that can
track the reference positions with high precision. As mentioned previously, switching of the mass-flow rate
between chocked and un-choked flow conditions is a major nonlinear behaviour and must be taken into ac-
count. Implementing a model-based controller for a pneumatic system is difficult due to unavailability of an
accurate model and also due to the variations of different parameters like friction, external load, etc. Some
of the control techniques for pneumatic systems discussed in this chapter are pole placement, LQG, robust,
sliding mode, backstepping, neural networks and genetic algorithms. It can be concluded after the litera-
ture review, that accounting various factors such as a time-varying friction model, pressure feedback, piston
viscosity and friction parameters can increase the accuracy of the controller output.

Pneumatic actuators are used in a number of Stewart platforms due to a few of its advantages over other
actuation mechanisms. Such structures offer an increased power-to-weight ratio without compromising pre-
cision in tracking the desired trajectory. Installing pneumatic actuators on Stewart platforms takes less effort
and such structure can function in a wide range of temperature variation. Stewart platforms which are used
for the application of flight simulators, should be capable of responding to different reference trajectories of
frequency up to 10 Hz, but the inherent nonlinearity of pneumatic systems along with a limitation of available
hardware, makes most of the pneumatic controlled systems degrade its performance over 1 Hz.



3
Incremental Nonlinear Dynamic Inversion

(INDI)

This chapter presents he fundamentals of Nonlinear Dynamic Inversion (NDI) controller in section 3.1. This
is followed by section 3.2, which discusses the fundamentals of Incremental Nonlinear Dynamic Inversion
(INDI). Various concepts concerning INDI are also discussed in this section such as the time-scale separation
and the effects of model-uncertainty on the system-response. Finally, a state-of-art-review on incremental
control is discussed in section 3.3. It discuses some of the applications, issues and a few augmentations done,
in order to improve INDI control.

3.1. Basic Principles of NDI
The basic principle of Nonlinear Dynamic Inversion (NDI) controller is that inverting a nonlinear system
using state feedback results in a linear structure [25]. Once the nonlinearities are cancelled, almost any con-
ventional linear controller can be designed for the system. NDI is also sometimes referred to as feedback lin-
earization. In order to fully cancel any nonlinearity in system, a exact model of the system is very necessary.
The presence of external disturbances and noises will not cancel the nonlinear terms completely and thus
making the linear control laws less effective. The known model of the system is termed as nominal model,
based on which the NDI law is designed. NDI is a state-feedback technique and thus it requires information
of the system states. In this section, the concept of NDI is first demonstrated for a SISO system, following
which it will be shown for a MIMO system.

3.1.1. NDI for SISO systems
We consider a general system to be consisting of a single input u and a single output y . The dynamics of the
system can be represented as follows.

ẋ = f (x)+G(x)u
y = h(x)

(3.1)

In the above equation, y is kept differentiating, until a explicit form of u appears [79]. For the above system
(Eq.(3.1)), a single differentiation is sufficient which is shown below.

ẏ =∇h (x) ẋ =∇h (x)
(

f (x)+ g (x)u
)

(3.2)

In Eq.(3.2), ∇h(x) is the gradient of h(x) with respect to x, i.e. ∇h(x) = ∂h(x)
∂x . Eq. (3.2) can be further simplified

by the use of lie-derivatives as follows.
ẏ = L f h(x)+Lg h(x)u (3.3)

u = 1

Lg h(x)

(−L f h(x)+ν)= a−1(x) (v −b(x)) (3.4)

In Eq.(3.3), L f h (x) = ∇h (x) f (x), Lg h (x) = ∇h (x) g (x), a = Lg h(x) and b = L f h(x). The control law for u in
Eq.(3.4) is obtained by inverting the system dynamics, which results in the linearizing control law ẏ = v. v can
be expressed as given below.

v = ẏd +k
(
yd − y

)
(3.5)

45



46 3. Incremental Nonlinear Dynamic Inversion (INDI)

If the error is defined as E(t ) = yd −y , then the linear law is guaranteed to achieve achieve asymptotic stability,
which is shown by solving the following linear differential equation.

Ė(t )+kE(t ) = 0 (3.6)

E(t ) = E0e−kt (3.7)

In Eq.(3.7), lim
t→∞E(t ) → 0 and thus the stability of system is guaranteed. For other system models, it might

be needed to differentiate the output a number of times, until an explicit expression of u similar to Eq.(3.4)
appears. r is defined as the relative degree of the system and the differentiation is done until Lg Lr−1

f h(x) 6= 0.

For such cases, the linear control law becomes the following.

v = y (r )
d +kr−1

(
y (r−1)

d − y (r−1)
)
+kr−2

(
y (r−2)

d − y (r−2)
)
· · ·+k0

(
yd − y

)
(3.8)

In Eq.(3.8), y (r )
d is the rth order differentiation of yd . For a few simple systems, r is usually equal to the order

of the system n and for those systems with r < n, the number of internal state equals n − r . Internal stability
should be ensured while designing a NDI controller. The controller structure is depicted below in Fig.3.1.

Figure 3.1: Block diagram of NDI controller

3.1.2. NDI for MIMO systems
NDI control methodology can be extended to a general Multiple Input Multiple Output (MIMO) system, in a
similar way. The number of inputs x is considered as m, which is also the number of total outputs y . A MIMO
system in control-affine form can be expressed as follows.

ẋ = f (x)+G(x)u (3.9)

y = h(x) (3.10)

The dimensions of x, f (x), y and h(x) are all m×1 and the dimension of G(x) is m×m. We can express these
set of vectors as follows.

u = [
u1 · · · um

]T
(3.11)

x = [
x1 · · · xm

]T
(3.12)

h = [
h1 · · · hm

]T
(3.13)

y = [
y1 · · · ym

]T
(3.14)

G = [
G1 · · · Gm

]T
(3.15)

In Eq.(3.15), all the elements of G have a dimension of 1×m. An explicit relation between the output and
the control input is found out by differentiating y [79]. Every output y j is differentiated r j number of times,
which is known as the relative degree of that output. The sum of all such relative degrees is termed as the total
relative degree. For MIMO systems, this differentiation is expressed using lie derivatives as follows.

y
(
r j

)
j = L

r j

f h j (x)+
[

LG1 Lri−1
f h j (x) · · ·LGm L

r j −1

f h j (x)
] u1

...
um

 (3.16)
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Next, Eq.(3.16) is inverted in order to find the control input vector u as follows.

u = A−1(x)[ν−b(x)] with ν=

 ν1
...
νm

=


y (r1)

1
...

y (rm )
m

 (3.17)

The matrices A(x) and the vector b are expressed as follows.

A(x) =


LG1 Lr1−1

f h1(x) · · · LGm Lr1−1
f h1(x)

...
. . .

...
LG1 Lrm−1

f h1(x) · · · LGm Lrm−1
f h1(x)

 ;b(x) =


Lr1

f r1 h1(x)
...

Lrm
f hm(x)

 (3.18)

3.2. Basic Principles of INDI
Incremental Nonlinear Dynamic Inversion (INDI) control is a robust control technique, as compared to NDI.
INDI has reduced dependency on the system dynamics and relies more on sensor measurement [77]. INDI
combines the advantages of an incremental form with NDI and calculates the increments for the control
commands, which is then added to the issued command in the previous sampling instant [77]. A general
nonlinear system ẋ = f (x,u) is considered, while framing INDI control. It is approximated using Taylor’s
series expansion as follows.

ẋ = f (x0,u0)+ ∂ f (x,u)

∂x

∣∣∣∣
x=x0,u=u0

(x −x0)+ ∂ f (x,u)

∂u

∣∣∣∣
x=x0,u=u0

(u −u0)+H .O.T. (3.19)

The higher-order terms denoted as H .O.T. are neglected and a simplified expression is obtained as follows.

ẋ ' ẋ0 +F (x0,u0)∆x +G (x0,u0)∆u (3.20)

In Eq.(3.20), F (x0,u0) = ∂ f (x,u)
∂x

∣∣∣
x=x0,u=u0

, G (x0,u0) = ∂ f (x,u)
∂u

∣∣∣
x=x0,u=u0

,∆u = u−u0 and∆x = x−x0. Now con-

sidering a very high update-rate for the control input u and also assuming a small sampling time, the current
state x approaches the previous state x0. Next, using this concept and simplifying Eq.(3.20), the following
relation is obtained.

ẋ ' ẋ0 +G (x0,u0)∆u (3.21)

Eq. (3.21) is linearized by using the following control law, which results in ẋ = v

∆u =G(x0,u0)−1 (v − ẋ0) (3.22)

The linear control law can be selected in a similar way as Eq.(3.8). The final control input is thus calculated
as given below. The block diagram for an INDI controller is shown in Fig. 3.2.

u = u0 +G(x0,u0)−1 (v − ẋ0) (3.23)

The dependency on the system model f (x,u) is reduced for an INDI controller. Instead, the information
of this model f (x,u) is reflected in the measurements of ẋ0. This makes INDI control techniques to highly
rely on the accuracy of sensor feedback [1]. ẋ0 can also be derived from the state measurements, as will be
discussed in chapter 3. It is also crucial to have an accurate and a complete knowledge of the system states,
which is needed for the calculation of control effectiveness G(x0,u0). The synchronisation of the feedback
signal should be taken care of, such that both x0 and u0 are from the previous sampling instant.

As mentioned previously in this chapter, INDI is robust to model uncertainties which can be shown by
the following analysis. The control effectiveness matrix G might contain some uncertainties represented as
below.

G(x,u) =Gn(x,u)+∆G(x,u) (3.24)

In Eq.(3.24), Gn is the nominal effectiveness and ∆G denotes its uncertainties. Eq.(3.20) can be now repre-
sented as follows.

ẋ ' ẋ0 + (Gn (x0,u0)+∆G (x0,u0))∆u (3.25)
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Figure 3.2: Block diagram of INDI controller

The designed control law will be based only on the nominal part, as the knowledge of the uncertainties is
not always known, i.e. u = G−1

n (x0) (ν− ẋ0)+u0. Next, replacing this control law in Eq.(3.25), the following
relation is obtained.

ẋ =−∆G (x0)G−1
n (x0) ẋ0 +

(
In×n +∆G (x0)G−1

n (x0)
)
ν (3.26)

From Eq.(3.26), it can be observed that only if the uncertainty∆G is zero, then ẋ = v . However, if the sampling
time of controller is considered to very less, then the difference between the current state derivative ẋ and
previous state derivative ẋ0 is negligible. This results in the following relation.(

In×n +∆G (x0)G−1
n (x0)

)
ẋ = (

In×n +∆G (x0)G−1
n (x0)

)
ν (3.27)

Eq.(3.27) leads to the control law ẋ = v , which is same as the one where uncertainties are not considered and
was first analyzed by Simplício et al. [78]. Therefore, uncertainties in the control effectiveness matrix does
not affect the performance of INDI controller, as long as the sampling frequency of the system is very high.

3.3. State-of-the-Art Review on Incremental Control
One of the first well-known references of INDI control was provided by [84], where they developed a simple
and robust approach based on NDI control. It was applied for the longitudinal control of a high performance
aircraft. Their formulations required the feedback of pitch acceleration and it was assumed that the required
vehicle-response bandwidth is much lower than that required by the sensors. These relationships were as-
sumed to be unity and it resulted in an simplified expression for the commanded pitch acceleration, which
did not require a mathematical model for the baseline aircraft. A random number generator was used in [84]
to introduce noise in the lateral rotational acceleration, but it neither affected the tracking results nor the sta-
bility of the system. Besides the robustness to parameter variations, the formulated controller is also robust to
actuator saturation. However, the range of variation of the system parameters was not investigated by them.
It was also observed that the system performance degraded by the introduction of a second order lag, which
is used for filtering the noise. [85] demonstrates the implementation of the above mentioned controller on
an VAAC Harrier aircraft, in which the system showed oscillatory responses at lower speeds. Following them
in [10], the concept of incremental control based on NDI was tested using NASA’s simulation framework AT-
LAS. The controlled system remained stable, as long as the bias uncertainties in the center of gravity (CG)
remained within the safety bounds, but it relied heavily on failure detection and isolation (FDI) of the rate
gyros. Moreover, uncertainties in the gyroscope measurements resulted in a low phase margin of the system.

3.3.1. Applications of INDI
In the recent years, INDI control is becoming very predominant because of its reduced dependency on the
actual system dynamics. Delft University of Technology in the Netherlands is one of the leading pioneers in
this field with numerous research on INDI control. [77] is one of the first well-documented paper on INDI
control published by TU Delft. In this paper, INDI control was simulated on an UAV and it showed satisfac-
tory performance in the presence of mismatches in model, inertia and center of gravity. This insensitivity
to uncertainty was proved mathematically using a closed-loop transfer function from the reference angular
velocity to the actual angular velocity. Its robustness was compared with a conventional NDI controller.

In [28], a flight envelope protection was developed by designing a constraint flight control law and virtual
control-limiting techniques, based on INDI control. It was compared with others techniques such as PID and
Model predictive controller (MPC) in the presence of parameter uncertainties, wind gusts, time-delays and



3.3. State-of-the-Art Review on Incremental Control 49

turbulence. INDI based control of a spacecraft was done in [1], where the authors clearly demonstrated the
attitude-tracking capability of a rigid aircraft in the presence of external disturbances. It was concluded in
this paper that INDI performs better than a conventional NDI and PI-based control, provided the actuator
and sensor measurements are accurate and also synchronised. INDI control was also implemented for the
position tracking of aircraft [53] and it showed better performance than model-based control techniques, in
the presence of uncertainties.

Helicopter dynamics is very complicated and nonlinear. It is often difficult and also costly to obtain its ac-
curate and high-fidelity model. Therefore, INDI control for such applications can be advantageous for adapt-
ing to such issues. In [78], INDI control was implemented for a single main-rotor and tail-rotor helicopter,
to achieve two maneuvers of ADS-33 standard. A three-loop controller was developed which sequentially
involves a navigation controller, attitude controller and a attitude-rate controller in the end. The simulation
results clearly demonstrate that the designed controller takes into account the involved non-linearities in
the model, and is robust to uncertainties such as malfunctioning of tail-rotor and aerodynamic uncertain-
ties. Similar to [77], in [78] a second-order closed-loop transfer function from the commanded to the actual
attitude angle was derived and it was shown that by proper selection of the constants, a desired damping
and natural frequency can be imposed. INDI control is also successfully tested on a passenger aircraft [34],
where the authors took into account the various delays and also the actuator saturation, while designing
the controller. This paper concluded that INDI is robust to a certain amount of discrepancy in synchroni-
sation between the state derivative and the control input. Apart from fixed-wing aircraft, INDI control was
implemented and tested on quadrotor MAVs ([81],[82], [83]), which is becoming a very popular platform for
research in aerial robotics. It clearly validates the disturbance rejection property of INDI, when the MAV flies
a through a windy environment. This is possible because the obtained angular accelerations are a measure of
the complex aerodynamic uncertainties, which is difficult to be modelled accurately. Bias estimation of the
acceleration sensors can thus greatly improve the performance of an INDI controller.

INDI control has got equivalence with time-delay control (TDC), as was established in [2]. TDC assumes
that the aircraft model matrix at the current and the previous sampling instant are same, whereas INDI as-
sumes that the aircraft states at the current and previous instant are equal. It was proven mathematically in
[2], that by subtracting the components of PI controller at two consecutive instants, an incremental form is
achieved which is similar to INDI and TDC controller. INDI control can have enormous applications in the
aircraft and MAV industry, as discussed previously in this section. Besides these applications, INDI is also im-
plemented for the accurate tracking-control of motion simulators, driven by hydraulic actuators ([40], [41]).
Similar to a acceleration feedback in the previously mentioned formulations, hydraulic application requires
the feedback of pressure difference derivatives, which can be obtained from sensors. Motion simulators can
be considered as a highly complex closed-chain parallel robot, and implementing INDI controller for such a
system reduces the dependency on accurate models. It has been shown in [40], through extensive simulation
studies that INDI controller performs better, when compared with a model-based cascaded ∆P controller
(Cdp).

3.3.2. Issues in INDI controller
Even though an INDI controller shows robustness to a number of practical issues, its performance degrades
if the following cases are not taken care of. Firstly, INDI control law for an UAV ([77]) requires the feedback of
angular acceleration. These state-derivative measurement received by the sensors might get altered by noise.
In INDI control, the feedback of state-variables contains many valuable information, such as any model mis-
matches and uncertainties. Therefore, erroneous sensor readings can reduce the efficiency of controlled
system. The second issue of INDI control is the time-synchronisation of various sensor feedbacks. The con-
trol command generated by an INDI controller in the current step relies on the previous control command
and also on the previous sensor readings. Therefore an INDI controller is highly sensitive to even small mis-
matches in time-delay, like 1 millisecond. Thirdly, an INDI controller does not take into account the actuator
saturation which is very crucial, especially in the field of aerospace applications, such as control of an UAV
or a fixed-wing aircraft. Neglecting the actuator saturation can lead to reduced efficiency of the controller or
even instability of the system.

3.3.3. Improvements and further research
In order to tackle some of the issues of INDI control as discussed above, various remedies have been pro-
posed. For instance in [77], a predictive incremental nonlinear dynamic inversion (PINDI) was proposed
to calculate angular acceleration using a linear prediction filter, which is more accurate and also less prone
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to noise, than performing numerical differentiation. The coefficients of this filter are calculated using least
squares estimation. In some literature ([81],[82],[53],[40], [34]), a second-order Butterworth filter was im-
plemented to provide the filtered acceleration signals. These filtered information gets delayed due to the
dynamics of a lag-filter and is very crucial in reducing any oscillations of the system. The same filter was also
used for obtaining the input signals, in order to synchronise the sensor-measurements with the input signals.
It was also proven mathematically ([81],[40]) that by considering the same filter dynamics for both the feed-
back loops, the expression of the closed-loop controlled system is simplified and consists only of an actuator
dynamics. Thus, a stable actuator dynamics is sufficient for attaining a stable closed-loop system. An angular
acceleration sensor can also be used for obtaining feedback, instead of differentiating the angular velocities
[16], thus preventing any additional delay due to the sensors. Time synchronisation is also very vital for the
effective performance of INDI control. To ensure it, the time delay of the sensor feedback is made equal to
the update frequency of the control system, for instance 100 Hz in [77].

Actuator saturation can be a serious problem in some scenarios, such as the control surfaces of a aircraft.
In order to tackle such issues, the technique of pseudo control hedging (PCH) is usually combined with INDI
controller ([78], [34], [16]). If the commanded reference signal cannot be achieved by an actuator, then PCH
will generate a signal opposite to the commanded direction. A first-order reference model (RM) based on
time-scale separation is utilized in PCH, which gives rise to feasible reference commands that can be achiev-
able by an actuator. The other useful property of PCH is the output of a feed-forward component for the
virtual control law. The parameters of INDI are often tuned using Multi-Objective-Parameter-Optimization
(MPOS) tool, whereas multi-modal approach is used for achieving robustness in parameter variations [34].
Even though INDI control reduces the dependency on the accurate model of the system dynamics, the con-
trol effectiveness matrices must be known and the angular acceleration measurements should also be avail-
able. Adaptive INDI [81] was implemented on-board a MAV to approximate the control effectiveness matrix
by using a Least Mean Sqaure (LMS) filter. Its adaptation constants will dictate the stability and the rate of
convergence of the unknown parameters.

3.4. Conclusions and Recommendations
INDI is a convenient control technique for highly nonlinear systems, where a complete and accurate model of
the plant is difficult to obtain. INDI has been tried and tested multiple times, mostly in the field of aerospace
controls. One of the primary reasons for its increased demand is the ease of implementation. The formulation
of INDI is relatively simpler as compared with the other nonlinear control techniques, such as model predic-
tive control (MPC), artificial neural networks (ANN), etc. INDI being less dependent on the plant model, is
thus more robust and when compared with a model-based controller, INDI gives better results in handling
increased nonlinearities and parameter variations in the system. Model-based controllers such as NDI re-
lies on full state-feedback, which is not feasible for a number of physical systems. This chapter presented
some of the available literature, which validates the improvement in the performance of INDI controller over
model-based and linear controllers.

Although INDI controller have shown a number of significant improvements over the conventional model-
based controllers, certain factors must be taken into consideration while designing it. INDI control is not
robust to variation in time-delays and requires accurate time-synchronisation of different feedback signals in
the system. For the case of a pneumatic system, it should be ensured that the feedback of pressure-derivatives
and the control input should have the same time-delay. The unmodelled dynamics in the INDI controller are
taken care of by the feedback of state-derivatives, and therefore it should not be erroneous, or else the system
performance degrades. For pneumatic systems, appropriate filters might be necessary for obtaining these
noise-free measurements of the state-derivatives. Another important factor while designing INDI controller
is the saturation of actuator. As already pointed out from some of the available literature, actuator saturation
can pose a serious problem by reducing the performance of the designed controller. For pneumatic systems,
appropriate measure will be needed for handling the saturation of the pneumatic valves.



4
Preliminary Study on Controller Design for

a Pneumatic Actuator

The selection of model parameter is discussed first in section 4.1, as it will be required for the controller
design process. The formulation of an INDI controller for a pneumatic actuator is then explained, following
which the design of PID controller will be shown. The INDI controller is initially designed with only position
feedback and then, with both position and pressure feedback. This chapters also deals with some of the
augmentations of INDI such as filter design, PCH and actuator dynamics, as discussed briefly in section 3.3.3.

4.1. Selection of Model Parameters
This research proposal plans to specifically design INDI controller for pneumatic cylinder, which is capable of
generating long-stroke of up to 1m. The major objective of this proposal as already mentioned in section 1.4.2,
is to design controllers for pneumatic cylinders which can be used for actuating a flight simulator. There-
fore, such a pneumatic cylinder should be capable of generating enough force to lift an external weight of
roughly 10000 N . This research proposal will specifically try to design pneumatic controller for the SIMONA
flight simulator [87]. The total mass of the SIMONA cabin including all the on-board systems and two crews
members is below the the margin of 4,500 kg [27]. It’s maximum speed of operation can go up to 0.95 m/s.
Currently it uses 6 hydraulic actuators, which are capable of generating massive amount of torque for pro-
pelling the flight simulator with such a high speed. The primary goal of SIMONA Research Simulator (SRS) is
to conduct research projects related to human machine interactions [87]. There are a number of subsystems
of the SRS, such as its computer architecture, visual display system, motion base, cabin and other cues for
increasing the fidelity of simulation. In this research proposal, only the motion base has been considered in
order to design appropriate controllers for it. The motion-base has 6 degrees-of-freedom and currently runs
on hydraulic actuation. A Gough-Stewart platform is obtained by connecting six of those hydraulic cylinders
in pairs, at three different points. The cylinders are driven by an electro-hydraulic servo-valve, which is linked
to the cylinder by a series of connecting tubes.

The main objective of this research project is investigate the viability of pneumatic actuation for operat-
ing the SRS. The dimensions and the parameters of the required pneumatic cylinder are initially calculated,
based on the total weight of the SRS and the desired speed of operation. Next, a number of pneumatic cylin-
ders are searched from the available models of SMC [24] and Festo [23], which can provide nearly the same
specifications calculated in the first step. Following are the requirements for a single cylinder to be used in
SIMONA simulator:

• Payload: The total payload is around 4500 kg . By equally distributing it among the six cylinders, a load
of 750 kg is obtained for each of them. Now considering the fact that the legs are not perpendicular to
the base and also after including some safety margin, a load of 1000 kg is considered for each cylinder.

• Maximum Stroke Length: 1.25 m

• Maximum piston velocity: 0.9 m/s

51
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The external load of 4500 kg is kept perpendicular to the ground and is thus under the influence of gravity. So
this external load will generate roughly 45000 N of force. The area of the cylinder is first calculated, which will
be needed to generate sufficient thrust. The required thrust will be around 10000 N for a single cylinder after
considering the safety margin, which is discussed previously. The atmospheric pressure is conventionally
taken as 101325 Pa (1 bar ), the temperature is taken as 293.15 K , the specific-heat ratio is taken as 1.4 and
the gas constant is considered as 287.

The maximum supply pressure is 10 bar but it is assumed that only 70 % of maximum pressure is applied,
which is around 7 bar . So the driving pressure for the piston will be 6 bar . The efficiency of the cylinder is
considered to be 90 % in our computation. So the bore area of a single cylinder is calculated as follows.

Bore Area = Thrust Needed

Pressure×Efficiency
= 10000

600000×0.9
= 0.0185m2 (4.1)

The area calculated in Eq.(4.1) corresponds to a bore diameter of around 15.4 cm. In our simulations, we
considered the next available bore size, which is 16 cm. The total air consumption by the cylinder is then
calculated, which is required for a stroke length of 0.5 m to be completed in 1 second. The total volume of air
consumed by the system is 9.3 litres every second, which was found by multiplying the area of the chamber
with the stroke length. Next utilizing Boyle’s law [98], the following relation is obtained.

P1V1 = P2V2 (4.2)

In the above equation, P1 equals 8 bar , V1 equals 9.3 L and P2 equals 1 bar . Thus the air consumed from
the environment is 74.4 L, for a stroke of 0.5 m to be completed in 1 second. In terms of minutes, the air
consumption rate is found to be 4464 l /mi n. The valve suitable for our applications should be capable of
generating such a consumption-rate. Some valve manufacturers specify Cv rating which also depends on
available pressure drop (∆p), which in our case is around 3 bars, due to the maximum supply pressure of 10
bar .

Cv = Q

400×
√

p2 +1.033×∆p
= 0.5016 (4.3)

Usually the Cv calculated above is split between the connecting tube and the valve by the use of following
relation.

1

C 2
v
= 1

C 2
v v

+ 1

C 2
v t

(4.4)

In Eq.(4.4), Cv v and Cv t denotes the Cv rating for the valve and connecting tube respectively. So the Cv rating
of valve comes to be around 0.3522.

Parameter Small pneumatic system Big pneumatic system

Piston Length 0.5 m 1.2 m
Piston Ineffective Length 0.05 m 0.1 m
Chamber Diameter 0.025 m 0.125 m
Piston Diameter 0.01 m 0.027 m
External load mass 2.5 kg 200-1000 kg
Piston Rod Mass 0.30615 kg 2 kg
Maximum Displacement of spool 0.002 m 0.004 m
Maximum Orifice opening 2.2062e-05 m2 2.2062e-03 m2

Supply Pressure 6 bar 10 bar

Table 4.1: Dimensions of a small and big pneumatic cylinder

The dimensions of a small and big cylinder are summarized in Table.4.1, and their comparison result is
shown in Fig.4.1. To compare their speed of controller response and to avoid any overshoot, the integral
component was ignored due to which some steady-state error can be observed. The bigger cylinder takes
more time to converge to the specified reference piston position. The effects of time-delay for a big and small
cylinder are plotted in Fig.4.2. For the case of small cylinder, the oscillations introduced due to the time-
delays gets damped and results in a steady-state value with some error. For the case of large cylinder, the
oscillatory response does not cease and is thus necessary to be compensated in the controller. It can also
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Figure 4.1: Response of smaller and bigger cylinder

Figure 4.2: Effect of time-delays in connecting tubes

Figure 4.3: Valve-spool displacement for Fig.4.1

be observed from Fig.4.3 that the valve-spool in the small cylinder oscillates between the two saturation-
limits, like a bang-bang controller. This is one of the explanations for the attainment of steady-state value in
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a small cylinder, which is due to this constant switching of the control command. For the case of the bigger
cylinder, the the controller output settles down to a steady-state value, once the response starts oscillating
after 4 seconds of simulation time (Figs.4.2 and 4.3).

4.2. INDI Controller
The design of INDI controller is described in this section. First a single-loop INDI controller will be framed
in section 4.2.1, by using only position feedback. Following this, three-loop and two-loop controllers will be
designed in section 4.2.3 and 4.2.4 respectively.

4.2.1. INDI controler with position feedback
First, an NDI formulation will be shown, following which an INDI controller is designed. The simplified
equation of motion for a piston-rod assembly is given as follows.

ẍ = 1

(Mp +ML)

(
P A A A −PB AB −Pa Ar −F f −FL

)
(4.5)

Differentiating it once, the following expression is obtained.

...
x = 1

(Mp +ML)

(
Ṗ A A A − ṖB AB

)
(4.6)

In Eq.(4.5), the actual control input is the valve current ic which changes the valve spool position xs . This
valve spool position xs will dictate the total effective orifice area Av . However in this formulation, we have
considered Av as the control input, instead of ic . Now using the dynamical equations for the variation of
pressure (Eq.(2.13)) and mass-flow rate (Eq.(2.16)) in Eq.(4.6), the control input Av is obtained as a function
for the virtual control v and some other parameters.

u = Av = f (v,Other Parameters) (4.7)

The other parameters in Eq.(4.7) includes the chamber pressures P A and PB , supply pressure Ps , ambient
pressure Pa , area of the chambers A A and AB , area of piston Ap , temperature T , specific heat ratio k, dis-
charge constant C f , friction F f , load force Fl , piston displacement x and its velocity ẋ, load of mass Ml and
mass of piston Mp . The mass flow-rate through a pneumatic value is expressed using the flapper-nozzle equa-
tion [73]. Depending on whether the flow is choked or under-choked, a total of 16 conditions are obtained
for evaluating Av . The virtual control v is defined as follows.

...
x = v (4.8)

In order to track the reference piston-position, a third-order error dynamics is used as follows.

v = ...
x d +Kd1(ẍd − ẍ)+Kd2(ẋd − ẋ)+Kp (xd −x) (4.9)

In Eq.(4.9), xd denotes the desired piston-position and x is the actual piston-position. Kp , Kd1 and Kd2 are
the tuning parameters of the controller. The philosophy behind the selection of these controller coefficients
is discussed below in section 4.3.1. The performance of NDI controller can be increased by using an accurate
version of the dynamical model. The performance of NDI will degrade once the actual system dynamics starts
deviating from the nominal model.

For the formulation of INDI, a complete knowledge of plant dynamics is not required but rather only an
information of control effectiveness, as explained in section 2.4. In the following sections, a one-loop and
then a two-loop INDI controller will be derived. First, the following relation (Eq.(4.10)) is obtained similar to
Eq.(4.7) of NDI formulation.

...
x = f (Av ,Other Parameters) (4.10)

In order to find the control effectiveness matrix G , Eq.(4.10) is partially differentiated with respect to Av . Once
the G matrix is calculated, then the INDI control law is obtained as follows.

...
x = ...

x 0 +G(Av − Av0) (4.11)

...
x = v (4.12)
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Now, substituting the linear control law of Eq.(4.12) in Eq.(4.11), the INDI controller for the inner-loop is
obtained as follows.

Av = Av0 +G−1(v − ...
x 0) (4.13)

In Eq.(4.13), Av0 and
...
x 0 denotes the orifice area and the third-derivative of the piston-position respectively,

both in the previous sampling instants. The above formulation of INDI considers the control input to be
orifice area Av . The controller coefficients for both the NDI and INDI controller are summarized below in
Table.4.2.

Position-based NDI Kp Kd1 Kd2 Ki 1

10000 10000 0 0

Position-based INDI Kp Kd1 Kd2 Ki 1

1300 900 300 0.025

Table 4.2: Coefficients of position-based NDI and INDI controller

Figure 4.4: Tracking results of NDI control with only position feedback

The results of position-tracking using NDI controller is shown in Fig.4.4. The model used for designing
the NDI controller does not contain any uncertainty and thus the performance of the model-based controller
is satisfactory, with zero steady-state error. The final response can be further tuned to meet a given time-
domain specification. Note that in Fig.4.4, the effect of time-delays in the connecting tubes is not taken into
consideration.

The response of INDI controller without integral action and with integral action are shown in Fig.4.5 and
Fig.4.6 respectively. We can observe that there is a there is slight bump in the initial section of the graph when
the reference position is zero. The reason for this unusual behaviour is that even though the load force, the
friction force and the force due to the ambient pressure are active in the system but while deriving the control
effectiveness matrix, these terms gets cancelled, as can be observed from Eqs.(4.5) and (4.6). Therefore these
three forces are acting in the system, but there is not compensating term for these forces, in the designed
INDI controller. For the case of NDI controller, the above mentioned three forces are present in the controller
formulation and thus the unusual deviation at the start of the tracking response is absent. This necessitates
a force-control loop, as will be explained in the following sections. The other observation which can be made
from Fig.4.6 is that the overshoot starting from 5 seconds is due to the integral part, which can be further
tuned to obtain a desired time-domain specification. By removing the integral part, this overshoot vanishes,
as can be seen in Fig.4.5.
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Figure 4.5: Output of position-based INDI controller without integral action

Figure 4.6: Tracking results of INDI control with only position feedback

4.2.2. Position-based INDI with additional feedback of coil-current
Next, a two-loop controller is designed. The outer-loop controller delivers the desired valve-spool displace-
ment xsd , and the inner-loop controller has to track the desired orifice area by controlling the current in the
valve solenoid. In Eq.(4.10), the area Av is replaced with Eq.(4.14) and partially differentiated with respect to
xs in order to obtain the control effectiveness matrix G̃ .

Av = xs

|xs |
πx2

s (4.14)

We can observe from Eq.(4.14) that depending on the sign of xs , the area of orifice-opening can be either pos-
itive or even negative. Positive area occurs when the displacement xs is positive, which physically means that
it pumps air into cylinder chamber B and simultaneously pumps air out of chamber A. Negative area phys-
ically signifies that the valve is pumping air into chamber A and simultaneously out of chamber B (Fig.2.1).
Using these relations, an INDI law is framed which outputs the desired spool displacement xsd to the outer-
loop controller.

xsd = xs0 +G̃−1(v1 − ...
x 0) (4.15)
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Next, an inner-loop controller is derived. The dynamics of a pneumatic valve can be described by using a
first-order assumption as follows.

cs ẋs +ks xs = K f ic (4.16)

cs is the viscous friction coefficient, ks is the spring constant and K f is the coil force coefficient. The coil-
current ic controls the valve-spool displacement xs , which further changes the orifice area of the valve. Once
the desired spool displacement xsd is obtained, Eq.(4.16) is used to frame the inner-loop NDI control law. The
linearized control law is defined as ẋs = v2, where v2 is expressed as follows.

v2 = Kp
(
xsd −xs

)−Kd ẋs ++Ki
∑(

xsd −xs
)

(4.17)

Finally the solenoid current in the valve is calculated using Eq.(4.16), as given below.

ic = cs

k f
v2 + ks

K f
xs (4.18)

The controller coefficients are summarized below in Table.4.3.

Position-based INDI with additional feedback of current Kp Kd1 Kd2 Ki 1 Kp Kd Ki

800 970 10 0.01 800 0.75 40

Table 4.3: Coefficients of position-based INDI controller with additional current feedback

Figure 4.7: Tracking Results of position-based INDI with additional feedback of coil current

The tracking result of the INDI controller with coil-current as the control input, is plotted in Fig.4.7. It
can be observed that the controlled trajectory tends to be very oscillatory, when compared with the previous
results in Fig.4.4-4.5. The explanation for such an observation is the control command, which in this case is
the coil current of solenoid. A number of spikes are observed in the coil current (Fig.4.8), which can either be
handled by putting saturation bounds on the coil-current or by tuning the controller efficiently.

4.2.3. Three-loop controller
The designed controller consists of three loops, as depicted in Fig.4.9. The outer-most loop is for position con-
trol, the intermediate loop is for force control and the inner-most loop controls the current flowing through
the solenoid in the valve. The outer-most position control loop is based on NDI, intermediate force loop is
INDI-based and the inner-most current loop is based on NDI. The position control loop outputs the desired
differential pressure PLd . The linearizing control law for the position loop is ẍ = v1.

PLd =
(
Mp +ML

)
v1 +Pa Ap − Ap PB +F f +Fl

Aa
(4.19)
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Figure 4.8: Coil current in the valve solenoid

Figure 4.9: Block diagram of three-loop controller

v1 = Kp1 (xd −x)−Kd1 (ẋd − ẋ)+Ki1

∑
(xd −x) (4.20)

Kp1 , Kd1 and Ki1 are the tuning parameters of the controller. The intermediate force control loop consists of
an INDI law, which is summarized below. It outputs the desired valve spool displacement xsd as follows.

xsd = xs0 +G−1 (
v2 − ṖL

)
(4.21)

v2 = ṖLd +Kp2

(
PLd −PL

)+Ki2

∑(
PLd −PL

)
(4.22)

In the above equation, the control effectiveness G is calculated by partially differentiating the differential

pressure-derivatives with respect to valve-spool displacement, i.e. G = ∂(Ṗ A−ṖB )
∂xs

. Finally the actual control-
input which is the valve current, is calculated as follows.

ic =
(

Cd

Cv

)
v3 +

(
Ks

Cv

)
xs (4.23)

The linear control law v3 is calculated as given in Eq.(4.24). Kp3, Kd3 and Ki 3 are the tuning parameters.

v3 = Kp3

(
xsd −xs

)
)−Kd3 ẋs +Ki3

∑(
xsd −xs

)
(4.24)

The controller coefficients are summarized below in Table.4.7.

Three-loop controller K1 Kd1 Ki 1 Kp2 Ki 2 Kp3 Kd3 Ki 3

400 100 0.2 12 0 800 0.75 40

Table 4.4: Coefficients of three-loop controller

The tracking performance of the controller increases on the introduction of the inner force-control loop,
which is based on INDI (Fig.4.10). The frequency of the reference sine-waves were considered as 0.2 Hz and
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Figure 4.10: Tracking results of three-loop controller for two different reference signals

Figure 4.11: Variation of control effectiveness for the two responses in Fig.4.10

1 Hz. For the 1 Hz sine wave, some tracking error is visible at the peaks points. The control effectiveness
keeps switching very rigorously to ensure that the control-input supplied to the actuator can track the refer-
ence sine wave (Fig.4.11). The time-synchronisation of different signals reaching the INDI controller is very
crucial, as its basic principle involves calculating the increments of control input, which is then added to
the actual control input supplied in the previous sampling instant. Increasing the length of the connecting-
tube consequently increases attenuation and time-delay in the acoustic signal. This leads to degradation in
the performance of INDI controller. Fig.4.12 shows that deterioration of controller output is related to the
length of the tube. In our formulation, the pneumatic actuator is run by a flapper-nozzle valve [11], as de-
scribed previously in section 2.1.3. Fig.4.13 shows the variation of choked and unchoked conditions for the
flapper-nozzle formulation of the valve. It is also to be noted that the Figs.4.10-4.13 are plotted with its X -axis
denoting the number of samples, rather than time. The total number of samples is equal to the total time
considered for simulation, multiplied with the sampling time

4.2.4. Two-loop controller
Most of the commercially available pneumatic valves have a built-in current control loop. It can autonomously
control its current supply, in order to bring the desired orifice-opening of the valve. Therefore the previously
designed current-control loop was removed and it resulted in a simplified two-loop structure (Fig. 4.14). The
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Figure 4.12: Effect of varying length of connecting tube

Figure 4.13: Variation of choked and unchoked conditions out of a possible 32

designed controller consists of two loops. The outer-loop is for position control and the inner-loop is for
force control. The outer-loop is based on NDI and the inner-loop is based on INDI. The position control loop

Figure 4.14: Schematic diagram of Two-loop Controller
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outputs the desired differential pressure PLd . The linearizing control law for the position loop is ẍ = v1.

PLd =
(
Mp +ML

)
v1 +Pa Ap − Ap PB +F f +Fl

Aa
(4.25)

v1 = Kp1 (xd −x)−Kd1 (ẋd − ẋ)+Ki1

∑
(xd −x) (4.26)

The inner force-loop controller consists of an INDI law, which is summarized below. It outputs the desired
valve-spool displacement xs as follows.

xs = xs0 +G−1 (
v2 − ṖL0

)
(4.27)

v2 = ṖLd +Kp2

(
PLd −PL

)+Ki2

∑(
PLd −PL

)
(4.28)

The controller coefficients are summarized in Table.4.7. In Eq.(4.27), the control effectiveness G is calculated

Two-loop controller K1 Kd1 Ki 1 Kp2 Ki 2

400 100 0.2 10 0

Table 4.5: Coefficients of two-loop controller

by partially differentiating the differential pressure-derivatives with respect to valve-spool displacement, i.e.

G = ∂(Ṗ A−ṖB )
∂xs

. It is assumed that the commanded valve-spool position xs is achieved instantaneously due to
the fast voltage supply of solenoid and is therefore directly used as feedback to the controller.

Figure 4.15: Output of two-loop controller with inner-loop based on INDI and the outer-loop based on NDI

Most of the commercially available pneumatic proportional-valves have an inbuilt controller to track the
reference valve-spool position, as mentioned previously in this chapter. Thus the inner-most current control
loop of the previous formulation was removed and results of the two-loop controller are plotted in Fig.4.15.
The tracking improves significantly and one of its main reason is that the whole system now involves the
enforcement of two different dynamics which are the position and force, rather than three with an additional
dynamics of coil-current. The tracking errors for the outer-loop and the inner-loop controller are shown
separately in Fig.4.16. The magnitude of error in the inner-loop is significantly higher than that of the outer-
loop controller, but such error-margins are acceptable in a cascaded controller, as long as the error in tracking
the reference piston-position is satisfactory. The displacement of the valve-spool does not get saturated in
the two-loop controller, which was a major issue in the three-loop controller. Fig.4.18 shows the impact on
the controller performance due to the time-delays in the connecting tubes. The other impact of time-delays
is the saturation of valve spool displacement (Fig.4.19).

4.3. PID Controller
A single-loop PID controller is initially designed, following which a multi-loop PID controller is constructed.
Different reference signals were used for analyzing the controller, such as a constant, stair-case and sinusoidal
reference signal.
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Figure 4.16: Tracking errors for the inner and outer loops in Fig.4.15

Figure 4.17: Displacement of valve spool for Fig.4.15

Figure 4.18: Effect of time-delays in the connecting tubes

4.3.1. PID controller with position-feedback
The control input considered in this formulation is the valve orifice area Av , and only the position and velocity
feedback is utilized. The single-loop PID formulation is as follows.

ic = Kp (xd −x)−Kd ẋ +Ki
∑

(xd −x) (4.29)
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Figure 4.19: Saturation of valve-spool displacement

In Eq.(4.29), x and ẋ are the position and velocity of the piston. xd and ẋd are the desired position and the
desired velocities of the piston to be tracked. Kp , Kd and Ki are the design parameters which can be tuned in
order to obtain the desired closed loop system characteristics. The formulation of a two-loop PID controller
is given below in Eqs.4.30 and 4.31. The outer-loop controller consists of calculating the desired velocity of
the piston while the inner-loop controller tries to enforce this piston velocity.

ẋd = Kp2(xd −x)−Kd2ẋ +Ki 2
∑

(xd −x) (4.30)

ic = Kp1(ẋd − ẋ)−Kd1ẍ +Ki 1
∑

(ẋd − ẋ) (4.31)

Eq.(4.30) provides us the desired velocity of the piston to be tracked, which is ẋd . Once the outer loop
controller outputs ẋd , the desired valve current can be calculated using the inner loop controller given in
Eq.(4.31). In Eqs.(4.30) and (4.31), Kp1, Kp2, Kd1, Kd2, Ki 1 and Ki 2 are the design parameters which can be
tuned to result in a given system response. The proportional constants Kp1 and Kp2 are first chosen, follow-
ing which the derivative components Kd1 and Kd2 are decided. Finally the integral parameters Ki 1 and Ki 2

are chosen, if the steady-state error is still not eliminated. For our simulations, the proportional and deriva-
tive constants were both initialized with unity. Then the proportional gain is increased is steps of either 10
or 100. This process is repeated until the system response gets over-damped, with a few visible peaks above
the steady-state value. After that, the derivative component is increased until all the peaks gets damped. In
some cases, increasing the derivative component beyond a certain threshold can make the controlled system
unstable. So care must be taken while tuning the derivative component. It should also be noted that increas-
ing the proportional constant can lead to small rise-time, but it will result in a higher overshoot. Similarly,
reducing the proportional gain directly decreases the overshoot, but the time taken for such a response to
settle increases. Therefore, there is a trade-off involved while choosing these controller coefficients. The in-
tegral coefficients are defined to be zero, as the steady-state error in Fig.4.20 and 4.21 is very minimal, with
errors of 0.0013 m and 0.00011 m respectively. Care should also taken to ensure that the outer-loop control
commands are achievable by the inner-loop, or else it will lead to oscillations and steady-state error in the
controller response.

Thus the outer-loop consists of calculating the desired velocities, and the inner-loop controller tries to
enforce this velocity. For the analysis of PID controller, a staircase reference of step-size 0.03 m was used. The
sampling time for the simulation is taken as 0.0001 sec. The results of position-tracking using a single-loop
and two-loop PID controller are shown in Fig.4.20 and 4.21 respectively. We can observe that the output of the
single-loop PID controller tends to be oscillatory when the reference changes from one step to the other, and
thus giving poor performance compared to a two-loop PID controller. The controller coefficients of one-loop
and two-loop controller are summarized below in Table.4.6.

For the case of single-loop PID controller, the variation of pressure across the two chambers is given in
Fig.4.22 and the variation of mass flow-rate is given in Fig.4.23. The pressure across both the chambers A and
B keeps on changing continuously, but the pressure in chamber B is always more than chamber A, which
pushes the piston to execute the specified reference position. The effect of time-delays due to the connecting
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Two-Loop PID Kp1 Kd1 Ki 1 Kp2 Kd2 Ki 2

100 10 0 100 80 0

One-Loop PID Kp Kd Ki

200 5 0

Table 4.6: Coefficients of PID controller

Figure 4.20: Tracking Results of single-loop PID controller

Figure 4.21: Tracking Results of two-loop PID controller

tubes can be clearly observed in Fig.4.24. The time taken to converge for a single-loop PID controller increases
manifold in the presence of these time-delays.

4.3.2. PID controller with pressure-feedback
In this section, a two-loop PID controller is framed, where the outer-loop controller calculates the desired
pressure variation using the following relation.

PLdes = Kp1 (xd −x)+Kd1 (ẋd − ẋ)+Ki1

∑
(xd −x) (4.32)

In the above equation, Kp1 , Kd1 and Ki1 are the controller coefficients, xd and x are the desired and cur-
rent positions of the cylinder piston. The inner-loop controller outputs the desired valve-spool displacement
using the following relation.

xsdes = Kd2 (ṖLd − ṖL)+Kp2

(
PLd −PL

)+Ki2

∑(
PLd −PL

)
(4.33)
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Figure 4.22: Variation of pressure across the two chambers

Figure 4.23: Variation of mass-flow rate in and out of the two chambers

Figure 4.24: Effect of time-delay in the connecting tubes on the performance of a single-loop PID controller

The controller coefficients are summarized in Table.4.7.

The tracking results of PID controller with an additional pressure feedback is plotted in Fig. 4.25. It can



66 4. Preliminary Study on Controller Design for a Pneumatic Actuator

Two-loop controller K1 Kd1 Ki 1 Kp2 Ki 2

400 100 0.2 10 0

Table 4.7: Coefficients of two-loop PID controller

Figure 4.25: Tracking results of two-loop PID controller with pressure feedback, and its corresponding valve
displacement

observed that the performance of the PID controller improves with an additional feedback of the differential-
pressure across the two chambers.

Figure 4.26: INDI controlled system with actuator dynamics

4.4. Pneumatic valve dynamics
The dynamics of a pneumatic valve is represented as follows.

cs ẋs +ks xs = K f ic (4.34)

In Eq.(4.34), xs is the valve spool position, cs is the viscous friction coefficient, ks is the spool spring constant,
K f is the coil force constant and ic is the current flowing through the valve solenoid. In Laplace domain, it
will be represented as follows.

Xs (s)

Ic (s)
= K f

cs s +ks
(4.35)

Eq.(4.35) describes the transfer function with current as the input. However in our final formulations of two-
loop controller, current is not considered as the control surface, but rather the valve-spool position. So, the
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transfer function between the commanded spool position xsc and the actual spool position xs can be ex-
pressed as follows.

Xs (s)

Xsc (s)
= 1

τs +1
(4.36)

The equation for the actuator dynamics is similar to a low-pass filter. In Eq.(4.36), τ is the time constant of
the valve. Using bilinear transformation, the above equation is converted to discrete Z domain, given by
Eq.(4.37) The block diagram of this INDI controlled system is given in Fig.4.26.

Xs (z)

Xsc (z)
= A (z) = T (z +1)

z (2τ+T )+ (T −2τ)
(4.37)

Next a different control surface is considered, which is the orifice opening of the pneumatic valve. Figs.4.27

Figure 4.27: INDI controlled system with actuator dynamics (high-bandwidth)

Figure 4.28: INDI controlled system with actuator dynamics (low-bandwidth)

and 4.28 show the orifice opening before and after the filter, which are denoted by Avc and Av respectively.
The transfer function is similar to Eq.(4.37), as summarized below.

Av (z)

Avc (z)
= T (z +1)

z (2τ+T )+ (T −2τ)
(4.38)

In Fig.4.27, it is observed that the control command directly issued by the controller is oscillatory. These
noisy signal is then filtered by the actuator dynamics, due to which high-frequency oscillations reduce. The
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actuator constant is taken as 10 ms, after analyzing a number of industrially available pneumatic valves. The
high-frequency noise in the control command can be completely eliminated by tuning the controller coeffi-
cients, as can be seen from Fig.4.28.

4.5. Pseudo-control hedging (PCH)
One of the major reasons for the degradation of INDI performance in pneumatic systems is the actuator
saturation. The performance of INDI for tracking a sine wave decreases as we increase the frequency of the
reference signal, due to actuator saturation. It can be handled by use of PCH [78], which reduces the reference
command to a value, that is achievable by the actuator. The actuator in this specific research proposal refers
to a pneumatic valve. In order to implement PCH, the command hedge in the previous instant is calculated
as follows.

νh =G (uc −u) (4.39)

In the above equation, G is the control effectiveness and uc −u is the excess control effort, which could not
be met by the saturated actuator. For an unsaturated controller, the control hedge is zero. Next, the new
reference command for the differential pressure is calculated as follows.

PLdr m = 1

s
(νr m −νh) (4.40)

In Eq.(4.40), the reference command is found by the integral of the excess command hedge. However in some
literature [16], a proportional relation is also used, as given below.

PLdr m = 1

n
(νr m −νh) (4.41)

In Eq. 4.41, n is a constant and νr m is obtained from a first-order reference model as follows.

νr m = Kr m
(
PLdc −PLdr m

)
(4.42)

PLdc is the actual commanded differential pressure, which is obtained from NDI. vr m can also be used as
additional feed-forward term for the linear control law, but however it is not used in our formulations. It
has been found in our analysis that the actuator saturation decreases, as we kept increasing the constant
Kr m . There is also a maximum limit on this proportionality constant Kr m , beyond which the valve saturation
actually starts increasing.

Figure 4.29: Schematic diagram of two-loop controller along with PCH

The concept of PCH is successfully tested on a pneumatic cylinder (Figs.4.30 and 4.31), but however our
final simulation results will try to avoid this concept. This is because PCH does not allow the actuator to reach
its maximum potential and thus it reduces the maximum tracking speed achievable, by the actuator.

4.6. Open-loop Analysis
Open-loop analysis is very crucial for analysing a given system-dynamics. It gives a better understanding
about the working of the system. The dynamic formulation for the plant can also verified by an open-loop
analysis, as will be described in this section. Open-loop analysis can also be sometimes used to debug certain
issues in the controller output. In this report, it is first described how the given pneumatic system reacts
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Figure 4.30: Tracking results for small cylinder with PCH

Figure 4.31: Tracking results for big cylinder with PCH

with the valve-orifice being fully closed (Fig.4.32 and 4.33). In Fig.4.32, it is observed that the piston-position
initially oscillates, before settling down to 0.008 m. Both the chambers A and B are initially supplied with 5 bar
pressure each. The piston is attached on the side containing chamber B and therefore less area is available
for generating the force, when compared with the side containing chamber A. Therefore more pressure is
required in chamber B than chamber A, in order to balance the external load. From Fig.4.33, it is observed
that the pressure in chamber A settles to 4.92 bar, whereas chamber B converges to 5.08 bar.

Next, a orifice opening is issued in the positive direction, such that chamber A is now connected to the
supply pressure and chamber B is connected to the exhaust. The air is released from a exhaust directly into
the atmosphere. By changing the orifice opening, the amount of pressure in each chamber can be varied and
thus the position of piston. Fig.4.34 shows an open-loop response, where the orifice area has a positive open-
ing. For such a configuration of the valve opening, chamber A is connected to supply pressure and chamber
B to the atmosphere through the exhaust. As expected, the piston showed positive displacement until 0.6 m,
where it reaches the saturation limit. However, we observe in Fig.4.35 that the pressure in chamber B also
increases linearly similar to chamber A, due to a compressing effect of the external load. Fig.4.36 then shows
an open-loop response with an oscillatory command and it is observed that the piston-position corresponds
with the control command. However, there is a phase-lag between the two signals because the pneumatic
cylinder is not able to track such a high-frequency command. This phase-lag can be reduced by decreasing
the frequency of the reference command.
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Figure 4.32: Open-loop Response for zero orifice opening

Figure 4.33: Chamber Pressure for the linear open-loop response in Fig.4.32

4.7. Modified NDI and INDI Loop
As discussed previously in Eqs.(4.25) and (4.26), the linear control law in the NDI formulation consists of
a friction component. The friction force is simulated using LuGre model ([54]) and it involves the signum
function of the piston-velocity, which is a major cause of discontinuity. The signum function starts switching
when the piston-velocity is near zero, and this switching causes high-frequency components to be present
in friction force. These high-frequency components can also be reflected in other state variables, such as the
pressure derivative and piston velocity. Fig.4.38 shows the friction force and the pressure derivatives, while
tracking a sinusoidal reference signal.

In order to mitigate this issue, the friction term from the outer-loop NDI law is dropped, as summarized
is Eq. (4.43).

PLd =
(
Mp +ML

)
v1 +Pa Ap − Ap PB +Fl

Aa
(4.43)

The pressure-derivative term of the INDI linear law in Eq.(4.28) is then dropped, as summarized below in
Eq.(4.44)

v2 = Kp2

(
PLd −PL

)+Ki2

∑(
PLd −PL

)
(4.44)
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Figure 4.34: Open-loop Response for a linear command

Figure 4.35: Chamber Pressure for the linear open-loop response in Fig.4.34

Fig.4.39 shows the tracking results, where high frequency control components can be clearly observed. The
tracking results using the modified NDI and INDI loop are plotted in Fig.4.40. The high-frequency oscillation
components have disappeared from the control command. But a few low-frequency oscillation component
near the zero crossing of the orifice area are still visible, which can be reduced by further tuning the outer-loop
controller coefficients.

4.8. Filter Dynamics
An INDI control law requires the feedback of state-derivatives, as discussed previously. For instance in Eq.(4.27),
ṖL0 is the differential pressure-derivative at the previous instant. Obtaining this state-derivative directly is
difficult due to the limitation of the available sensors. Therefore, in reality it is possible to measure only the
differential pressure PL directly, by the use of sensors. Following this, PL is then numerically differentiated to
obtain ṖL . Numerical differentiation is not preferred, as the sensor signals are prone to a lot of noise. This
is usually the case with most physical systems, as they are corrupted with noise and disturbances from the
environment. This will be directly discerned by the sensors, and further performing numerical differentiation
on them can cause the INDI control inputs to have high-frequency oscillations, which can lead the controlled
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Figure 4.36: Open-loop Response for a oscillatory command

Figure 4.37: Chamber Pressure for the oscillatory open-loop response in Eq. 4.36

system to be on the verge of instability. Therefore in order to tackle this issue, Huang et.al [40] implemented
a second-order low-pass filter H(s), as summarized in the Eq. 4.45.

H(s) = ω2
n

s2 +2ζωn s +ω2
n

(4.45)

Introducing a filter will cancel-out any high-frequency noise from the feedback signals. However, the
filter also introduces some phase-loss, as it is a second-order lag. In order to handle this issue, a second filter
of the same dynamics was introduced in the feedback signal of the control input ([81],[40],[40]). Thus on
introducing this filter dynamics, a mutual cancellation happens and thus the phase-lag due to the filters no
longer exist. The closed-loop transfer function from the linear control law (V ) to the state-derivative (ẋ) now
becomes just the actuator dynamics A(z), i.e. ẋ/v = A(z). If both the filter dynamics are not same, then an
exact cancellation will not happen and the performances of controller starts degrading. It also needs to be
ensured this transfer function is stable, by checking its pole location. For our simulations, these poles which
also corresponds to the actuator time-constant, are chosen by analyzing a number of commercially available
pneumatic valves.
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Figure 4.38: High-frequency components in the friction force and the pressure derivatives)

Figure 4.39: Tracking Results and Orifice opening for a higher load of 10000 N

As mentioned previously in section 3.3.3, the time-delays of the two feedback signals should also be the
same, in order for the INDI control law to give maximum efficiency. For our simulations, a unit-delay is used
in the feedback of the pressure-derivative and the control input. It can be analytically shown that any positive
time-delays in either of the feedback loops can induce a right-hand pole in the closed-loop transfer function.
This will lead the controlled system to be on the verge of instability. For practical systems, it might be difficult
to obtain the actual time-delays accurately. In such cases, one of the time-delays is kept unchanged, and the
other time-delay is varied externally until the INDI controller starts giving good performance. For the current
simulation framework, all the time-delays were synced and it did not create any issue. A low-pass filter will
be implemented and analyzed if needed, after the introduction of sensor noises and external disturbances in
the later stages of this research project.

4.9. Trim Conditions
The valve spool position needs to be trimmed with proper initial conditions, depending on the applied exter-
nal load. The dynamics of the piston and load as discusses before, is summarized again in Eq.(4.46).(

ML +Mp
)

ẍ +βẋ +F f +FL = P1 A1 −P2 A2 −Pa Ar (4.46)
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Figure 4.40: Tracking Results and Orifice opening for a higher load of 10000 N, with modified NDI and INDI
loop

By equating the acceleration to zero, the expression of the pressure in chamber A can be expressed as Eq.(4.47).
The initial sum of pressure, across the two chamber should be equal to the supply pressure (Eq.(4.48)).

P A = F f +FL +PB AB +Pa Ar

A A
(4.47)

P A +PB = Ps (4.48)

Therefore, by solving Eqs.(4.47) and (4.48) the pressures in chamber A and B can be calculated. The obtained
pressure will depend on parameters like Pa , FL and Ar . The friction force F f is taken to be zero at the start of
simulation, when the piston has not moved yet. Fig.4.41 shows the tracking response for a cylinder, both with
trimming and without trimming the pneumatic valve.

Figure 4.41: Tracking Results for External load of 500 kg (5000 N) and reference sine of amplitude 0.1 m and
frequency 0.125 Hz (Left Figure: Without trim , Right Figure: With trim)
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5
Conclusion and Recommendations

The simulation study documented in this report demonstrates that INDI controller have the capability to suc-
cessfully harness the potential of pneumatic actuators, whereas the literature study presented in this report
explains the various components and capabilities of a pneumatic system. A number of contributing factors
make it advantageous over other conventional actuation such as electric and hydraulic. Some of these advan-
tages are increased force-to-weight ratio, minimal harmful leakage into the environment, less friction and
increased durability. These advantages substantiate the use of pneumatic technology for flight simulators.
The research objective of this project is to increase the position-tracking accuracy of a pneumatic actuator
with respect to a baseline PID controller, by designing a nonlinear controller which relies less on the system
dynamics, and is also simple to implement. The system analyzed in this report is a single pneumatic actu-
ator, which will be utilized in the later stages of this research project to construct a fully functional parallel-
robot, capable of performing flight simulations. Pneumatic actuators are highly nonlinear in behaviour and
is thus difficult to be controlled with precision. The presence of external disturbances, sensor noises and a
low critical-frequency of pneumatic actuators makes it even more challenging. This report investigates some
of these mentioned issues to improve pneumatic actuator technology for commercial applications.

The controller chosen for this research project is INDI and its primary reason is that INDI relies less on
the system dynamics. This makes it robust to both external disturbances and parameter variations in the
system. The concept of incremental form and NDI controller amalgamated to generate the approach of INDI
control command. It requires time-synchronisation of various sensor feedback, as INDI calculates only the
required incremental control which is then added to the previous control command to generate a final con-
trol. INDI is a very popular choice of control technique for aircraft applications [34], and it mostly involves
multi-loop control design. The outer-loop tends to be slow and the inner-loop controller usually have a higher
bandwidth. In this report, different controllers are designed for a single pneumatic actuator, with different
conditions on the external load and added sensor noise. Finally, the comparison of the incremental control
approach is done with that of a PID controller in the presence of above-mentioned realistic scenarios.

The performed literature survey and simulation study on pneumatic systems is then used to generically
answer some of the research sub-questions raised in Section 1.4.2 of this report, as follows:

1. How to describe the dynamics of a pneumatic system ?

(a) What are the various components of a pneumatic system and what are its working principle ? A
pneumatic system consists of a number of different components, some of which are pneumatic
cylinder, valve, connecting-tubes, compressed air supply, transducers for sensing force, pressure
and position. The basic principle of operation is that the spool displacement of valve will change
the pressure-difference across the two cylinder chambers, which will then generate a force to
move the piston in either of the two directions, depending on the spool displacement.

(b) How can the dynamics of each of these components be described using mathematical models? The
dynamics of the piston-load combination and the valve are both derived using Newton’s second
law. The relation between the mass flow-rate and the rate of change of pressure in the cylinder
chamber has been derived using ideal gas law, energy equation and the continuity equation. The
mass flow-rate equation through the connecting tubes is generated using one-dimensional wave
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equation. Furthermore, friction forces across the cylinder chambers have been modelled using
LuGre friction model.

(c) How to choose the various parameters in these sets of equations, such that it replicates the actual
hardware and also suits our application? The dimensions of various components such as cylinder
diameter, piston mass, etc. are first calculated by considering the total mass of the flight simulator
and the required stroke-speed. Following this, data-sheets of different manufacturers are explored
to find the most feasible dimension of hardware, that is currently available in the market.

2. How to implement incremental control for a pneumatic system ?

(a) What measures are needed in order to implement INDI controller on a long-stroke pneumatic cylin-
der ? Framing INDI control law for a pneumatic system involves calculating a linear control law,
which depends on the error in the pressure difference across the chambers. The INDI controller
also involves the time-derivative of the chamber pressure-difference, measured in the previous
time-instant. The control effectiveness of INDI which depends on the ratio of upstream to the
downstream pressure in chamber is rather kept fixed in this report, in order to exploit the robust-
ness property of INDI.

(b) How does the designed controller take into account the various physical phenomenons associated
with an actual hardware ? Some of the actual phenomenon taken into account while designing
INDI controller are the trim condition for valve, time-constant of valve, efficiency of pneumatic
cylinder and type of air-flow which can be either choked or unchoked. It has been found in this
research that the orifice area of the valve needs to be initialized with a proper condition for every
external-load. This will ensure that there is no initial-displacement of the piston due to the force
of the external load. The effect of connecting-tube dynamics on the controlled system is also
studied, and it has been observed that the performance of INDI gets affected after its introduction.

(c) How can a conventional INDI controller be augmented for improving the tracking performance of
a pneumatic system ? The designed two-loop incremental control approach shows satisfactory
tracking performance for pneumatic cylinders of large dimensions. The performance starts de-
grading when the external load is increased so much that the chamber pressure saturates. Perhaps
implementing pseudo control hedging can aid this, as discussed in the preliminary report. It has
also been found that introducing connecting-tube dynamics in the system can result in oscilla-
tions of control command. This can later be tackled by the use of appropriate filters. Besides this,
low-pass filters are introduced in the robust-case scenario for filtering the sensor noises, which
improved the performance of the designed incremental controller.

3. How the check the robustness and any limitations of the designed controller?

(a) How to introduce uncertainty and noise in the system dynamics, while performing the simulations ?
For the current simulation framework, sensor noise are added in the feedback of both position and
chamber pressure, by utilizing realistic zero-mean Gaussian noise. Moreover, the external load
connected to the system is made variable, besides increasing it by five times from the nominal
case.

(b) When does the controlled system becomes unstable and starts to degrade its performance ? Can the
stability of this controlled system be proved ? After adding realistic sensor noise in the system, the
performance of the controlled system starts degrading, with tracking errors rising by over 99 %
higher than the nominal case. Moreover, the pressure in the cylinder chambers start saturating,
once the external load is increased by five times. Besides this, the effect of sudden jumps in the
pressure-derivatives of the chamber are reflected in the position-tracking, which occurs when the
cylinder comes out of saturation. The stability of the designed controlled system has not been
analyzed in this report.

(c) What are its limitations, in terms of the fidelity of a flight simulator ? The limitations of the de-
signed controlled system in terms of fidelity of a flight simulator is not analyzed in this report.

4. What measures are needed for comparing the performance of INDI with a baseline PID controller ?

(a) How to implement PID controller for a long-stroke pneumatic cylinder ? A cascaded control ap-
proach is designed in this report using PID. The outer-loop tracks the desired position and the
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inner-loop tracks the desired differential-pressure. Besides this, the derivative components of the
inner-loop PID is considered as zero, in order to minimize any high-frequency oscillations due to
it.

(b) Which tasks should the controlled system perform, such that it gives a fair comparison of both the
controllers ? The time-responses of the two controllers are compared by tracking a sinusoidal
reference signal of 0.5 m amplitude and a frequency of 0.0375 Hz.

(c) What metrics are needed for comparing the tracking results of the two controllers ? The perfor-
mance of PID is compared with INDI using maximum absolute error, mean absolute error and
root mean square error.

Ultimately, the main research question is addressed as follows:

Research Question : How can an incremental control law (INDI) be designed for controlling a pneumatic
actuator with highly nonlinear and uncertain dynamics, such that the position tracking accuracy of such a
system increases with respect to a conventional linear controller ? In this report, an incremental control is suc-
cessfully designed for the position-tracking tasks of a long-stroke pneumatic cylinder, by utilizing a cascaded
control structure where the inner-loop controls the force generated by the system, whereas the outer-loop
controls the position of cylinder-piston. The dynamics of the pneumatic system is found to be highly non-
linear due to a number of contributing factors such as the switching law of air-flow through the pneumatic
valve, compressibility of air and the Coulomb friction forces. Moreover, sensor noises are introduced in the
feedback of both position and pressure sensor in order to create a realistic simulation scenario. The com-
parative study with a cascaded PID controller is then done using RMSE and absolute error, and it has been
found that for a nominal case with a low external load and no added sensor noise, the performance of both
the control approaches are similar and satisfactory, with both their maximum absolute tracking errors being
less than 5 mm. Both the control approaches are tuned based on some time-domain specifications, prior to
controller testing, in order to ensure a "fair" comparison of both the control approaches. For the nominal
case, a high initial transient is also observed in the inner-loop tracking response of both control approaches
but it did not affect the tracking performance of the rest of the trajectory, as the transient vanishes in a very
minimal time of around 10 ms.

Following the nominal case, the performance of both the controllers deteriorated after addition of sensor
noise, with errors of both the controllers rising by over 99 % as compared to their nominal case. This observa-
tion highlighted one of the downfalls of incremental approach in the presence of unfiltered high-frequency
sensor noise, which are then attenuated using two different filtering schemes. The tracking accuracy of both
the control approaches improved after the introduction of moderate filtering scheme, with the outer-loop
tracking errors reducing by 10 times as compared to the robust case without any added filter, for the in-
cremental control approach. Following it, the introduction of high-filtering scheme reduced the inner-loop
tracking errors in incremental approach by around 5 times as compared to their nominal case, whereas the
inner-loop tracking errors of PID increased by around 3 times as compared to its moderate-filtering case.
Similarly, the position tracking accuracy for the case of both heavy external load and varying load is higher
for incremental controller, when compared with PID because the former considers the external load in its
controller formulation, which is not the case with PID. It is also to be noted that a fixed-control effectiveness
is used throughout our simulations for generating the final control command of the incremental approach,
which glorifies its robustness property to both initial transients and uncertainties in the system dynamics. Be-
sides this, the effects of both the chamber pressure saturation and discontinuities in the derivative of chamber
pressure-difference are visible in the tracking results of incremental control, both for the case of heavy exter-
nal load and varying external load, which necessitates further investigation into it. Furthermore, the RMSE
of outer-loop tracking using PID is found to be 98.4 % higher than the corresponding error of the incremental
control, for the case of varying external load.

This masters thesis emphasizes the fact that INDI control is feasible for highly nonlinear systems like a
pneumatic cylinder where it gives better performance when compared to a baseline PID controller, for a few
realistic case scenarios. The designed control system in this research project specifically focuses on a long-
stroke pneumatic cylinder, which can be combined with a general position controller for a Stewart platform.
The preliminary literature review, along with the developed research framework serves as a strong foundation
for the next phase of this research project. In particular, the connecting-tube dynamics will be included in the
controller design, following which six of these actuators will be used for controlling an actual flight simulator.
The successful completion of the next stages of this research project will stress the importance of pneumatic
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actuation in the commercial flight-simulation industry, which will result in a significant decrease in environ-
mental leakage as well as the maintenance required for a flight simulator, thus reducing its operating costs.
Moreover, an incremental law will ensure that the controlled flight simulator will be robust to both a variety
of operating conditions and external disturbances.
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