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Chapter1
Introduction

Globalization is leading to a dramatic increase in both the amount and complexity
of rules that direct and regulate the behavior of organizations, such as guidelines,
specifications and legislation, etc. Organizations are under the pressure to take
measures to ensure that their business operations are complying with these rules.
Why is such compliance important for organizations? The answers can be well
reflected from the consequences of non-compliance, which are not limited to stat-
utory or legal penalties [211, 31]. The indirect costs of non compliance to an
organization are often more significant, including damage to the organization’s
reputation or credit rating, loss of contracts, the inconvenience and cost of right-
ing a mistake, and even being not allowed to operate any longer [99, 24]. Moreover,
compliance to, for example, business agreements and governmental regulations, is
essential to ensure the success of participants’ interactions within as well as across
organizations, the safety of business environments and the social welfare [116]. In
the context of international trade, compliance to, for example, control require-
ments and information transparency, enables business organizations to show to
the government that they are in control of their business operations, which makes
them well positioned to obtain a trusted trader status and the related benefits of
trade facilitation [201]. As such, it is essential for organizations (both public and
private) to take measures to achieve and ensure their compliance.

Organizations are prevalent in every arena of human life, and they are engaged
in performing highly diverse tasks. As Parsons [167] puts it, “the development
of organizations is the principal mechanism by which, in a highly differentiated
society, it is possible to achieve goals beyond the reach of the individual.” This
is implied by the fact that organizations provide the setting for a wide variety of
social processes, including socialization, communication, the formation of norms,
the exercise of power, and goal setting and attainment. Moreover, organizations
are characterized by distinctive structural arrangements that affect the operation
of the processes occurring within them [109, 186]. Thus, organizations can be seen

1



2 INTRODUCTION

as distinctive structural arrangements that guide and regulate the collaborative
pursuit of some specified objectives by means of various social processes.

Organizational regulation is rarely self-sufficient to ensure the achievement
of organizational objectives, especially in a multi-organizational interaction set-
ting, but depends on various (external) regulation sources such as legal regu-
lations, business agreements, industrial best practices, etc. For example, when
dairy products are exported, apart from the internal process control of the dairy
exporter, many other sources of regulations are imposed by agencies such as cus-
toms which regulates the activities concerning export declaration, transportation
and Value-Added Tax (VAT) settlement, health agency which mainly regulates
the activity of health certification, agriculture agency which puts information re-
quirements on export declaration, and tax agency which regulates the activities
of VAT settlement and invoicing [102]. Given the diversity of information sources
and possibly conflicting interests, it is likely that organizational regulation is not in
accordance with other regulation sources. Moreover, organizational participants
(human, software and organizations1) are autonomous entities, as they have the
capability to act independently and control over their own actions. It is possible
that the behavior of the participants deviates from what is desired and prescribed
by the regulations relevant to the operation of the organization [205, 150]. For
example, fraud with VAT and excise in the European Union amounts to tens of
billion euros per year [201]. This possibility raises an important organizational is-
sue: “compliance”. Compliance, in general, may be understood as either a state of
being in accordance with established guidelines, specifications and legislation, or
the process of becoming so [193]. From an organizational perspective, compliance
may refer to

• the consistency between the compliance requirements of the organizational
regulation and that of other regulation sources relevant to the operation of
the organization, and

• the consistency between the organizational participants’ behavior and the
compliance requirements of all the regulation sources.

As enterprises increasingly rely on business process models and execution en-
vironments to manage and automate their business operations, it is a common way
to employ approaches to ensure compliance in the design and execution of business
processes [128, 63]. Current approaches focus more on the choice and ordering of
business operations but provide little knowledge about how to handle the dynam-
ics of organizational compliance with respect to changing environments/contexts,
how to deal with the combination of multiple sources of compliance requirements
with respect to consistency, and how to facilitate the reuse of solutions cross
different contexts.

1According to Coleman [44], organizations must also be viewed as actors in their own right.
They can take actions, utilize resources, enter into contracts, and own property.
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Organizational participants are those individual actors who, in return for a
variety of inducements, make contributions to the accomplishment of an organ-
ization’s objectives [18]. They are expected to take part in the organization and
follow the organizational arrangements such that the objectives of the organiz-
ation can be fulfilled. Without participants/actors, organizations do not have a
real existence. However, as we mentioned earlier, participants are autonomous
and have their personal interests and needs. It is possible that the behavior of
the participants deviates from the compliance requirements of the organization.
In this sense, individual autonomy is also a key factor for the achievement of or-
ganizational compliance. An essential question therefore is how to find the right
balance between the level of control of the organization and the level of autonomy
of the participants.

To these ends, organizations need the means to ensure their compliance through
the specification of coordination and control components, structures, processes,
and actors (known as organizational design) such that

• dynamics, diversity, and reusability issues of organizational compliance can
be managed, and

• organizational control and individual autonomy can be balanced in achieving
organizational compliance.

Formalisms are a suitable means to provide a precise understanding of the forma-
tion of organizational compliance, and enable an accurate evaluation of organiza-
tional designs. In this research, we are concerned with organizational compliance
in the setting of virtual organizations [163] where autonomous participants from
multiple organizational entities interact with each other to achieve the organiza-
tional objectives. We use Multi-Agent System (MAS) theories as a formalization
of such a problem because of its capability in dealing with autonomous behavior
of individual participants as well as the coordination of the participants’ inter-
actions [216]. Colored Petri Nets (CPNs) are used as a verification mechanism
to facilitate the evaluation of organizational compliance because of its capability
in modeling and validating concurrent systems and the well-developed techniques
and tool support [112].

This chapter is organized as follows. In Section 1.1, we present the research
questions of this research. The research approach used for this research is illus-
trated in Section 1.2. Finally, we conclude this chapter by presenting the outline
of the following chapters in Section 1.3.

1.1 Research Question
As illustrated above, compliance is an important factor for organizations to main-
tain their business competitiveness, ensure the success of the participants’ inter-
actions within the organization as well as with other organizations, and guarantee
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the safety of the whole business environment and social welfare. Organizations
need the means to ensure their compliance through organizational design such
that dynamics, diversity, and reusability issues of organizational compliance can
be managed, and organizational control and individual autonomy can be balanced
in achieving organizational compliance, which leads to the main research question:

• How to ensure organizational compliance through organizational design,
taking into account various regulation sources and the environmental char-
acteristics, and the autonomy of organizational participants?

To answer this question, the first important task is to identify the constructs
and structures that are needed to represent organizational compliance through
organizational design, which leads to the first research question.

Research Question 1 : What are the constructs and structures that are needed
for the representation of organizational compliance in organizational design?

Organizations are complex systems with a fundamental feature of hierarchy in
the form of clustering and levels [186]. This is reflected by the fact that or-
ganizations are usually made up of roles contained within work groups, within
departments, within divisions, which in turn may be seen as roles within lar-
ger organizations [44]. Such organizational structures reflect important features
borrowed from or impressed on them by the context (a specific physical, techno-
logical, cultural, and social environment) to which the organization must adapt.
This implies that to coordinate and regulate the behavior of an organization, it
may be as important to look outside the organization and its context as to look
inside the organization at its component units. Accordingly, the establishment of
organizational compliance needs to cover multiple levels of the participants’ activ-
ities and interactions through their enacting roles, and reflect upon the specific
contexts where the activities and interactions occur. In this way, the compliance
responsibilities of organizational participants can be encapsulated into modular
and meaningful blocks that reflect the changes of requirements of organizational
compliance with respect to the changing contexts. Moreover, the modularization
of coordination and control components facilitates the reuse of solutions for ensur-
ing organizational compliance across different contexts. Chapter 3 and 4 provide
an answer to the first research question.

Compliance refers to the regularized aspects of organizational design which
provide an accurate description of the “right” ways of operation. From an organ-
izational perspective, it is expected that the participants follow the compliance
requirements that are relevant to their enacting roles in the organization such
that the objectives of the organization can be achieved in a predictable way [119].
However, since participants are autonomous entities and organizations do not have
a full control over their actions, it is necessary to evaluate whether the actual be-
havior of the participants is in accordance with what is desired and prescribed by
the organization, which leads to the second research question.
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Research Question 2 : How can we evaluate the actual behavior of organiza-
tional participants with respect to the compliance requirements of organiz-
ational regulation?

Participants’ compliance implies their actual behavior being in accordance with
all sorts of rules governing their behavior that specify, in particular, appropriate
means for pursuing the objectives of the organization. These rules are applied to
the organizational participants through the roles they enact in the organization,
and may come from various sources such as legal regulations, business contracts,
internal policies, and industrial best practices. They can be fairly complex in
terms of the conditions, targets and scopes they refer to. When taking a system
point of view, the possibility of interrelationships between them brings added
complexity to the understanding of organizational compliance [116]. Moreover,
as Searle [188] argued, there is a distinction between what he called “regulative”
and “constitutive” rules. Regulative rules concern what ought to be the case
by regulating antecedently existing activities. Constitutive rules do not merely
regulate but also create the very possibility of certain activities. To these ends, the
evaluation of participants’ compliance should consider all these aspects of rules
that govern the behavior of the organizational participants. Chapter 5 provides
an answer to the second research question.

Besides the compliance of organizational participants, another important as-
pect of organizational compliance is the consistency among different sources of
compliance requirements that are relevant to the achievement of organization
compliance in a larger context. For example, in virtual organizations, multiple
institutions2 may be employed to cover different aspects of regulating the behavior
of the participants in order to achieve the virtual organizations’ goals [140]. With
possibly overlapped governance on the behavior of organizational participants,
these different institutions may have contradictory regulations. Therefore, it is
necessary to evaluate whether there are any conflicts between different sources of
compliance requirements, which leads to the third research question.

Research Question 3 : How can we evaluate the consistency of different sources
of compliance requirements that are relevant to the regulation of organiza-
tional behavior?

In practice, every source of compliance requirements for the regulation of organ-
izational behavior has its boundary of applicability. For example, some interna-
tional trade regulations are only effective for certain goods (e.g., AEO3 certified
goods). That is to say, with respect to a particular source of compliance require-
ments, some combinations of behavior and metadata are meaningful and others

2We follow the definition of Ostrom [165] that institutions are the prescriptions that humans
use to organize all forms of repetitive and structured interactions.

3The Authorized Economic Operator (AEO) is a European-wide customs initiative that aims
to secure the supply chain while at the same time reducing the administrative burden for actors
through the use of self-regulation.
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are not. Therefore, in (virtual) organizations governed by multiple institutions,
the evaluation of the consistency of different sources of compliance requirements
needs to take into account the applicable boundary of the originating institu-
tions. Moreover, as stated before, compliance requirements may have various
interrelations, e.g., sanction, reparation. Consistency evaluation thus also needs
to consider how the interrelations between compliance requirements impact the
evaluation results. Chapter 6 presents an answer to the third research question.

Organizational compliance is the “ideal” status that organizations expect to
achieve and maintain, and the achievement of organizational compliance largely
depends on the participants who finally take actions. However, organizational
participants are autonomous entities with various values and objectives. The
autonomy nature of the participants implies that they have the tendency to act
upon individual interests and needs, which is important to ensure personal sat-
isfaction and involvement [76, 101, 41]. To this end, the autonomy of the parti-
cipants should not be ignored in achieving organizational compliance, and organ-
izational design needs to seek for a balance between the stability of organizational
control and the flexibility of individual operation, which leads to the fourth re-
search question.

Research Question 4 : How to take into account the autonomy of individual
participants in the evaluation of organizational compliance?

The autonomy of individual participants indicates their personal preferences, and
influence their choices of actions to fulfill their roles in the organization. These
preferences could be conceived of as an individual’s attitude towards a set of
alternatives [142]. In this sense, preferences can be an effective way to represent
the autonomy desired by individual participants in organizational interactions.
Therefore, to be able to incorporate individual autonomy in the evaluation of an
organizational design, a mechanism of formalizing and evaluating the preferences
of organizational participants is needed. Chapter 7 gives an answer to the fourth
research question.

Given the four research questions elicited above, we now illustrate the research
approach adopted in this dissertation.

1.2 Research Approach
In this research, we aim at developing a framework named OperA+ for formalizing
and evaluating organizational compliance in the setting of virtual organizations
where autonomous participants interact with each other to achieve organizational
objectives. Following the design science framework proposed in [104], this research
consists of three research cycles, as shown in Figure 1.1.

The relevance cycle links the research to concrete application domains that
not only provide specific requirements but also criteria for the evaluation of the
research results. In this research, we mainly focus the application domains on the
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Figure 1.1: Research Approach.

setting of virtual organizations (such as international trade and railway operation)
in which a number of individual organizations work together to achieve their own
objectives as well as some collective goals. The evaluation criteria are flexibility
and reusability of organizational design, in which flexibility concerns the capab-
ility of ensuring organizational compliance in changing environments (contexts),
reusability concerns the capability of reusing solutions of ensuring organizational
compliance across different contexts.

The rigor cycle provides a knowledge base for the research and connects
theoretical foundations with the research activities, including the analysis of the
state-of-the-art research and ensure that the results lead to scientific contribu-
tions. In our research, a main observation is that organizations and their inter-
actions with each other towards the organizational objectives can be modeled as
a multi-agent system where intelligent agents interact together within a struc-
tured environment. Therefore, MAS related theories and methodologies provide
potential supports for this research, such as agent organization modeling, norm-
ative systems and agent reasoning. In addition, the specific characteristics of this
research requires advanced methodologies such as organization theories, institu-
tion theories, concurrent system modeling and verification, which in turn will
contribute to MAS.

The central design cycle iterates between the core activities of developing
and evaluating the design artifacts and the processes of the research. The output
must also be returned into the empirical foundation for refining the design until
it well fits the research objective and the specific requirements of the application
domains. The design artifacts in this research are the OperA+ framework with
a suite of formalisms and methods for formalizing and evaluating organizational
compliance. In order to assess the artifacts, we have conducted several case studies
together with domain experts to analyze its efficiency and applicability.
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1.3 Overview of the Thesis
This dissertation mainly consists of four parts. The first part, consisting of
Chapter 1 and 2, presents the motivation and theoretical background of this re-
search. The second part, consisting of Chapters 3 to 7, presents the proposed Op-
erA+ framework and its constituting structures by illustrating the design choices
and the features of the components as well as their formalizations and opera-
tionalizations. The third part, consisting of Chapters 8, 9 and 10, presents the
application studies of OperA+. Finally, the fourth part, Chapter 11, summarizes
the research results and identifies the directions for future work. The remainder
of the dissertation is structured as follows.

Chapter 2 presents the kernel theories related to this research by a discussion of
the concepts that are relevant for the design and implementation of organizational
models to ensure organizational compliance.

Chapter 3 gives an overview of the proposed framework OperA+ by illustrating
its outline and important features.

Chapter 4 illustrates the social structure of OperA+, which specifies how social
entities and their relations are captured and formalized in order to provide a way
of encapsulating compliance requirements.

Chapter 5 illustrates the normative structure of OperA+, which presents how
compliance requirements are captured and formalized to enable the compliance
checking of organizational participants’ behavior.

Chapter 6, based on the description in Chapter 5, investigates the combination
of multiple sources of compliance requirements and presents how conflicts between
the compliance requirements can be detected.

Chapter 7 illustrates the preference structure of OperA+, which specifies how
preferences of organizational participants are formalized, and how the satisfac-
tion of individual preferences and the fulfillment of compliance requirements are
combined in the evaluation of organizational behavior.

Chapter 8 presents two application cases to evaluate the social structure of
OperA+.

Chapter 9 presents three application cases to evaluate the normative structure
of OperA+, in which the first two cases focus on the evaluation of the compliance
checking aspect of the normative structure and the third case focuses on the
evaluation of the conflict detection aspect of the normative structure.

Chapter 10 presents an application case to evaluate the preference structure of
OperA+, and the integration of individual preferences with normative constraints
in the evaluation of organizational behavior.

Chapter 11 presents the conclusions and identifies directions for future work.



Chapter2
Background

Research is never carried out behind closed doors but always learns from the
success and failure of previous work. This is also the case of the research in
this dissertation. Before formally presenting our proposal, this chapter gives an
overview of the related theories and research areas upon which this research is
built. It will, on the one hand, help to gain a better understanding of the concepts
and ideas described in the following chapters, and on the other hand, help to reveal
the opportunities for this research.

This chapter is organized as follows. In Section 2.1, we describe the major
perspectives that have been adopted by researchers in organizational analysis and
provide the stance of this research. Section 2.2 gives an analysis of the definition
of compliance and the approaches for ensuring compliance in the literature. In
Section 2.3 the main aspects of the agent paradigm are discussed. In Section
2.4, we illustrate the concept of roles and discuss the work on modeling roles. In
Section 2.5, we illustrate the concept of norms and the main aspects in the study of
norms. Thereafter, work on normative multi-agent systems is presented in Section
2.6. Section 2.7 looks at the existing approaches for norm compliance checking
and conflict detection. Section 2.8 introduces the model of Colored Petri Nets.
In Section 2.9, work on the combination of Petri Nets and multi-agent systems is
discussed. Finally, conclusions are presented in Section 2.10.

2.1 Organizations
Organizations were present in ancient civilization but flourished in modern soci-
eties. They are engaged in performing highly diverse tasks such as public admin-
istration, production and distribution of goods, provision of services, preservation
of culture. As Parsons put it, “the development of organizations is the principal
mechanism by which, in a highly differentiated society, it is possible to ‘get things

9
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done’, to achieve goals beyond the reach of the individual” [167].
The study of organizations is not only a specialized research field within the

discipline of sociology but also a focus of multidisciplinary research. In sociology,
the emergence of the field of organizations may start from the translation into
English of Weber’s work [212, 213]. Around the same time, Herbert Simon took
the lead of an important interdisciplinary development on building a behaviorally
oriented science of administration, and emphasis was then placed on decision
making and choice within organizations [192]. According to the study in [186],
there are three major perspectives in the analysis of organizations:

• rational system: organizations are collectivities oriented to the pursuit of
relatively specific goals and exhibiting relatively highly formalized social
structures.

• natural system: organizations are collectivities whose participants share a
common interest in the survival of the system and who engage in collective
activities, informally structured, to secure this end.

• open system: organizations are systems of interdependent activities linking
shifting coalitions of participants; the systems are embedded in–dependent
on continuing exchanges with and constituted by–the environments in which
they operate.

These three perspectives provide contrasting paradigms for analyzing organiza-
tions. The rational system perspective stresses the importance of control, and the
theorists with this perspective focus on the normative structure of organizations
(the specificity of goals and formalization of rules and roles). The natural sys-
tem perspective stresses the importance of the characteristics of participants, and
the theorists with this perspective focus on behavior structure (activities, inter-
actions, and sentiments). The open system perspective stresses the importance
of organizations’ interchange with their environment, and the theorists with this
perspective focus on complexity and variability of both individual participants
and subgroups as well as the looseness of connections among them.

In this research, we take a combined view for the analysis of organizations.
Firstly, we regard organizations as purposeful and the cooperation among par-
ticipants can be structured (to the extent that the rules governing behavior are
precisely and explicitly formulated and that roles and role relations are prescribed
independently of the personal attributes of individuals occupying positions in the
structure). Secondly, we regard participants as autonomous entities who have
differing interests and needs. Thirdly, we contend that organizations are not
independent but operate in a specific environment to which they must adapt.
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2.2 Compliance
The research on compliance has a long history, which can be dated back to 1600s
when Thomas Hobbes touched on the compliance problem in contractarian ethics.
He stated that compliance with contracts may be better for a whole group and
it is in the individuals’ best interest to agree to the contracts but it may not be
in their interest to actually comply to them [106]. Such a stance also holds in an
organizational setting, as compliance with organizational arrangements may be
in the best interest of the organization as a whole but may not be in line with
the actual needs of the individual participants in the organization. Therefore, it
is necessary to explore effective measures to pursue and monitor compliance.

To be able to pursue and monitor compliance, first one needs to know what
compliance is. In the literature, there has been a number of proposals for the
definition of compliance. For example, in the study of how treaties induce com-
pliance [156], compliance is defined as “an actor’s behavior that conforms to a
treaty’s explicit rules”. In the study of environmental compliance and sustainable
development [222], compliance is defined as “a state of conformity or identity
between an actor’s behavior and a specified rule, regardless of the motivations,
circumstances, or causes that lead to that conformity”. In a specific context of
Information Technology (IT) compliance of industrial information systems [129],
compliance is defined as an accordance of corporate IT systems with predefined
policies, procedures, standards, guidelines, specifications, or legislation. From an
organizational perspective in general [68], compliance is considered as a state of ac-
cordance between an actor’s behavior or products on the one side, and predefined
explicit rules, procedures, conventions, standards, guidelines, principles, legisla-
tion or other norms on the other side. Focusing primarily on judicial decision
making, Edelman and Talesh argued that the nature of organizational compli-
ance is best illustrated not by a compliance versus noncompliance dichotomy, but
rather by a processual model in which organizations construct the meaning of
both compliance and law [57]. Finally, using a dictionary definition [193], com-
pliance means the action or fact of complying with a wish or command. From all
these definitions, two important aspects of compliance can be abstracted. First,
the establishment of compliance is a process of identifying all sorts of rules that
contribute to the meaning of compliance. Second, the evidence of compliance is
a state of being in accordance with those rules. In this research, we investigate
both aspects.

As for the solution of ensuring compliance, it is recognized that there is a dis-
tinction between two types of approaches in the literature [108, 214, 57]. The first
type of approaches takes a rationalist view and focus on the actor’s calculation
of benefits and costs in determining whether or not to comply. Game theory is
widely adopted in these approaches to investigate behavioral motivations. A ma-
jor mechanism of ensuring compliance is enforcement in which undesired behavior
is discouraged by means of punishment while desired behavior is stimulated by
means of rewards. The second type of approaches takes a normative view and
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focuses on mechanisms of coordination and regulation to promote compliance.
Concepts, such as roles, obligations, prohibitions, commitments etc., are usually
employed in these approaches. Actors are expected to follow the rules that are
relevant to their roles and the rules need to be internalized as legitimate by the
actors. Non-compliance in this case may be due to the reason that the rules are
complex, ambiguous or changing continuously, and the actors lack in capacity,
knowledge or commitment.

In this research, we take a normative view on the study of compliance since
our analysis is mainly from an organizational perspective without assuming the
knowledge of individual actors’ decision making process. However, we do not
require that the rules need to be internalized by the actors but take into account
their personality in the normative design.

2.3 Agents
According to the most widely accepted definition, an agent is “an encapsulated
computer system that is situated in some environment and that is capable of flex-
ible, autonomous action in that environment in order to meet its design objectives”
[217]. According to this definition, several properties of agents are distinguished.

• reactive: the ability of maintaining an ongoing interaction with the envir-
onment and responding to changes that occur in it,

• pro-active: the ability of taking the initiative in performing actions to
achieve goals,

• social: the ability of interacting with other agents including humans,

• autonomous: the ability of acting independently and controlling its own
behavior and internal state.

The first three properties are an indication of the agents’ ability of performing
flexible actions. Moreover, the notion of environment implies that there is a clear
boundary between the agent and its situated environment which the agent can
sense and effect. Among these four properties, autonomous is the focus of this
research, as it determines the very possibility that agents are able to choose to
deviate from the compliance requirements.

For the implementation of agents, a number of architectures have been pro-
posed in the literature. According to the classification presented in [215], there
are in general four types of agent architectures: (1) logic-based agents in which
decision making is realized by logical deduction [78, 139], (2) reactive agents in
which decision making is realized by some direct mapping from situation to ac-
tion [36, 148], (3) belief-desire-intention (BDI) agents in which decision making is
based on the manipulation of data structures representing the beliefs, desires and
intentions of the agent [33, 175], and (4) layered agents in which decision making
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is realized via multiple interacting layers [158, 67]. Among these architectures, the
BDI architecture is well suited for the modeling of organizational participants, as
it is intuitive and generic enough to represent both natural and artificial agents,
and it provides a clear functional decomposition in building an agent.

The BDI architecture, inspired from the philosophical theories of Bratman
[32], is based on the idea that an agent has certain mental attitudes of belief,
desire and intention, respectively representing the information, motivational, and
deliberative states of the agent. The reasoning of BDI agents involves two import-
ant processes: deciding what goals to achieve, and how to achieve these goals. In
order to assist agents’ decision making when alternative plans are available, the
notion of preference is integrated in the BDI framework (e.g., [48], [210]). The
desires of an agent are considered as a reflection of its long term preferences [35].

In this research, we do not incorporate a complete representation of agents as
we mainly focus on the organizational aspects and assume that organizations do
not have a full control of the participants. But in order to reflect the characteristics
of individual participants, we provide a mechanism to integrate agent preferences
in the analysis of organizational interactions.

2.4 Roles
The nature of roles and the way of modeling them have been studied in various
domains such as sociology and philosophy, knowledge representation and engin-
eering, conceptual modeling, multi-agent systems, etc. [151, 26].

In sociology, the study of roles focuses more on human actors. As argued by
Biddle [20], roles are “those behaviors characteristic of one or more persons in a
context”. In this domain, many issues regarding roles have been studied such as
role consensus, role playing and role conformity. Role consensus focuses on the
agreement of expectations from different persons. The different expectations on
the same role may introduce role conflict, which in normative systems may result
in conflict verdict on a person’s behavior. Role playing regards a person’s imita-
tion of the behavior expected for a role. It generally defines the relation between
a person and the roles the person plays. Role conformity evaluates whether a
behavior is similar to or determined by the role expectation. Normative sys-
tems focuses on the aspect of role conformity that concerns whether role enactors
are complying with the role inscription. In an organizational context, roles are
viewed as expectations for or evaluative standards in assessing the behavior of
participants occupying specific social positions [186], and role behavior refers to
the recurring patterns of actions in individuals’ interrelated activities so as to
yield a predicable outcome [126]. The concept of roles in this context is closely
related to norms, goals/objectives, activities, etc.

The way of modeling roles has a long history in object-oriented and concep-
tual modeling. An early work is the role data model proposed by Bachman and
Daya [17] which explicitly introduced the notion of roles. It is based on the ob-
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servation that most conventional file records are role oriented, e.g., these files
typically deal with employees, customers, patients, or students, all of which are
role types. In [198], Sowa proposed a distinction between natural types that relate
to the essence of the entities and roles types that depend on accidental relation-
ship between entities. In his subsequent work, Sowa asserted that role types are
subtypes of natural types [199]. For example, the role type Child is a subtype
of the natural type Person. An ontological distinction between role and natural
types was further presented by Guarino: an individual of a role type has to stand
in relation to other individuals while an individual of a natural type does not [96].
In the well-known Universal Modeling Language, roles are represented as labels
of the entity types linked by a specific relation [71]. This line of research focuses
on issues such as dynamic and multiple classification of objects, object collabora-
tion, polymorphism, and substitutability, etc. A review of the most contemporary
literature can be found in [200].

In multi-agent systems (MAS), roles are generally viewed as expectations of the
agents’ actions and interactions. The concept of roles under this context is closely
linked to concepts such as organizations, obligations, tasks, goals, plans, etc. For
example, in a model for the specification of organized collective agency [166], roles
are seen as corresponding to qualities that agents might have. They are used as
a high-level mechanism for structuring the desired behaviors by associating roles
with deontic notions that describe the obligations and permissions of the agents
that can play such roles. In the Gaia methodology for developing multi-agent
systems [223], roles are defined in terms of functionalities, activities, and respons-
ibilities, as well as interaction protocols and patterns. Taking an organizational
perspective on the analysis of MAS, both approaches point out that an organ-
ization is independent of the agents enacting its roles. Such a perspective on
roles can be widely found in the literature of organization-oriented models for
developing multi-agent systems, which will be discussed in Section 2.6.1.

In this research, we take the perspective of role representation in MAS as a
basis for organizational design, given the close link between how roles are form-
alized in MAS and how roles are perceived in organizations. In particular, we
focus more on the aspects of roles that are essential for facilitating organizational
compliance/conformity.

2.5 Norms
The subject of norms has been studied in many different research fields ranging
from social philosophy, psychology and sociology, to legal theory and computer
science. For example, according to philosophy, a norm is an authoritative rule
or standard by which something is judged and, on that basis, approved or dis-
approved (Columbia Encyclopedia). In sociology, a norm is seen as a rule or
standard of behavior shared by members of a social group (Encyclopedia Britan-
nica). In computer science, especially agent community, a norm is a prescription
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of how the agents ought to behave, and specify how they are permitted to behave
and what their rights are [123]. Moreover, according to many studies in legal
and social theory, a distinction is recognized between regulative and constitutive
norms (rules) [177, 100, 6, 188]. Regulative norms concern what ought to be the
case (e.g., “vehicles are forbidden to enter public parks”). Constitutive norms
concern what counts as what in a given context (e.g., “ horses count as vehicles
in public parks”).

2.5.1 Representation of Norms
Norms in practice are usually expressed in natural languages (but in jargon). In
order to reason about normative consequences, there is a need to capture the
precise meaning of norms in a formal representation.

As for regulative norms, deontic logic is a widely used approach, which studies
logical relations among obligations, permissions, and prohibitions [154]. The first
formalism of this kind is the standard deontic logic (SDL) based on the work of
von Wright [218]. An interesting extension is the Dyadic Deontic Logic [219],
which introduces temporal relations in deontic expressions. Other extensions in-
cluding [189] and [153] which propose to apply deontic modalities exclusively over
actions instead of applying deontic modalities over formulas (or state of affairs)
as in the case of SDL; [54] which proposes a temporal deontic logic that facilitates
reasoning about obligations and deadlines. Borrowed the idea of representing de-
ontic aspects by preferences from deontic logic [202], Raskin et al. proposed to
represent ideal and sub-ideal deontic behavior in Petri nets by extending these
nets with a preference relation [176]. On the basis of these primitive logical forms,
a number of more advanced logical languages have been proposed in the literat-
ure. For example, Governatori et al. proposed a contract specification language
[84, 86], obtained from the combination of three logical components: Defeasible
Logic, deontic concepts, and a fragment of a logic to deal with normative viola-
tions. CL [64, 171] is another logical language based on dynamic logic that treats
deontic operators as first-class citizens and has support for conditional obliga-
tions, permissions and prohibitions, as well as for (nested) contrary-to-duties and
contrary-to-prohibitions. Singh proposed to capture normative concepts through
the use of commitments [194, 196], which enables to model interactions in mul-
tiagent systems in a computationally realizable yet high-level manner. Different
formalizations of commitments have been explored in the literature [221, 195, 152].
López y López et al. proposed a model of norms including components such as
goals, addressees and beneficiaries (agents), context, exception, rewards and pun-
ishments, which is formalized in a language based on set-theory and first order
logic [145, 146].

Approaches for norm representation can also be found in the research domain
of business process management where the notion of norm is interchangeable
with the notion of compliance rule. For example, in [172], compliance rules with
time constraints are formalized using data-aware Petri nets. In [144], compliance
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rules are modeled by Petri nets with final markings and action labels that satisfy
the monitor property. In both [16] and [143], compliance rules are expressed
using Linear Temporal Logic. Goedertier and Vanthienen investigated the use of
temporal deontic assignments on activities as a means to declaratively capture the
control-flow semantics that resides in business regulations and business policies
[81]. D’Aprile et al. proposed to use causal laws to represent norms in the action
theory, and introduced a notion of commitment to model obligations [47].

As for constitutive norms, a widely accepted syntax has been devoted to the
form of “counts-as” statements: “X counts as Y in context C” which was proposed
in [187]. A counts-as statement is attached to a specific context since what counts-
as what differs from situation to situation. The research of logical representation
of constitutive norms was first found in [124]. Until recently, there was a leap
in the formal analysis of constitutive norms, which were mainly promoted by the
introduction of normative concepts in (multi-) agent system designs. For instance,
based on the work of Jones and Sergot [124], Governatori et al. introduced a new
logic for counts-as connections [83, 77], which allows for non-monotonic reasoning.
Boella and van der Torre proposed to model both constitutive and regulative
norms as conditional rules representing, respectively, the beliefs and goals of the
normative system [28, 29]. Grossi et al. proposed a logical systematization of the
notion of counts-as which is grounded on the intuition about forms of classification
and is formally addressed by using modal logic techniques [94, 95].

2.5.2 Relation of Norms
When a set of norms is imposed to regulate the behavior of a system, it is pos-
sible that this set of norms is interrelated [180]. For example, a norm might be a
reparation of the violation of another norm. From a system point of view, the in-
terrelations between norms is important to determine the effects of the collective
behavior of the agents. In deontic logic, a mostly studied relation between norms
is the contrary-to-duty relation in which there is a primary obligation and what
might be called a secondary obligation and the secondary obligation comes into
effect when the primary obligation is violated [170]. An extensive study on differ-
ent types of obligations (achievement, maintenance, punctual, (non-)preemptive)
and the relations between obligations (violation conditions and reparation oblig-
ations) was given in [84, 88, 89]. López y López et al. introduced an interlocking
relation between norms to model the situations that triggering a norm depends
on past compliance with another norm [145, 146].

2.5.3 Contextualization of Norms
As it appears in human societies, norm specification may be extended to multiple
levels of abstraction. Norms at a high abstraction level usually try to regulate a
wide range of situations such that little maintenance is required over time. This
is achieved by using abstract terms which are amenable of further interpreta-
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tion at lower abstraction levels. In legal theory, such abstract terms are said to
be open-textured [100], which can be interpreted by means of refining abstract
norms to more concrete ones with respect to more specific contexts where the
norms are applied. For example, a piece of local legislation is a refinement of the
constitution of a country. In a law system, such a refinement process is realized
by several layers of legislation and rule-giving from the constitutional level to the
most concrete level of jurisprudence. This characteristic of human rule-giving
system has attracted the attention of the researchers for the design of normat-
ive agent systems. For example, in [53], Dignum discussed how the connections
between abstract norms and the concrete institutional protocols can be made.
Later, Grossi et al. provided a formal analysis of this problem and proposed a
formal framework by mixing the semantics of description logic with the idea of
modeling contexts as sets of models [92, 93]. Aldewereld et al. proposed to use
counts-as statements to relate the abstract concepts used in normative specifica-
tions to concrete ones in practice [8, 9].

2.6 Normative Multi-agent Systems
Multi-agent system (MAS) is often seen as a computerized system composed of
interacting autonomous agents (as defined in Section 2.3) within an environment
[216]. While individual agents are capable of controlling their own behavior in
the pursuit of their individual goals, the overall objectives of MAS can be guaran-
teed by organizing and regulating the behavior of the individual agents and their
interactions. Normative system is a widely used solution for this purpose, which
is referred to any set of interacting agents (both human and computer system)
whose behavior can be regarded as governed by norms. According to Jones and
Sergot [123], “at the appropriate level of abstraction — law, computer systems,
and many other kinds of organizational structure may be viewed as instances of
normative systems”.

In this section, we give an overview of the existing approaches of this kind in
terms of two general categories: organization-oriented and institution-oriented,
which result in what is often called normative multi-agent systems. Besides the
normative frameworks in these two categories, there are several other works that
do not have an organization or institution based architecture. For example, Boella
and van der Torre [28] introduced a formal framework for the construction of
normative multi-agent systems, based on Searle’s notion of construction of social
reality [188] and the input/output logic presented in [149]. Using the metaphor
of normative systems as agents, they attribute mental attitudes to the normat-
ive system. Focused on the dynamic relations between agents in norm-governed
societies, López y López and Luck [145] proposed a model for normative multi-
agent systems which divides norms into three different classes that allow agents
to identify the roles of other agents in a society and the limits of their responsib-
ilities. These frameworks are useful in building computational agent systems, but
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they take a very low level approach to abstract agent interactions.

2.6.1 Organization-oriented Frameworks
Organizations in MAS can be understood as complex entities where a multitude
of agents interact within a structured environment to achieve some global object-
ives [56]. In such a setting, coordination and control of agents are expanded in
the sense that agent interaction is not designed in terms of the mental states of
individual agents, but in terms of organizational concepts such as roles, norms
and interaction protocols. Research on agent organizations translates solutions
from human societies into electronic distributed computational mechanisms for
the design and analysis of increasingly complex systems, and has gained terrain
in agent community (e.g., the COIN workshop series [110]).

One of the earliest works is the Agent/Group/Role (AGR) model [65], which
is based on organizational concepts such as groups, roles, and structures. This
model describes an agent organization as a role-group structure imposed on agents
and provides the basic foundational elements required in MASs to foster dynamic
group formation and operation. Based on the AGR model, a multi-agent platform
called MadKit is later presented in [97] for designing and simulating multi-agent
systems. In AGR, agent interaction is captured as part of a role description while
the normative aspects of interaction are not considered.

OperA [55] is a framework for the specification of MASs consisting of three
interrelated models: (1) the organizational model which describes the organiz-
ational structure of a MAS by means of roles and interactions, (2) the social
model which specifies how individual agents agree to enact roles, and (3) the
interaction model which describes the possible interaction between agents. The
organizational model reflects the organizational characteristics of a MAS in terms
of four structures: social, interaction, normative and communicative. The social
structure specifies objectives of the MAS, its roles and what kind of model gov-
erns coordination. The interaction structure describes interaction moments as
scene scripts, representing a task that requires the coordinated action of several
roles. Norms and regulations are specified in the normative structure. Finally,
the communicative structure specifies the ontologies for describing domain con-
cepts and communication illocutions. Based on the OperA framework, a tool
called OperettA was developed to build and analyze organizational models[10].
Though OperA provides an efficient model for designing MAS, it does not con-
sider agent individuality and the design mainly stays at a single level without
taking into account the contextual aspect. Moreover, OperA does not provide an
operationalization for organizational design.

HARMONIA [208] is a framework to model electronic organizations at four
levels of description: (1) abstract level where the statues of the organizations are
defined in a high level of abstraction along with the first abstract norms, (2) con-
crete level where abstract norms are iteratively concretized into more concrete
norms, and the policies of the organization are also defined, (3) rule level where
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concrete norms and policies are fully refined, linking the norms with the ways to
ensure them, and (4) procedure level where all rules and policies are translated
in a computationally efficient implementation easy to be used by agents. This
division of levels remarks the distinction between the normative dimension of the
electronic organization (what is acceptable or unacceptable by means of obliga-
tions, permissions and rights) and the descriptive dimension (how agents should
behave in order to meet the norms). HARMONIA provides a flexible structure of
norm specification from abstract to concrete but it ignores the characteristics of
agents in organizational design.

Moise+ [111] is an organizational modeling language that decomposes the
specification of organization into structural, functional, and deontic dimensions.
The structural dimension specifies the roles, groups and links of the organiza-
tion. The functional dimension specifies how the global goals are decomposed,
grouped and distributed to the agents. The deontic dimension binds the other
two dimensions through the roles’ permissions and obligations for missions. To-
gether with two other technologies CArtAgO [178] and Jason [30], a framework for
multi-agent programming called JaCaMo was proposed, in which Moise+ is used
for programming multi-agent organizations, CArtAgO is used for programming
environment artifacts, and Jason is used for programming autonomous agents.
Moise+ provides a powerful tool for the engineering of MAS by combining with
other models and methods. However, it does not provide a mechanism of incor-
porating agent individuality in the evaluation of organizational design. Moreover,
Moise+ does not have the constructs for compliance evaluation.

ROMAS [74] is a methodology for the analysis and design of normative open
MAS, with its roots in GORMAS [14] and OperA. It consists of four views: (1)
the organizational view specifies a system in terms of its global purposes, its rela-
tionship with the environment, the division of roles, (2) the internal view specifies
each entity (organizations, agents and roles) of the system in terms of its believes,
objectives as well as the task and services it implements, (3) the contractTemplate
view specifies contract templates which will be used at runtime as a starting point
for negotiating contracts. The activity view specifies the sequence of activities in
which a task or service implementation is decomposed. The engineering of MAS in
ROMAS is supported by a CASE tool called EMFGormas [75]. In ROMAS, norm-
ative specification covers constitutive, regulative and procedural aspects, but the
interrelations between norms are not explicitly represented. Moreover, ROMAS
does not provide a mechanism to incorporate agent autonomy in the evaluation
of organizational design.

2OPL is a programming language that supports the implementation of norm-
ative multi-agent organizations [49, 203]. It considers an organization as a soft-
ware entity that exogenously coordinates the interaction between agents and their
shared environment. 2OPL provides programming constructs to specify (1) the
initial state of an organization, (2) the effects of agents’ actions in the shared
environment, and (3) the applicable norms and sanctions. Norms in 2OPL can
be either enforced by means of sanctions or regimented. 2OPL has the advantage



20 BACKGROUND

that it comes with a complete operational semantics such that normative organ-
ization programs can be formally analyzed by means of verification techniques
[15]. However, organizational design in 2OPL is at a very low operational level
and requires a full description of the organizational states.

Focused on the normative aspects of organizations, Singh [196] proposed an
approach for governing sociotechnical systems that is computationally realized
and deals well with complexity and dynamism. The conceptual model of a so-
cialtechnical system is centered on the notion of principals representing the par-
ticipants in a system which can be either an individual or an organization. By
allowing principals to choose their own policies, participants’ autonomy is incor-
porated. In this approach, organizations are structured through the specification
of roles, which codifies a set of related interactions and can be enacted by the
principals in an organization. An organization can be considered as a principal
and can thus participate in another organization by playing a role therein. The
regulation of the interactions of the principals is realized by the specification of
norms with a rich set of constructs and types. The proposed system can change
according to stakeholders’ needs or physical circumstances via adapting parti-
cipants’ policies, expanding role-enacting organizations and changing compliance
rules. This approach has some overlap with the one presented in this dissertation
such as recursive modeling of organizations and the consideration of individual
autonomy. However, there has not been works based on this approach regard-
ing modeling interrelations between norms, evaluating degrees of compliance and
detecting norm conflicts.

Besides the agent organizational frameworks described above, there are a large
number of MAS methodologies proposed by different research groups, such as
SODA [164], INGENIAS [168], MaSE [51], Tropos [34], Gaia [223], ASPECS [46],
etc. Although these methodologies adopted organizational concepts such as role
in the analysis and design phase of MAS development, they are mostly based on
a centralized approach to system design, in which agents are designed to fulfill
the roles, and do not support specification of open systems and incorporate agent
personalities in role enactment.

2.6.2 Institution-oriented Frameworks
Institution is another human-society motivated concept that has been applied to
the design of MAS. According to Ostrom [165], institutions can be seen as the
prescriptions that humans use to organize all forms of repetitive and structured
interactions within various social settings. Inspired by such an organizational
structure, several frameworks have been proposed for the specification of electronic
institutions which are often seen as the model of a (human) institution through
the specification of its norms in some suitable formalisms [161, 208].

The result of an early work is ISLANDER [179] for the specification and verific-
ation of agent mediated electronic institutions. It consists of four basic elements:
(1) dialogic framework which defines the valid illocutions that agents can exchange
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and the participant roles and their relationship, (2) scenes which define agent in-
teractions through the model of possible dialogic interactions between roles, (3)
performative structure which defines collections of multiple, concurrent scenes,
and (4) norms which define obligations for participating agents. Furthermore,
Esteva et al. proposed an infrastructure AMELI [58] to support the execution of
electronic institutions that mediates agents’ interactions while enforcing institu-
tional rules. ISLANDER provides a comprehensive framework for the design of
institutions but it does not allow agents to violate the norms.

InstAL [43] is a normative framework with a formal mathematical model to
specify, verify and reason about the norms (obligations, permissions, powers)
that govern an open distributed system. It opts for an event-driven institutional
approach, i.e., the norms are expressed over the events/actions of the participants
rather than the normative state. The premise of the model is that events trigger
the creation of institutional fluents based on two types of rules: (1) causal rules
that describes which fluents are initiated and terminated by the performance
of an action, and (2) generation rules that describe when the performance of
one event counts-as or generate another. The formal model and semantics is
translated in an equivalent logic program under the answer set semantics. To
support normative design, an inductive logic programming system was developed
[45]. InstAL provides a more concise model at the expense of the designer having
to hard-code the normative constructs.

OCeAN [70] is a framework that can be used to specify electronic institutions.
The fundamental concepts of this model are: (1) an ontology for the definition of
the concepts used in the communication and in the specification of the rules of
the interaction, (2) the definition of the events, the actions, and the institutional
actions and events that may happen or can be used in the interaction among
agents, (3) the definition of the roles that the agents may play, (4) an agent com-
munication language (ACL) for the exchange of messages, (5) the definition of
the institutional powers for the actual performance of institutional actions, and
(6) a set of norms for the specification of obligations, prohibitions, and permis-
sions. This model has been formalized using the Discrete Event Calculus, and
recently Semantic Web technologies were applied for specifying and monitoring
obligations [69].

The three frameworks ISLANDER, InstAL and OCeAN take their inspiration
from institutions where the norms are expressed at a single level of the actions of
the participants. Such a low level approach makes it difficult to apply them for
the design of large-scale systems. Moreover, none of them provides mechanisms
of incorporating agent individualities in the evaluation of institutional design.

2.7 Norm Compliance and Conflict
Compliance checking and conflict detection are two important subjects in the re-
search of normative systems. Compliance checking concerns the determination
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of whether agents’ behavior is in accordance with a set of norms, and conflict
detection concerns the determination of whether the set of norms itself is consist-
ent. Both of them have attracted a lot of attention in the research of normative
multi-agent systems.

An early work was presented by Venkatraman and Singh, which developed an
approach for testing whether the behavior of an agent complies with a commit-
ment protocol formalized in temporal logic [209]. The link between commitments
and normative concepts was investigated by Singh [194]. With the aim of checking
compliance of interaction protocols against norm specification, Aldewereld et al.
introduced a formal method based on program verification [11]. Herzig et al.
presented a model checker [127] for reasoning about compliance in normative
systems based on the logical system presented in [5]. With a similar normative
structure, Bulling et al. provided a formal analysis of monitor and studied the
relations between monitors and norms to be monitored [37]; Herzig et al. pro-
posed a dynamic logic to reason about abilities and permissions of agents that
can be used to find executable and authorized procedures that ensure the achieve-
ment of some desired results [103]. These approaches do not have a high level
specification of normative concepts but specify a normative system as a kind of
transition system, which often requires a full description of system states. As
for norm conflicts, an early work is presented in [183], in which the concept of
normative conflict is formally analyzed and two approaches of reasoning with
normative conflicts are discussed. Vasconcelos et al. applied first-order unifica-
tion to discover overlapping substitutions to the variables of laws/norms in which
legal/norm conflicts may occur [207, 206]. Targeting distributed management of
norms, Gaertner et al. proposed a normative model NS based on the propagation
of normative positions (obligations, prohibitions, permissions) as consequences of
agents’ actions, and realized conflict detection by providing a mapping of NSs
into Colored Petri Nets [72]. Focused on normative conflicts in electronic con-
tracts, Giannikis and Daskalopulu presented a set of primitive conflict patterns
and proposed the representation of e-contracts in default logic to facilitate conflict
detection [79]. Based on the institutional model InstAL [43], Li et al. proposed a
computational model for detecting norm conflicts given traces of agent actions by
means of Answer Set Programming [140]. Focused on identifying conflicts between
obligations in dynamic settings, Tosatto et al. introduced a new semantics for the
obligations to identify the necessary and sufficient conditions to detect conflicting
obligations [204].

Another line of relevant work comes from the research domain of business
process management, which is promoted by the advent of stricter legal demands,
industrial best practices and prescriptive enterprise architectures. According to
[128], there are mainly two types of approaches: forward compliance checking
and backward compliance checking, in which the former targets the verification
of rules during design time or execution time while the latter can detect that
non-compliant behavior has taken place by looking at the execution history of
business process.
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Adopting a forward compliance checking paradigm, Lohmann proposed to
automatically construct business process models that are compliant by design
based on an existing artifact-centric framework [144], in which Petri Nets are
used to model artifact life cycles, inter artifact dependencies, compliance rules,
and a role-based access control. Awad et al. introduced an approach to syn-
thesize business process templates out of a set of compliance rules expressed in
linear temporal logic [16]. The approach also shows how analysis is conducted if
the compliance rules are inconsistent. Liu et al. proposed to use Pi-Calculus to
formalize process models and linear temporal logic to represent compliance rules
such that process models can be verified against these compliance rules by means
of model-checking techniques [143]. Goedertier and Vanthienen investigated the
use of temporal deontic assignments on activities as a means to declaratively cap-
ture the control-flow semantics that resides in business regulations and business
policies [81]. D’Aprile et al. proposed to specify business processes as action
domains and norms with the notion of commitments, and verify compliance of a
business process based on temporal answer sets [47]. In order to reason about vi-
olations of obligations in contracts, Governatori and Milosevic proposed a formal
contract language called FCL [85] based on which approaches for business process
compliance were intensively explored [182, 87, 89]. This line of research based
on FCL provides a powerful way of modeling different kinds of norms and in-
vestigated the reparation relations between norms. The difference between their
approaches and our work is that we explicitly consider the concepts of agents and
roles in normative specifications which facilitates compliance checking from an
organizational perspective.

Following a backward compliance checking paradigm, process mining tech-
niques [1, 2] are widely used to find commonalities and discrepancies between the
modeled behavior and the observed behavior. For example, based on the notion
of alignment, a number of approaches have been proposed to check compliance by
aligning the observed behavior described in event logs with the expected behavior
specified in compliance rules concerning control-flow, data-flow and organizational
aspects [172, 136, 137]. Aiming at alleviating the laborious work of auditors, van
der Aalst et al. proposed an online auditing tool, in which business rules are trans-
lated in a straightforward way into queries that can be executed against the data-
base consisting of three types of data (run time data, de jure models, and de facto
models) [4]. Based on a complete set of enriched process event data, Caron et al.
presented a comprehensive rule-based compliance checking approach [40]. The
approach provides a business rule taxonomy for classifying the generic rule pat-
terns according to their process mining perspective and their rule restriction focus.
In [157], two declarative process mining tools are introduced. The first is called
SCIFF Checker which classifies execution traces as compliant or non-compliant
with declarative business constraints expressed in a textual pseudo-natural syn-
tax. The second is called DecMiner which employs inductive logic programming
techniques to discover a declarative constraint-based specification based on a set
of execution traces labeled as compliant or non-compliant (according to the results
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from the SCIFF Checker).
In this research, we take a backward compliance checking approach to verify

whether executions of business processes are complying with certain normative
constraints. Our work is based on the formal theories of normative systems, which
provide a precise and unambiguous specification of the normative constraints that
the entities are subject to in the context where the normative system applies
[154, 13]. Importantly, we take an integrated view on compliance checking, i.e.,
formalizing and analyzing the impact of the interrelations between compliance
rules, which has not been explicitly explored in the aforementioned compliance
checking approaches.

2.8 Colored Petri Nets
Colored Petri Nets (CPNs) [112] is a discrete-event modeling language combing
the capabilities of Petri Nets with a high-level programming language standard
ML [155]. Petri Nets, originally introduced by Petri in 1962 [169], provides the
foundation of the graphical notation and the basic primitives for modeling concur-
rency, communication and synchronization [159]. CPNs are typically applied in
domains such as communication protocols, data networks, distributed algorithms,
and embedded systems. They are also applicable more generally for modeling sys-
tems where concurrency and communication are key characteristics, e.g., business
processes and workflows, manufacturing systems, and agent systems.1

2.8.1 Basics
Unlike classical Petri nets, tokens in CPNs are distinguishable, i.e., tokens in CPNs
may have different colors or data types and carry data attributes that characterize
the entities the tokens represent. As an example, we consider a customs inspection
scenario in international trade. Loaded with goods, carriers with or without AEO
certificate arrive at the customs building and the customs carries out inspection
accordingly. Figure 2.1 shows a simple CPN model. In the rest of this section,
we explain this example in detail and introduce the CPN formalism.

A CPN is a directed graph consisting of two types of nodes, called places
and transitions, where arcs are either from a place to a transition or from a
transition to a place. A place serves as a placeholder for the entities in the system
being modeled and is graphically represented as a circle or ellipse. There are four
places in Figure 2.1, respectively labeled with Loaded, Waiting, Free and Done.
A transition represents an action that can occur in the system and is graphically
indicated by a rectangle. There are two transitions in Figure 2.1, respectively
labeled with Arrive and Inspect. Arcs describe how data flows when transitions
are executed. Places having arcs which connect them to a transition, are called
input places of the transition. Similarly, the places connected to a transition

1www.cs.au.dk/CPnets/industrialex
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Figure 2.1: Simple CPN model of customs inspection

by arcs going from the transition are called output places of the transition. In
particular, a place without any input transitions is called a source place, and a
place without any output transition is called a sink place. For example, in Figure
2.1, Loaded is a source place and Done is a sink place.

Each place is associated with a type or a color set that determines the kind
of tokens the place may contain. In Figure 2.1, the places Loaded, Waiting and
Done are of type Carrier and the place Free is of type Customs. This indicates
that we can only have tokens with the type of Customs in place Free and only
tokens with the type of Carrier in the remaining places. Types or color sets are
explicitly declared in CPNs by the language CPN-ML. In the example, we have
the following declarations of the color sets:

colset AEO = bool;
colset Name = string;
colset Carrier = product AEO * Name;
colset Customs = Name;

The first line indicates that the color set AEO corresponds to the simple type
bool (boolean). The second line specifies that the color set Name corresponds
to the simple type string. The third line specifies that the color set Carrier is a
combination of the types AEO and Name using the color set constructor product.
The fourth line indicates that the color set Customs is defined by the type Name.
Declarations allow us to give different names to simple types such that the model
is more readable.

Besides a type, each place has a marking to indicate its state, which is defined
as a multiset of values over the type of the place. A multiset is similar as an
ordinary set except that the same element can occur multiple times. A token
is an element of such a marking, i.e., it has a value and resides in a place. In
Figure 2.1, a marking of a place is shown in a circle and a piece of text near the
place, such as the circle containing 1 and the text 1‘(“C”) on place Free. The
number in the circle represents the total number of tokens in the place and the
text is a textual representation of the multiset of tokens. In the example, place
Free contains exactly one token and the marking is written 1‘(“C”). The use of
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a backwards apostrophe (‘) is to separate the value of a token and the count of
how many tokens with that value is part of the marking. If a marking consists of
tokens with different values, we separate them with two pluses (++). For example,
place Loaded contains a multiset of tokens written 1‘(true,“A”)++1‘(false,“B”),
representing a marking containing two tokens, one with value (true,“A”) and the
other with value (true,“B”). Places without a marking contain an empty multiset
which is not shown explicitly. An assignment of markings to all the places of a
CPN is called a marking of the CPN, representing the state of the model.

Arcs connecting to a transition can be categorized into input arcs and output
arcs, in which an input arc connects a place to a transition and an output arc
connects a transition to a place. An arc has an inscription or expression which
may contain one or more free variables. In Figure 2.1, transition Arrive has an
input arc from place Loaded with expression x and an output arc with the same
expression. Variables in the expressions must be declared to be of a certain type.
In the example, two variables are declared.

var x: Carrier;
var y: Customs;

Variable x is of type Carrier and variable y is of type Customs. An arc ex-
pression must have the same type as the type of the place it is connected to or a
multiset of the place type.

A transition has a set of variables, i.e., the ones occurring on all the arcs
connecting to it. Each of these variables can be assigned a value from the set
represented of its type. For example, the variable x can be assigned the value
(true,“A”) and (false,“B”). A transition along with an assignment of each of
its variables is referred to as a binding element (or binding for short), which is
denoted by the name of the transition and a list of assignment to all its variables
in braces. In our example, there are binding elements Arrive〈x=(true,“A”)〉 and
Arrive〈x=(false,“B”)〉. Given a binding element, we can evaluate the expressions
on all arcs connecting to the transition. For example, given the binding element
Arrive〈x=(true,“A”)〉 in Figure 2.1, the expression x on the input arc from Loaded
and the output arc to Waiting evaluates to (true,“A”).

Given a CPN with a marking and a binding, the binding is considered to be
enabled if all input places contain at least the tokens specified by the evaluation of
the expression on the corresponding input arcs in the binding. For example, the
binding element Arrive〈x=(true,“A”)〉 is enabled as the expression on the only
input arc to the transition can evaluate to (true,“A”). A transition is enabled
in a marking if there exists at least one binding element which is enabled in the
marking. In Figure 2.1, there is one enabled transition, Arrive, indicated by
the enabled binding elements Arrive〈x=(true,“A”)〉 and Arrive〈x=(false,“B”)〉.
Enabled transitions are marked by a bold outline. Note that whenever a marking
has multiple enabled bindings, one of these bindings is picked.

If a binding element or a transition is enabled, it can occur or be fired. This
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results in consuming all tokens from input places corresponding to the evaluations
of the expressions on input arcs and producing new tokens on output places cor-
responding to the evaluations of the expressions on output arcs. In our example,
when Arrive〈x=(true,“A”)〉 occurs, it consumes the token with value (true,“A”)
from place Loaded and produces a token with value (true,“A”) in place Waiting
according to the arc expression x, leading to a situation as shown in Figure 2.2.
Compared with Figure 2.1, only the marking has changed while the net structure
remains the same. Transition Arrive remains enabled in this marking as it is
enabled by the binding Arrive〈x=(false,“B”)〉. Transition Inspect is now enabled
with a binding 〈x=(true,“A”),y=(“C”)〉.
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Figure 2.2: Customs inspection model after the occurrence of binding element
Arrive〈i = (true, “A′′)〉

The marking of a model before we start simulation is called the initial mark-
ing. For example, in Figure 2.1, place Loaded contains two tokens with value
(true, “A”) and (false, “B”), and place Free contains one token with value (“C”).
After executing the binding Arrive〈x=(true,“A”)〉, the new marking is depicted
in Figure 2.2, which is referred to as the current marking. Execution of a binding
element is called a step.

2.8.2 Definition
In this section, we give a formal description of a CPN model and the related
concepts excerpted from [112].

Definition 2.1 (CPN) A CPN is a tuple (P, T, A, Σ, V, C, E, I) where

• P is a finite set of places,

• T is a finite set of transitions such that P ∩ T = ∅,

• A ⊆ P × T ∪ T × P is a set of directed arcs,

• Σ is a finite set of non-empty color sets (data types),

• V is a finite set of typed variables such that Type[v] ∈ Σ for all variables
v ∈ V ,
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• C : P → Σ is a color set function that assigns a color set to each place,

• E : A→ EXPRV is an arc expression function that assigns an arc expres-
sion to each arc a ∈ A such that Type[E(a)] = C(p)MS, where p is the place
connected to the arc a and MS indicates C(p)MS is a multiset,2

• I : P → EXPR∅ is an initialization function that assigns a closed expres-
sion to each place p such that Type[I(p)] = C(p)MS.

Definition 2.2 Given a CPN = (P, T,A,Σ, V, C,E, I), the following concepts are
defined:

1. A marking is a function M that maps each place p ∈ P into a multiset of
tokens M(p) ∈ C(p)MS,

2. The initial marking M0 is defined by M0(p) = I(p)〈〉 for all p ∈ P ,

3. The variables of a transition t ∈ T are denoted V ar(t) ⊆ V , including the
free variables appearing in the arc expressions of the arcs connected to t,

4. A binding of a transition t ∈ T is a function b that maps each variable
v ∈ V ar(t) into a value b(v) ∈ Type[v], and the set of all bindings for a
transition t is denoted B(t),

5. A binding element is a pair (t, b) such that t ∈ T and b ∈ B(t), and the
set of all binding elements BE(t) for a transition t is defined by BE(t) =
{(t, b)|b ∈ B(t)},

6. A step Y ∈ BEMS is a non-empty, finite multiset of binding elements.

For a binding element (t, b), E(a)〈b〉 denotes the result of evaluating the arc
expression E(a) of the arc a in the binding b. For a given place p, E(p, t) denotes
the arc expression on the input arc from p to t, and E(t, p) denotes the arc
expression on the output arc from t to p. The dynamic behavior of a system is
reflected by the changes of the marking of a CPN, as described in Definition 2.3.

Definition 2.3 (Enabling and occurrence of steps) A step Y ∈ BEMS is enabled in a

marking M iff ∀p ∈ P :
++
MS

∑
(t,b)∈Y E(p, t)〈b〉 �= M(p)

where the symbol ++ to the upper left of the summation symbol is used to indicate
that it is a sum of multisets, and the symbol�= is used to indicate that a multiset
is smaller than or equal to another multiset.

When the step Y is enabled in the marking M , it may occur, leading to another
marking M ′ defined by:

2a multiset is like an ordinary set (i.e., the order of elements does not matter), but the same
element can occur multiple times.
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∀ p ∈ P : M ′(p) = (M(p)−− ++
MS

∑
(t,b)∈Y E(p, t)〈b〉)++

++
MS

∑
(t,b)∈Y E(t, p)〈b〉

where the symbol −− is used to indicate the subtraction of two multisets.

A finite sequence of steps and markings is called an occurrence sequence. When
there exists an occurrence sequence starting from a marking M which leads to
another marking M ′, we say M ′ is reachable from M , denoted as R(M,M ′).

2.8.3 Hierarchical CPNs
The CPN formalism we have introduced is sufficient to model the behavior of
complex systems, but it captures the system behavior in one single net. When
systems become larger, the models would be too large to get a clear overview.
In this section, we introduce the formalism of Hierarchical CPNs to facilitate
the modeling of large and complex systems, the idea of which is to decompose
the model of a system into a set of modules. A module is a CPN with a set
of interface places, which can be used to describe the internal structure of a
substitution transition.

Continuing with the example in Figure 2.1, now suppose the customs inspec-
tion is different between carriers with and without AEO certificates. In this case,
we just want to focus on the elaboration of the inspection part of the original
model. To do this, we take the CPN model in Figure 2.1 as a top-level module
and replace transition Inspection with a substitution transition which refers to a
sub-module that gives a detailed description of the inspection process. Figure 2.3
shows the CPN modeling the top-level module. The double-lined rectangle with
the tag Inspection under it denotes the sub-module. The places connecting to the
substitution transition are called socket places, serving as the interface between
the modules.

x x

Inspect

Inspect

ArriveLoaded

1`(true, "A")++
1`(false,"B")

Carrier

Waiting

Carrier

Done

Carrier

Free

1`("C")

Customs Inspect

2

1

Figure 2.3: CPN model of the customs inspection top module

A module is a CPN with two kinds of transitions: elementary transitions
and substitution transitions. An elementary transition is a normal transition as
defined in the previous section. A substitution transition refers to a module and
it may have internal states and does not need to consume and produce tokens in
one atomic action. A module may contain multiple substitution transitions which
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refer to other modules that in turn may contain substitution transitions referring
to other modules. There can be an arbitrary number of levels as long as no cycles
are introduced as this would result into an infinitely large model.

Customs

Waiting
In

Carrier
In

1`("C")
y

Free
I/OI/O

x

Verify_doc
x

Verified
(false, z)

Done
OutOut

Standard_
check

y
Carrier Carrier

(true, z)
Simple_check

(true, z)

(false, z)

1

Figure 2.4: CPN model of the inspection module

The top-level module in Figure 2.3 has one substitution transition Inspection
referring to module Inspection, indicated by the tag under it. Figure 2.4 shows the
CPN model of the module Inspection which has three interface places: Waiting,
Free, and Done. Such places are called port places. In oder to relate a substitution
transition to the CPN module it refers to, we need to relate each socket place of
the substitution transition to a port place of the CPN module. As a result, each
pairs of socket place and port place is semantically merged into one place. For
example, socket place Waiting in Figure 2.3 is merged with the port place with
the same label in Figure 2.4. In particular, each port place has a type, indicating
its type of connection, i.e., whether tokens are coming in or going out of the port
place. For example, in Figure 2.4, places Waiting, Done and Free are respectively
tagged with In, Out, and I/O (input and output).

In the module Inspection, there are three transitions Verify doc, Simple check
and Standard check, and one place Verified which is of type Carrier, besides the
port places. The inspection process starts with a document verification and con-
tinues with a check procedure depending on whether a carrier is AEO certified.
For those with an AEO certificate, a simple check will be carried out by the
customs. Otherwise, a standard check will apply. Such a difference is indicated
by the inscriptions respectively defined on the input arcs from place Verified to
transition Simple check and Standard check in which z is a variable of type Name.
That is, tokens with AEO being true will be consumed by transition Simple check
and that with AEO being false by transition Standard check.

Based on the description above, we give a formal description of a Hierarchical
CPN model and the related concepts excerpted from [112].

Definition 2.4 (CPN module) A CPN Module is a tuple CPNM = (CPN , Tsub, Pport,
PT ) where

(1) CPN = (P, T,A,Σ, V, C,G,E, I),

(2) Tsub ⊆ T is a set of substitution transitions,
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(3) Pport ⊆ P is a set of port places, and

(4) PT : Pport → {IN, OUT, I/ O} is a port type function that assigns a port
type to each port place.

Each module extends a CPN as defined in Definition 2.1. Specifically, a subset
of the transitions Tsub in the CPN are tagged as substitution transitions and a
subset of the places Pport in the CPN are tagged as port places. An assignment
of types to the port places indicates whether tokens are coming in or going out of
the port places.

Definition 2.5 (Hierarchical CPN) A hierarchical CPN is a tuple CPNH = (S, SM,
PS) where

(1) S is a finite set of modules,

(2) SM : Tsub → S is a submodule function that assigns a submodule to each
substitution transition, and

(3) PS is a port-socket relation function that assigns a port-socket relation PS(t)

⊆ Psock(t)× PSM(t)
port to each t ∈ Tsub.

SM specifies the mapping between substitution transitions and corresponding
CPN modules. Be noted that the mapping relation should not incur cycles in
the hierarchical CPN. As to the interface places, the input places of substitution
transitions are called input sockets and the output places are called output sockets.
A port-socket relation PS relates the port places of the submodule to the socket
places of the substitution transition. When a port and a socket are related, the
two places constitute two different views of a single place, which means that they
always share the same marking.

Each hierarchical CPN builds a module hierarchy, i.e., a directed graph in
which each node represents a CPN module and each labeled arc links a substitu-
tion transition to its corresponding module, as formalized in Definition 2.6.

Definition 2.6 (Module hierarchy) The module hierarchy for a hierarchical CPN is a
directed graph MH = (NMH , AMH), where

(1) NMH = S is the set of nodes,

(2) AMH = {(s1, t, s2) ∈ NMH × Tsub ×NMH |t ∈ T s1sub ∧ s2 = SM(t)} is the set
of arcs.

The roots of MH are called prime modules. An instance of a module (denoted
as s∗) corresponds to a path in the module hierarchy leading from a prime module
to the module s. When a module instance is created, a place instance (denoted as
p∗) and transition instance (denoted as t∗) are created for each place and trans-
ition in the module. A compound place (denoted as pcp) is a set of place instances
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related via port-socket relations. Place instances belonging to the same compound
place are equivalent in the sense that they always have identical markings. When
a place instance is not equivalent to any other place instance, it will form its own
compound place. A marking M for a hierarchical CPN model is a function that
maps each compound place into a multiset of tokens representing the marking
of the place instances belonging to the compound place. The concepts of vari-
ables of transitions, bindings, binding elements, and steps are defined in a similar
way to that for non-hierarchical CPNs except that transition instances are con-
sidered instead of transitions and bindings are only defined for non-substitution
transitions.

2.8.4 Tool Support
The practical application of modeling and validation relies heavily on the existence
of computer tool support. Developed originally by the research group at Aarhus
University, CPN Tools [113] is a tool for the editing, simulation, state space
analysis, and performance analysis of CPN models.

CPN Tools supports two types of simulation: interactive and automatic. In
an interactive simulation, the user is in complete control and determines the
individual steps in the simulation, by selecting among the enabled transitions
in the current state. CPN tools will show the resulting marking of executing a
selected step in its graphical representation of the CPN model. In an automatic
simulation, CPN tools will make random choices among the enabled bindings in
the states encountered and will stop on the conditions set by the users, e.g., stop
after a certain number of steps, stop when there is no enabled transitions, stop
when an expression evaluates to true, or simply a breakpoint.

2.9 Agent Systems and Petri Nets
With the subjects of agent systems and Petri nets respectively attracting tre-
mendous attention, a lot of research has also been done on applying Petri Nets
and their variants to the modeling and verification of (multi-) agent systems. For
example, the research group in the University of Hamburg proposed a multi-agent
architecture MULAN [131, 39] which is built on reference nets [134] and can be
executed in a Petri net editor and simulator RENEW [135]. Furthermore, a formal
organization model for agent systems was presented [130, 132], and an organiza-
tion editor called OREDI was developed to enable editing organization models and
deploying such models as MULAN systems. This Petri net based model directly
integrates organizational concepts such as roles, teams etc., allowing an alignment
of business and IT. In addition, the automated mapping of the proposed models
to multi-agent systems is supported. Regarding multi-agent systems as discrete-
event dynamic systems, Celaya et al. investigated how Petri nets can be used as
a modeling tool to assess the interaction properties of the multi-agent systems



CONCLUSIONS 33

[42]. This line of research provides a powerful link between the development of
Petri Nets and the modeling and analysis of multi-agent systems. However, none
of them consider the normative aspect of agent systems. An early work that ex-
ploits the use of Petri Nets for the analysis of normative behavior can be found
in [176]. Targeting regulated multi-agent systems, Gaertner et al. proposed a
normative structure NS and a mapping to Colored Petri Nets for the detection
of norm conflicts [72]. Though providing useful formalisms, these works are not
intended for the analysis of agent behavior in an organizational setting.

2.10 Conclusions
In this chapter, we provided an overview of the state-of-the-art theories and meth-
odologies in the research areas related to the topic of this dissertation and justify
the choices made for this research.

We have shown that, inspired by the working mechanisms of human organ-
izations and institutions (studied in, for example, organization and institution
theory), normative systems can be an answer to the problem of coordination and
cooperation in multi-agent systems where autonomous agents interact together
within an environment for some collective goals. The resemblance between such
agent systems and organizations in human societies indicates the fact that, being
able to ensure the achievement of the collective goals, both need adequate levels of
control since with various interests and needs participants may (un)intentionally
deviate from the collective goals for personal gain. Therefore, control mechanisms
are needed to be employed to guarantee a certain level of compliance.

Organizational control indicates limiting the way that the participants may
perform. On the other hand, individual participants have their personal interests
and needs, and it is essential to incorporate such individual characteristics into
the evaluation of different organizational structures to find a balance between
the conformity desired by the organization and the autonomy desired by the
participants. Inspired by human decision making, preference reasoning can be
an answer to represent the desires of agents in selecting plans to achieve their
individual objectives. This provides a potential approach to capture the autonomy
desired by participants in performing actions to achieve organizational objectives.
In the following chapters, we illustrate in detail about how these aspects of control
and autonomy are considered in the design and evaluation of agent interactions.
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Chapter3
Overview

This Chapter has the following contribution:

• an agent-based framework for organizational modeling.

In this chapter, we present the outline of the organizational framework Op-
erA+.1 This framework is motivated by the realization that participants in or-
ganizations are autonomous entities who have individual interests and control
over their own actions, and organizational compliance requires careful design and
evaluation. The main focus of this framework is on designing and analyzing organ-
izational models that capture both the compliance requirements of organizational
interactions and the characteristics of individual participants. A model based on
the OperA+ framework is intended to regulate and guide the behavior of particip-
ating agents in order to ensure the achievement of some collective objectives in a
compliant way. More importantly, OperA+ also provides mechanisms to evaluate
the effectiveness of agent interactions considering both system constraints and
individual preferences.

The contributions of OperA+ are

• a framework of modeling organizations at multiple levels of abstraction,
which enables an analysis of organizational behavior from abstract values
to implementation details.

This chapter is based on our contributions to the 12th International Conference on Autonom-
ous Agents and MultiAgent Systems, pp. 1435–1436, 2014 [114]; the 2012 IEEE/WIC/ACM
International Conference on Intelligent Agent Technology (IAT), 196–203 [121]; the 13th Inter-
national Workshop on Coordination, Organisations, Institutions and Norms @ IAT 2011, pp.
58-74, 2011 [119].

1The name is an extension of OperA which stands for “Organizations per Agents”.

37
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• a mechanism of reflecting the impact of environment characteristics on the
structuring of organizational behavior, which facilitates the representation
of compliance requirements in changing environments.

• a mechanism of integrating normative constraints with individual prefer-
ences in the evaluation of agent interactions, which enables a balance between
organizational control and individual autonomy.

This chapter is organized as follows. Section 3.1 provides the motivation be-
hind the proposal of OperA+. Section 3.2 introduces the basis of OperA+ and the
reasons of such a choice. Thereafter, we illustrate the architecture of the OperA+
framework in Section 3.3. In Section 3.4, we discuss about the essential features
of OperA+ models. Finally, we conclude this chapter and indicate directions for
future work.

3.1 Motivation
As stated in Chapter 1, compliance is important for organizations to ensure the
success of the participants’ interactions. Organizations are urged to take meas-
ures to, identify the compliance requirements that are relevant to the regulation
of their behavior, and ensure that their actual behavior is in accordance with
the compliance requirements. To this end, there is a need for means that can
help to formalize and evaluate organizational compliance. First of all, such a
means should be able to capture the essential properties of the organizations
which are intended to coordinate the behavior of multiple participants through
explicit regulation structures such that organizational objectives can be realized
in a compliant way. The participants can be humans, software, or organizations
like a business company, a university, etc., and they are autonomous entities that
can act independently and control their own behavior.

Moreover, according to the four research questions listed in Chapter 1, Op-
erA+ should be able to meet the following requirements.

1. provide a formal representation of organizational compliance, taking into
account various regulation sources and the environmental characteristics.

2. provide a mechanism to evaluate whether the behavior of the participants
is complying with the compliance requirements of organizations,

3. provide a mechanism to deal with the combination of different regulation
sources with respect to consistency.

4. provide a way to represent the preferences of individual participants and
incorporate such preferences in the evaluation of organizational compliance.

From the perspective of sociology and organization theory, organizations can
be understood as complex entities where a multitude of agents interact within a
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structured environment for some global objectives. Since the 80’s, Multi-Agent
Systems (MAS) have often been defined as organizations or societies of agents
whose interactions are coordinated for the achievement of some collective goals
[66], and an agent in this context is usually seen as an encapsulated computer
system that is capable of flexible, autonomous action in a situated environment
in order to meet its design objectives [217]. Agent organizations are committed to
the integration of organizational control with individual intelligence, the dynamic
adaptation to environmental changes, and rely for a great extent on the notion
of openness and heterogeneity of MAS [56]. MAS design frameworks provide
structures for developing organizational models, which also provide insight on
how natural organizations may be augmented or enhanced [110].

Agent organizational models are a promising solution to the problem of organ-
izational compliance. On the one hand, the agent paradigm provides a suitable
representation of the autonomous participants in organizations. On the other
hand, the MAS organization structures provide the constructs by which organiz-
ational compliance can be expressed and analyzed. More importantly, the well-
developed theories and techniques in MAS organization design can be an asset
for the study and improvement of organizational compliance.

As shown in Chapter 2, there has been a large number of agent organizational
frameworks and methodologies that have been proposed for the design and ana-
lysis of MAS. These frameworks and methodologies lay a good foundation for the
research of agent organizational modeling.

3.2 OperA as a Cornerstone
The OperA+ framework described in this chapter is an extension and adaptation
of OperA [55], which has been developed for the purpose of supporting organiza-
tional interactions and collaborations in Multi-Agent Systems.

The choice of OperA is motivated as follows. Firstly, OperA proposes an ex-
pressive way for defining open organizations distinguishing explicitly between the
organizational aims and the agents who act in it. Such a design choice corres-
ponds to the requirement of this research in the sense that the specification of
organizational structures, requirements and objectives is independent from any
knowledge on the properties or architecture of agents, which allows participating
agents to have the freedom to act according to their own capabilities and de-
mands. Secondly, OperA copes with different organization modeling dimensions
necessary for the analysis of organizational compliance. In particular, OperA’s
social structure defines roles and role relations, which provide an effective way of
encapsulating compliance requirements, the normative structure provides a basis
for the formalization of compliance rules, and the interaction structure gives a
footprint for agent interaction plans. Thirdly, the OperA framework is supple-
mented with a comprehensive methodology for designing agent organizations in
real world scenarios, which facilitates to position the application of this research.
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3.3 OperA+ Architecture
OperA+ is an agent-based, multi-context, multi-level framework for designing and
evaluating organizational interactions aiming at ensuring organizational compli-
ance [114], [121], [119]. Targeting multi-organizational collaborations, OperA+
expands organizational modeling in two directions that enable analysis and de-
cision making in different situations where interactions are performed at multiple
levels towards some collective goals. One direction allows variation of details in
organizational models from abstract (business values) to concrete (operational
details). The other direction identifies the possible application environments (i.e.,
contexts) of an organizational model and elaborates the abstract specification
into sets of contextual specifications according to the specific requirements of the
refined contexts. The two directions together provide a contextual link between
organizational values and implementation details.

3.3.1 Modeling Framework
Figure 3.1 shows the modeling framework of OperA+ which consists of four ab-
straction levels. Firstly, at the strategy level, the top-level objectives of an organ-
ization together with its application environment, are identified. The objectives
indicate the very ends pursued by the organization. The environment represents
the context in which the organization operates, and it is determined by relevant
situational variables which concern but are not restricted to individuality, activ-
ity, location, time, and relation [224]. Such situational variables are mainly from
two sources, i.e., external condition variables and agent feedback. Contexts are
defined as specific subsets of the Cartesian product of the variables’ value sets.
They indicate organization responses (states) to various situational conditions by
enabling different solutions for the achievement of organizational objectives, which
decompose the top-level objectives into a set of sub domains. Specifically, a sub
domain will expand if more information about the variables is obtained, shown
as the area enclosed by the dotted line. Contexts are the abstraction of these sub
domains and indicate different situational alternatives that may be adopted to
ensure the achievement of the top-level objectives.

For each context, a set of interdependent roles representing different responsib-
ilities and requiring different capabilities are identified, which is defined as a social
structure. The social structure specifies a division of labor for a specific context in
order to provide a solution of encapsulating the compliance requirements for the
achievement of the top-level objectives. Given the role specifications, the solution
level further specifies for each context a set of norms to indicate the compliance
rules of the roles, which is referred to as a normative structure. The specification
of a normative structure is expressed in terms of the actions of roles, and in-
cludes both constitutive norms (counts-as) and regulative norms (obligations and
prohibitions), as well as the possible interrelations between norms (conjunction,
choice, reparation/sanction).
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Figure 3.1: Architecture of OperA+

Moreover, an objective of a role at the solution level can again be decomposed
into more specific components, which enables a modular way of organizational
modeling. The three upper-level descriptions illustrate the compliance require-
ments of the organization design, which are expected to be complied with in order
to achieve the overall objectives of the system.

The purpose of the organizational design by OperA+ is to specify a mechanism
to coordinate the behavior of the operational agents that enables the organization
to achieve its top-level objectives in dynamic settings. Only by an exact match
between organizational roles and operational agents, such organizational behavior
can be realized. Thus, at the operational level, eligible (external) agents will
participate in the organization and enact the roles that are assigned to them. In
order to incorporate the characteristics of the individual agents in organizational
design, the preferences of the agents are captured at this level, referred to as
preference structure. Such considerations will facilitate the performance of the
organization in the sense that agent interactions are better embedded with both
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the compliance requirements of the organization and the autonomy desires of the
individual actors.

In OperA+, organizational design can be initiated at two abstraction levels.
The first is the strategy level, which specifies the top-level objectives of the organ-
ization and gradually identifies the required roles and their dependencies according
to the expected functionalities of the organization from abstract to concrete. The
second is the operational level that depicts the operational details of an organiz-
ation from which related roles and contexts can be abstracted.

Formally, we define an organizational model designed with OperA+ as follows.

Definition 3.1 (Organizational model) An organizational model OM is defined as a
tuple (SS, NS, PS) where

• SS indicates a social structure,

• NS indicates a normative structure, and

• PS indicates a preference structure.

The formalization of the social structure is described in Chapter 4, the form-
alization of the normative structure is described in Chapter 5 and 6, and the
formalization of the preference structure is described in Chapter 7.

It has to be noticed that, in this dissertation, we overload the definitions for
simplicity, e.g., OM is used both as acronym to “organizational model” as well as
a reference to a specific OM = (SS,NS, PS). Moreover, we use subscripts to refer
to the elements of a specific model OM , e.g., SSOM , NSOM and PSOM respect-
ively refer to the social structure, normative structure and preference structure of
the organizational model OM .

3.3.2 Modeling Reflections
OperA+ specifies a multi-agent organization in three interrelated structures, i.e.,
social structure, normative structure and preference structure. The design of
these structures is intended to meet the four requirements that are identified in
Section 3.1 for the analysis and achievement of organizational compliance. Figure
3.2 shows how different components in OperA+ contribute to those requirements.

Compliance requirements: In OperA+, the formalization of compliance re-
quirements is enabled by the construction of social and normative structures. The
social structure specifies how compliance requirements are encapsulated through
the identification of roles and their dependencies. The normative structure spe-
cifies, on the basis of role specifications, the compliance rules prescribing the
legitimate ways of operation described as (deontic) norms. The combination of
these two structures provides a representation of organizational compliance by
indicating what desired behavior (norms) should be ensured by whom (roles).

Moreover, the social structure proposes a compositional model for the spe-
cification of roles, which enables a multi-level representation of social relations
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Figure 3.2: Contribution modules in OperA+

in organizations. As a result, OperA+ enables to build organizational models at
different scales of analysis ranging from extremely broad-grained (abstract values)
to exceedingly fine-grained (implementation details). The link between organiza-
tional roles and participating agents is captured by the enactment dimension of
the social structure. The normative structure proposes a modular way of form-
alizing compliance rules by taking into account the interrelations between norms.
This not only facilitates the understanding of the regulative aspects of organ-
izational compliance, but more importantly provides an integrated view for the
analysis and evaluation of organizational compliance. In addition, the normat-
ive structure differentiates between constitutive and regulative norms, in which
the former indicates how participants’ behavior in the physical world is perceived
by an organization, and the latter describes acceptable organizational behavior
through obligations and prohibitions. As a result, a link is created between what
occurs in the reality and what is perceived by the organizations.

Individual Autonomy: In OperA+, the formalization of individual autonomy
is enabled by the construction of preference structure, which specifies the indi-
vidual preferences of the participating agents in an organization. In particular,
formalisms are proposed to define the agents’ preferences over their own actions,
other agents’ actions, and actions relating to roles. Moreover, the preference
structure is capable of representing preferences over alternatives and preferences
preceded by conditions. In this way, the personal interests and needs of the parti-
cipants can be captured, which serves as an important source of input information



44 OVERVIEW

for the evaluation of organizational compliance.
Environment Characteristics: In OperA+, environmental characteristics

of organizational compliance are captured by the notion of context. The use of
context explicitly represents the possible environments in which organizational
behavior is expected. Combined with the compositional role model in the so-
cial structure, OperA+ further enables a multi-level and multi-context model-
ing paradigm. This not only enables designers to characterize the situations to
which specific compliance requirements are applied, but also add meaningful links
between different levels of descriptions. That is, refinement of high level abstrac-
tions is integrated with the refinement of environments/contexts in which more
specific requirements are identified. As a result, organizational design is distrib-
uted into reusable blocks, which facilitates the establishment of organizational
compliance in changing environments. Moreover, contexts also play a part in the
refinement of agents’ abstract preferences in changing environments.

Compliance Evaluation: In OperA+, compliance evaluation consists of
two parts: (1) The first part relates to the normative structure, in which both
conflict detection and compliance checking of norms are considered. Conflict de-
tection determines whether there are any norms that cannot be complied with
simultaneously. Compliance checking determines whether the participants’ beha-
vior violates any norms (obligations and prohibitions) specified in the normative
structure. (2) The second part relates to the preference structure, in which we
incorporate agent autonomy into the evaluation of organizational compliance by
extending compliance with the analysis of preference satisfaction. Compliance
evaluation is operationalized by means of Colored Petri Nets, which enables com-
putational analysis of norm compliance and individual preferences in a unified
way. As such, compliance evaluation incorporates both organizational constraints
and personal needs, enabling to find a balance between conformity and autonomy.

3.4 Discussion
Given the architecture of OperA+, we now discuss the features of OperA+ in or-
ganizational modeling from the aspects of model flexibility and reusability. Flex-
ibility relates to the ability of ensuring organizational compliance in changing
environments/contexts. Reusability relates to the capability of reusing solutions
of ensuring organizational compliance across different contexts. We will demon-
strate these features in Chapter 4.

3.4.1 Model Flexibility
An important feature of OperA+ is that it provides mechanisms for context sens-
itive design of organizational interactions. That is, it uses situational variables
to abstract contexts that characterize conditional alternatives of achieving organ-
izational objectives. These contexts make changes to the organization model at
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a contextual level, which in turn lead to the adaptation of other structures such
as social structure and normative structure. For example, we can have several
refined contexts in the current design of an organization and a new context in
the future design, each of which is determined by the value of relevant situational
variables and refers to a sub domain in the general application domain. To this
end, specific roles and role dependencies are identified for the requirements of
each refined context. Such a way of structuring organizational interactions, not
only adds meaningful building blocks in organizational models, but also improves
model flexibility since current contexts can be easily adapted and new contexts
can be easily integrated when changes occur.

3.4.2 Model Reusability
OperA+ models organizational interactions at multiple levels of abstraction. The
higher levels model the systems in terms of coarser-grained components while the
lower levels provide increasing details to the components designed and controlled
by different entities, which facilitates modularity that can clearly describe dis-
tinctive behavioral patterns with respect to different contexts. More specifically,
a top-level organization is made up of several interrelated roles which remain the
same during the life cycle of the organizational design while the lower-level or-
ganizations consist of more specific entities which adapt to different situational
domains. This not only enables integrating different types of components in one
model and provides necessary opacity since designers can decide how “deep” a
model is constructed, but also ensures that components and groups of compon-
ents can be easily reused at all levels of design.

3.5 Conclusions
In this chapter, we presented an overview of the agent-based framework Op-
erA+ for modeling and evaluating organizational compliance. OperA+ not only
provides constructs to capture compliance requirements from a system point of
view but also takes into account the internal preferences of individual agents in
the evaluation of organizational compliance.

The OperA+ framework is based on (1) research in organization modeling
which provides the insights on how compliance knowledge is formed and expressed
in the creation of organizational structures, and (2) research in Artificial Intelli-
gence which provides the methods on how such knowledge can be formalized and
evaluated with automated support. By adopting the MAS paradigm, the prob-
lem of achieving organizational compliance is well captured by the regulation and
coordination problem of agent interactions. Moreover, by combining contextual-
ization with compositional modeling, OperA+ provides a flexible representation
of how organizational compliance is coupled with environmental characteristics in
a refinement process, which will facilitate the understanding and communication
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of compliance requirements in organizational collaborations.
The contributions of OperA+ to organization modeling are threefold. First, it

proposes a multi-level multi-context framework for modeling and analyzing agent
interactions. Multi-level modeling itself is not new, e.g., the multi-level agent
interaction protocol in [162], the multi-level normative model in [208], the multi-
level organizational model in [27]. However, integrating contextual differences and
refinement at multiple levels has not been explicitly considered by the existing
agent organization frameworks. Second, it provides an integrated representation
of the behavioral constraints on agent organizations based on the notion of norms.
The use of norms in MAS has been studied by many researchers, but the inter-
relations between norms are not investigated in a comprehensive way. Third, it
introduces a mechanism to incorporate the characteristics of individual agents in
organizational design, which enables the evaluation of organizational interactions
on the basis of both organizational requirements and individual needs.



Chapter4
Social Structure

This chapter has the following contributions:

• a multi-level role model for specifying social relations and agent participa-
tion in organizations, and

• a mechanism for contextualizing specifications of social relations

The construction of the social structure of an organizational model is to
provide a way of encapsulating compliance requirements of the organization, which
indicates the responsibilities of the participants who are expected to collectively
achieve the organizational objectives. For this purpose, we adopt the notion of role
which rests on a theatrical analogy [82]: individuals in a society occupy positions,
and their role performance in these positions is determined by demands and rules.
The role perspective assumes that individuals are members of social positions and
hold expectations for their own behavior and those of others, and performance
results from the social prescriptions and behavior of others [22]. Based on these
ideas, the social structure of OperA+ encapsulates the compliance requirements
of an organization by specifying the roles holding in the organization, including
their objectives, requirements, groups of roles, and the relations between roles,
which are independent of the individuals that will eventually occupy the roles in
the organization. These roles indicate the responsibilities assigned to, and the
relationships existing among, the participants in the organization for the achieve-
ment of organizational objectives.

Parts of this chapter have been published. Section 4.1 and 4.2 are based on our contribution
to the 13th International Workshop on Coordination, Organisations, Institutions and Norms @
IAT 2011, pp. 58-74, 2011 [119] and the International IFIP Electronic Government Conference,
pp. 308-319, 2011 [120].
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In practice, roles in organizations are usually structured into work groups,
departments, divisions, and the organizations in turn may be seen as roles within
larger organizations. Such organizational structures reflect important require-
ments impressed on them by the context to which the organization must adapt.
This suggests that to coordinate and regulate the behavior of an organization, it
may be as important to look outside the organization and its context as to look
inside the organization at its component units. In this sense, the establishment of
compliance requirements needs to cover multiple levels of the participants’ activ-
ities and interactions, and reflect upon the specific contexts where the activities
and interaction occur.

To this end, we present a multi-level role model for the specification of social
relations in organizations and show how contextual information is integrated to
structure such specifications. In a nutshell, an organization itself can be seen as
a role (or a set roles), whose ultimate objectives are usually somewhat vague and
abstract. Such objectives can serve as the starting point for the construction of
means-ends chains that involve: (1) starting with the general objectives to be
achieved which can be captured by a set of very generally specified roles, (2) dis-
covering a set of divisions of the top-level roles with respect to various contexts for
accomplishing the objectives of those role in differing situations, and (3) taking
each of the sub-roles in the divisions of the top-level roles, recursively, as new
sub-objectives and discovering a set of more detailed divisions of the sub-role for
achieving the associated sub-objectives with respect to a set of refined contexts.
Moreover, based on the specification of organizational roles, we investigated the
enactment dimension of social structures which provides a link between the roles
and the participants in an organization, i.e., enactments of the roles by organiza-
tional participants. In this way, the compliance responsibilities of organizational
participants can be encapsulated into modular and meaningful blocks that re-
flect the changes of requirements of organizational compliance with respect to the
changing contexts where the organization is situated.

This chapter is organized as follows. Section 4.1 introduces the fundamental
concepts employed in the social structure of an OperA+ model. Section 4.2
gives the formalization of a specification and enactment with respect to a social
structure. Finally, we present the conclusions in Section 4.3.

4.1 Fundamental Concepts
In this section, we present all the fundamental concepts that are needed for the
construction of the social structure and interaction structure of OperA+ models
in this chapter.
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4.1.1 Role
In organizations, roles are assumed to be associated with identified social po-
sitions and to be generated by normative expectations [21]. They present the
standards for the recruitment of participants in an organization and the link to
the evaluation of the participants’ performance. In this sense, the specification
of roles in an organization can be an effective way to encapsulate compliance re-
quirements for the achievement of organizational objectives. Furthermore, a role
in an organization may be further elaborated into finer-grained components that
can collaboratively accomplish the objectives of the role, enabling a flexible way
of modeling social relations. Considering all these aspects, we give the definition
of roles as follows.

Definition 4.1 (Atomic role) An atomic role rA is defined as a tuple (name,Obj,Rcap)
where

• name is the identifier of rA,

• Obj is a set of objectives assigned to rA,

• Rcap is a set of capabilities required by rA to accomplish Obj,

Definition 4.2 (Composite role) A composite role rC is defined as a tuple (name,Obj,
Rcap, org) where

• name is the identifier of rC,

• Obj is a set of objectives assigned to rC,

• Rcap is a set of capabilities required by rC to accomplish Obj,

• org = (R,Dep) is an organization where

– R is a set of atomic or composite roles such that ObjrC
⊆

⋃
r∈RObjr

and RcaprC
⊆

⋃
r∈RRcapr, and

– Dep is a set of role dependencies such that an element from Dep is
defined as dep = (r, r′, obj), r, r′ ∈ R, obj ∈ Objr.

A set of objectives Obj indicates the desired results an organization envisions,
which are encapsulated in the specification of roles. To ensure the achievement of
the corresponding objectives, a set of capabilities Rcap are required for the actors
who seek to occupy a specific role. Capabilities represent skills or capacities
that can be acquired by actors such that they have the power or ability to carry
out certain tasks. Following the approach in OperA [55], both objectives and
capabilities are expressed as predicates in first order logic.

The difference between atomic roles and composite roles is that composite
roles have an additional component org defined as a set of interdependent roles.
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This indicates that a composite role is further elaborated as an organization of
sub-roles. In this case, the union of the objectives of the roles in R should cover
that of the composite role rC, and the union of the required capabilities of the
roles in R also needs to cover that of the composite role rC.

Following the definition presented in [55], the dependency relation between
two roles r and r′ for an objective obj, represented as (r, r′, obj), indicates that
r depends on r′ for the realization of obj. Such relations between roles describe
how actors can interact and contribute to the realization of the objectives of each
other. That is, an objective of a role can be delegated to or requested from other
roles. The normative aspect of roles will be presented in the next chapter.

For example, we can have an atomic role PhD student with a set of object-
ives such as getting good publications, getting good academic network, writing
a good dissertation, etc. Moreover, the role might require capabilities such as
good writing skills, good communication skills, independent research ability, etc.
As for composite roles, an example could be a role Knowledge disseminator
in a multi-disciplinary research project, and this role has an inner structure of
two sub-roles ICT disseminator and Logistic disseminator [119]. The sub-role
ICT disseminator aims at disseminating knowledge among commercial service
providers and the sub-role Logistic disseminator aims at disseminating know-
ledge among logistics service providers. As for role dependency, for example, in
a conference scenario the enactor of role PC-Chair can delegate the objective
paper-reviewed to an enactor of role PC-member.

It can be seen from the definition of a role that there are two types of role
relations. The first type is a dependency relation by which the accomplishment of
the objectives of a role can be delegated to or requested from another role. The
second type is a decomposition relation by which the objectives of a composite role
can be disassembled into an organization of subunits. The dependency relation
is between two roles at the same level and they are complementary parts of a
specific organizational design. The decomposition relation is between two roles
at different levels and the role at the lower level is a part of a specific refinement
of the role at the higher level.

Roles specify the possible decomposition of organizational objectives. Only
by putting participants into the roles can such organizational objectives be real-
ized. Now we present the concept of agent that is used in OperA+ to model
organizational participants.

4.1.2 Agent
Organizational participants are individual entities that are capable of acting
autonomously [186, 192]. They can be a human being, a piece of software, or an
organization of individual actors, and they possess various capabilities that enable
them to reach specific goals. To formalize the participants in organizations, we
adopt the notion of agent from agent theory [217], based on the analogy that an
agent is an encapsulated computer system that is capable of flexible, autonomous
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action in some situated environment in order to meet its design objectives.
Corresponding to the required capabilities of roles, an agent possesses a set of

capabilities that allow the agent to carry out specific roles and achieve the assigned
objectives. Since the capabilities of individual agents may change over time, the
ability of the agents to play specific roles also changes. Moreover, an agent can
be an atomic entity whose inner structure is either invisible or unimportant to
the other parts of the system. It can be an individual, a service, or even a
company whose inner structure is hidden from the outside. An agent can also
be a composite entity whose inner structure is visible and important to the other
parts of the system. For example, a rescue team can be seen as a composite agent,
which includes a number of individuals with various capabilities. Considering all
these aspects, the formalization of agents is given as below.

Definition 4.3 (Atomic agent) An atomic agent agA is defined as a tuple (name,Acap)
such that

• name is the identifier of agA,

• Acap is a set of capabilities possessed by agA,

Definition 4.4 (Composite agent) A composite agent agC is defined as a tuple (name,
Acap, Ag) such that

• name is the identifier of agC,

• Acap is a set of capabilities possessed by agC,

• Ag is a set of atomic or composite agents.

The difference between atomic agents and composite agents is that composite
agents have an additional component Ag defined as a set of agents. This indicates
that a composite agent is composed of a number of sub-agents. As an example,
at a specific level of abstraction every human being can be seen as an atomic
agent that possesses different capabilities. As for composite agents, an example
could be a Smith family consisting of two individuals Alice and Bob. Moreover,
organizations, such as a university, can also be modeled as a composite agent
consisting of a number of sub-agents. Note that the definition of composite agent
focuses on the integrity aspect of a group of entities. That is, when we consider
a group of agents as a composite agent, the members in the group cannot be
replaced by other agents even when they have the same capabilities.

Through the enactment of roles, agents contribute to the achievement of organ-
izational objectives. Organizations, however, are not self-sufficient but all depend
on the relations they establish with the environment of which they are a part. In
the next subsection, we introduce the notion of context for the representation of
the environments where organizations exist.
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4.1.3 Context
No organization is self-sufficient, but exists in a specific physical, technological,
cultural, and social environment to which it must adapt [186]. Organizational
structure reflects important features borrowed from or impressed on it by the
environment. To formalize the environment of organizations, we adopt the notion
of context which refers to any information that can be used to characterize the
situation of an entity [52]. In particular, we borrow the idea from the context
model proposed in [80] for the representation of context. The model is based on
three elements: a set of parameters, a range of values for each parameter, and
a state of affairs or a domain, which draws a sort of boundary between what
is in and what is out. Correspondingly, we characterize a context by a set of
contextual dimensions, each of which has a structured set of values. In this way,
a context provides a combination of different perspectives on the observation of
the environment where organizations exist. Definition 4.5 gives the formalization
of contextual dimensions.

Definition 4.5 (Contextual dimension) D is a set of contextual dimensions where V ∈ D
is a set of values for a situational variable.

Contextual dimensions concern but are not restricted to aspects such as indi-
viduality, time, location, activity, and relations [224]. The values of each con-
textual dimension are assumed to come from some structured domain. For ex-
ample, we can have a contextual dimension of D = {Location} with a value set
V = {Netherlands, France,Germany, Italy, ...}.

With contextual dimensions, a context is then modeled as a specific subset
of the Cartesian product of the contextual dimensions’ value sets, formalized in
Definition 4.6.

Definition 4.6 (Context) A context ctx ⊆
∏
i

Vi where Vi ∈ D characterizes a set of

situations with respect to a set of contextual dimensions.

Contexts are indicated by different combination of contextual dimensions and the
values those contextual dimensions can take. For example, we can build a context
based on two contextual dimensions Location and Time and the values the two
dimensions can take are respectively {Netherlands, Belgium, Luxembourg} and
{2013, 2014}. Two contexts can refer to the same set of contextual dimensions
and take different value sets of those dimensions. For example, we can have a
context representing park and another context representing office which can be
characterized by a contextual dimension of location.

Given the concepts presented above, we now illustrate the construction of
social structures.
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4.2 Social Structure
Following the description in [119], the social structure of an OperA+ model com-
prises of two dimensions: (1) specification dimension indicates the possible
decompositions of organizational objectives through a set of roles, and (2) enact-
ment dimension indicates the possible populations of agents that can realize
the objectives by taking up the roles.

4.2.1 Specification Dimension
The specification dimension of a social structure identifies the objectives to be
achieved and the division of labor to achieve the objectives, i.e., what roles are
needed and how they interrelate with each other. The specification dimension
starts from a set of interrelated roles encapsulating the overall objectives of an
organization, each of which can be further elaborated by an organization of sub-
roles. An organization can be seen as a social arrangement which pursues collect-
ive objectives through a set of connected roles [55]. Roles are typically declarative
concepts meant to represent a part of the organization’s design. OperA+ includes
two kinds of roles: atomic role and composite role. Each composite role refers
to an organization of sub-roles at a lower level in the hierarchy which elaborates
the objectives of the composite role into finer-grained components and gives more
constraints or information on the how the objectives can be achieved. Atomic
roles are not further specified enabling heterogeneous enactment. Definition 4.7
gives the formalization of a specification of a social structure.

Definition 4.7 (Specification of social structure) A specification of a social structure SSs

is a defined as a tuple (R,Dep) where

• R is a set of roles, and

• Dep is a set of role dependencies.

The specification may consist of a single role and thus role dependencies Dep can
be an empty set. A role, as shown in Definition 4.2, is a tree-like structure con-
sisting of sub-roles and role dependencies at different abstraction levels. That is,
a specification of a social structure is a set of hierarchically organized components
and their interacting relations.

To simplify the following definitions based on the specification of a social
structure, we define the function unbox. Given a role r, unbox returns all the
sub-roles derived from r.

Definition 4.8 (Unbox) Given a role r, the function unbox is defined as follows:
– if r is an atomic role: unbox(r) = {r}
– else: unbox(r) = Rorgr

⋃
(
⋃
r′∈Rorgr

unbox(r′)).
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By the function unbox, the set of all sub-roles in a given role can be obtained. As
a sub-role is either atomic or composite, the set of all sub-roles is divided into two
subsets, i.e., the set of all atomic roles and the set of all composite roles. Given
a role r, we can obtain the two subsets respectively by the following functions.

• RA(r) = {r′|r′ ∈ unbox(r) ∧ r′ is an atomic role},

• RC(r) = {r′|r′ ∈ unbox(r) ∧ r′ is a composite role}.

A specification of a social structure presents how organizational objectives may
be decomposed by means of interrelated roles. To accomplish the organizational
objectives, a description from an implementation perspective is needed, i.e., the
possible populations of agents that can take up the roles to collaboratively pursue
the objectives. To this end, we now illustrate the construction of the enactment
dimension of a social structure.

4.2.2 Enactment Dimension
Given a specification of a social structure, the enactment dimension provides an
illustration of the possible agent populations that can occupy the specified roles
such that the corresponding objectives can be realized. Since our model targets
open systems in which agents are not known at design time, the enactment dimen-
sion is only an illustration of the possible populations of agents that can match
the requirements of the specification dimension. In OperA+, an enactment of a
social structure, with respect to a specification of the social structure, is defined
as a set of agents and their mappings to the roles defined in the specification, as
formalized in Definition 4.9.

Definition 4.9 (Enactment of social structure) The enactment of a social structure SSe,
with respect to the specification of the social structure SSs, is defined as a tuple
(SSs, Ag, RE) such that

• SSs is a specification of a social structure,

• Ag is a set of agents,

• RE is a set of role enactments where re = (r, ag), r ∈
⋃
r′∈RSSs unbox(r′),

ag ∈ Ag,

– ∀(r, ag) ∈ RE : Rcapr ⊆ Acapag,

– ∀(r, ag) ∈ RE and r is a composite role:
ag is a composite agent and ∀r′ ∈ Rorgr ,∃ag′ ∈ Agag : (r′, ag′) ∈ RE.

Ag specifies all the agents participating in an enactment. RE specifies a set of role
enactment relations that indicate which agents enact which roles. A requirement
for an agent to enact a role is that the possessed capabilities of the agent should
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meet the required capabilities of the role, indicated by the condition ∀(r, ag) ∈
RE : RCapr ⊆ Capag. Moreover, in a role enactment relation (r, ag), if the role
r is a composite role, the agent ag should contain corresponding sub-agents for
the enactment of the sub-roles, indicated by the last condition ∀(r, ag) ∈ RE and
r is a composite role: ∀r′ ∈ orgr,∃ag′ ∈ Agag : (r′, ag′) ∈ RE.

It can be seen that Definition 4.9 only describes the formation rules of an
enactment but does not specify whether a specification is fulfilled by an enactment.
Therefore, we give the definition of complete enactment as follows.

Definition 4.10 (Complete enactment) An enactment of a social structure SSe = (SSs,
Ag, RE) is a complete enactment if ∀ r ∈

⋃
r′∈RSSs RA(r′), ∃ ag ∈ Ag : (r, ag) ∈

RE, indicating that for each atomic role in the specification SSs, there is at least
one agent enacting it.

The complete enactment indicates that every atomic role specified in the social
structure is enacted by an agent. In this way, the composite roles are indirectly
enacted by the agents enacting the sub-roles.

4.2.3 Combining the Two Dimensions
With the formalization of specification and enactment presented above, the defin-
ition of a social structure is summarized as follows.

Definition 4.11 (Social structure) A social structure SS is defined as a tuple (SSs,
SSe) such that

• SSs is a specification of the social structure SS, and

• SSe is an enactment of the social structure SS with respect to SSs.

Figure 4.1, depicted in UML class diagram, shows the core elements and the
relationships between them consisting in a social structure. From the perspective
of roles, an atomic role can be enacted by any type of agents while a composite
role can be (1) enacted by a composite agent providing that the internal organ-
ization of the agent matches that of the composite role, or (2) enacted by a set
of independent agents each enacting a sub-role respectively. From the perspect-
ive of agents, each agent can enact one or more roles if its capabilities meet the
requirements of the roles. A specification of social structure can have multiple
enactments. For one enactment, there are a set of agents enacting the roles in
the specification. Some of the agents may have their own understanding of the
objectives of the roles they enact. Therefore, agents can extend the inherited
specification according to their own capabilities, i.e., they may further refine the
specification to better achieve the objectives.

With a set of hierarchically organized roles, a social structure provides an evol-
utionary understanding on how the objectives of an organization are decomposed.
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Figure 4.1: Meta-model of the social structure of OperA+

However, the question still remains on how such constructions are established, i.e.,
what is the driving force behind this design pattern. In the next section, we in-
vestigate this issue.

4.2.4 Contextualization
In practice, roles in organizations are usually structured into work groups, de-
partments, divisions, and organizations in turn may be seen as roles within larger
organizations. Such organizational structures reflect important requirements im-
pressed on them by the context to which the organization must adapt. This is to
suggest that contexts play an important part in the structuring of organizational
roles. To this end, we integrate the context model presented in Section 4.1 in the
specification of social structures to indicate how context information can impact
the decomposition of organizational objectives by means of roles.

Figure 4.2 shows how contexts are linked to the specification and the enact-
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Figure 4.2: Modeling levels of social structure

ment of social structures. Firstly, a general specification of a social structure is
constructed to represent the ultimate objectives served by an organization in an
abstract way. Such a specification is intentionally specified at a high level of ab-
straction to range over many different situations and to require little maintenance
over time. Definition 4.12 gives the formalization of a general specification.

Definition 4.12 (General specification of social structure) A specification SSs of a social
structure is a general specification, denoted as SSgs, iff ∀r ∈ RSSs : r is an
atomic role.

A general specification of a social structure contains a set of interdependent roles
with no inner structure, i.e., the roles are atomic. In this way, the general specific-
ation gives a relatively abstract description of the responsibility decomposition for
the achievement of organizational objectives.

With respect to a general specification of a social structure, various environ-
mental conditions may exist and pose different requirements for the fulfillment of
the atomic roles presented in the general specification. In this sense, the general
specification needs to be refined into a set of contextualized specifications that
provide context-specific decompositions of the general objectives carried by the
roles in the general specification. Practically, by applying contextual information
to a general specification, some of the atomic roles are further elaborated and
transformed into composite roles such that more information or constraints are
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added on which sub-roles are needed and how they are related, as captured by a
contextualization of social structure shown in Definition 4.13.

Definition 4.13 (Specification contextualization of social structure) A specification contex-
tualization of a social structure is defined as a tuple (ctx, SSgs, SScs, RM) where

• ctx is a context as described in Definition 4.6,

• SSgs is a general specification of social structure,

• SScs is a specification of social structure according to Definition 4.7,

• RM ⊆ RSSgs ×RSScs such that

– ∀r ∈ RSSgs ,∃!(r, r′) ∈ RM : r′ ∈ RSScs and namer = namer′ and
Objr ⊆ Objr′ and Rcapr ⊆ Rcapr′

– ∃(r, r′) ∈ RM : r′ is a composite role

In the specification contextualization, a set of role mappings RM is defined
between the set of roles in a general specification SSgs and a specification SScs

(we call SScs a contextual specification of social structure). Firstly, for each role
in the general specification, there exists another role in the contextual specifica-
tion such that (1) the two roles have the same name, (2) the set of objectives of
the role from the contextual specification covers that of the role from the general
specification, and (3) the set of required capabilities of the role from the contex-
tual specification covers that of the role from the general specification. These
imply that the set of roles in the general specification are inherited by the con-
textual specification. Moreover, there exists at least one role mapping between a
role in the general specification and another role in the contextual specification
such that the role from the contextual specification is a composite role. This is to
indicate that some of the roles in the general specification are further elaborated
into organizations of sub-roles by the contextual specification. Therefore, the con-
textual specification can be seen as an extension of the general specification with
respect to a specific context, by means of elaborating some of the atomic roles in
the general specification into composite roles.

Figure 4.3 gives an example of a graphical illustration on how a general spe-
cification of social structure may be contextualized into a set of contextual spe-
cifications with respect to various contexts. Different contexts may have different
requirements on different sets of roles in the general specification, and thus a role
can be extended to different lower-level organizations of interrelated sub-roles. In
this way, the general objectives pursued by an organization are factorized into
context-specific sub-objectives that can be assigned to organizational subunits.
From a general specification to a set of contextual specifications, the factorization
of general objectives into specific sub-objectives that can be assigned to organiza-
tional subunits under different environmental conditions enhances the regulation
of agents’ behavior from an organizational perspective.
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Figure 4.3: Contextualization of social structure

The contextual specifications of a social structure present how organizational
objectives are decomposed by means of elaborating the inner structure of abstract
roles with respect to differing contexts. Finally, in order to realize the organiza-
tional objectives, an implementation of those specifications is needed, i.e., parti-
cipants need to be employed to enact the roles. For each contextual specification,
there can be multiple enactments, i.e., a mapping from different populations of
agents to the roles in the specification. This can be reflected from the fact in
practice that the employees of an organization may change from time to time.
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4.3 Conclusions
In this chapter, we presented the formalisms for the construction of the social
structure of OperA+. Our goal was to provide a flexible and expressive way
of encapsulating the compliance requirements assigned to and the relationships
existing among the participants in an organization. In line with the essence of
the OperA+ framework discussed in the previous chapter, the construction of a
social structure follows a hierarchy in terms of role decomposition embedded with
contextualization, which promotes the consistency of decisions and activities from
abstract values to implementation details.

The two dimensions enclosed by a social structure, on the one hand, present
the regulative aspects of an organization in terms of objective decompositions, and
on the other hand, provide the possible agent populations that can collaboratively
accomplish the ultimate objectives served by the organization. The concept of
composite roles and agents provide designers with a flexible way of organizing the
responsibilities and opportunities envisioned by an organization. The higher-level
specification captures the commonalities of organizational collaborations while
the lower-level specifications present the individualities by layers upon layers of
elaboration according to more specific requirements. Components at the same
level are modeled separately through lower-level specifications, which decreases
their mutual influence when one of them changes.

Additionally, our model of social structure enables the designers to determine
a balance between conformity and autonomy. That is, one can ensure conformity
by articulating more finer-grained components (roles and role relations), while,
on the other hand, provide more autonomy by leaving the specification open
and abstract. The lower the social structure extends, the more constraints the
organization imposes on the behavior of the participating agents and thus limit
the range of decisions that the participating agents can make. Therefore, whether
an organization gives more conformity or autonomy is determined by the extent
to which the organization is formalized.



Chapter5
Normative Structure:
Definition and Compliance Checking

This chapter has the following contributions:

• a normative language for specifying norms and their compliance relations,

• a computational mechanism for checking norm compliance with respect to
agent interactions.

In the previous chapter, we have shown the social structure of OperA+ which
provides a way of encapsulating compliance requirements by specifying the roles
of an organization and the enacting relations between the roles and the agents
participating in the organization. In this chapter, we present the normative struc-
ture of OperA+ which introduces a prescriptive and evaluative dimension into an
organizational model to capture the compliance rules that are used by organiza-
tions to regulate the behavior of participants on how things should be done, i.e.,
the legitimate means to pursue the objectives of the organization. Some rules are
applicable to all members of an organization while others apply only to selected
types of actors. Thus roles share in the regulating character of an organization
in the sense that compliance rules indicate the relationships among roles in terms
of what are incumbent of one role owes to incumbents of other roles. As soon as
actors are considered as role enactors, their behavior is ipso facto susceptible to
enforcement [19].

From an organizational perspective, participants are expected to follow the
compliance rules that are relevant to the roles they enact in the organization.

This chapter is based on our contributions to the Journal of ACM Transactions on Man-
agement Information Systems, to be published, [115] and to the 12th International Conference
on Autonomous Agents and MultiAgent Systems, pp. 1121–1122, 2013 [118].
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However, participants are autonomous entities who have the capability of con-
trolling their own actions. Therefore it is necessary for the organization to check
whether the actual behavior of the participants is in accordance with the com-
pliance rules. This requires both a formalism of capturing compliance rules and
a mechanism of evaluating the participants’ behavior. For these purposes, we
propose a normative language called Norm Nets (NNs) to provide a formalization
of compliance rules, and a mapping from NNs to Colored Petri Nets (CPNs) to
enable the verification of participants’ behavior.

Compliance rules are applied to the participants through the roles they enact
in the organization and may come from various regulation sources such as legal
regulations, business contracts, internal policies, etc. They can be fairly complex
in terms of the conditions, targets and scopes they refer to. The possibility of
interrelations between them brings added complexity. Moreover, it is recognized
that there is a distinction between regulative rules and constitutive rules [188],
in which regulative rules concern what ought to be the case by regulating ante-
cedently existing activities while constitutive rules do not merely regulate but also
create the very possibility of certain activities. All these aspects of compliance
rules are considered in the formalism of NNs as well as the mechanism of checking
compliance of participants’ behavior.

This chapter is organized as follows. Section 5.1 introduces the normative lan-
guage Norm Nets (NNs), including the components needed for norm specification
and the state transitions of norms. Section 5.2 presents the operational semantics
of NNs through a mapping to CPNs. Section 5.3 gives an analysis of the proper-
ties of NNs in terms of the types of norms and normative relations that can be
represented by NNs. Section 5.4 illustrates the mechanism of checking norm com-
pliance of agent interactions. In Section 5.5, we discuss the characteristics and
limitations of NNs by comparing it with other approaches. Section 5.6 concludes
this chapter.

5.1 Norm Nets
The construction of the normative structure of an organizational model is to
capture all the compliance rules that are relevant to the regulation of the organ-
izational participants. Compliance rules, e.g., legal regulations, usually describe
what should (not) be done rather than how something can be done. In normative
systems [154, 13], the notion of norm has been proposed to specify the (un)desired
behavior of agents by means of the deontic concepts: obligation, prohibition and
permission. Norms provides a precise and unambiguous specification of the norm-
ative constraints the entities are subject to in the context where the normative
system applies. Both compliance rules and norms have a prescriptive nature and
applying normative theories to the modeling of compliance rules has been explored
by many researchers (e.g., [90], [47]).

Moreover, as we have illustrated earlier, compliance rules are not independent
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but are interrelated in different ways, and there is a distinction between regulative
and constitutive rules. In order to formalize all these aspect of compliance rules,
we now present the normative language Norm Nets (NNs) [115] which is based
on the notion of norm from normative systems, and show how it can be used
to formalize compliance rules and facilitate evaluation of participants’ behavior
in organizations. In the remainder of this section, we refrain from presenting
underlying semantics for the different elements of NNs. The semantics will be
introduced later in Section 5.2. An intuitive reading of the elements suffices for
now.

5.1.1 Preliminaries
In normative specifications, we differentiate between two types of events: (1) ex-
ternal events are a reflection of who does what in the physical world by specifying
the agents and the actions they perform, and (2) institutional events represent
who does what from the perspective of the organization by specifying the roles
that are assigned to the agents and the actions that are available to the role-
enacting agents. Accordingly, we use agent-action pairs to capture the occurrence
of external events in the physical world and use role-action pairs to represent
institutional events perceived by the organizations.

Definition 5.1 (Event) Let R be a finite set of roles, Ag be a finite set of agents, and
A be a finite set of actions. The set of events E is defined by the union of two
disjoint sets Ev ∪ Iv where

• Ev = {e1, . . . , em} is the set of external events such that ei = (ag, α), 1 ≤
i ≤ m, ag ∈ Ag, α ∈ A,

• Iv = {ε1, . . . , εn} is the set of institutional events such that εj = (r, α), 1 ≤
j ≤ n, r ∈ R,α ∈ A.

An external event e = (ag, α) describes the fact that an agent ag performs an
action α, indicating the occurrence of an event in the physical world. For example,
we can express an observation “Bob enters a building” by defining an external
event (Bob, enter building). An institutional event ε = (r, α) describes an action
α of a role r. For example, we can express an institutional observation “a student
enters the library” by defining an institutional event (Student, enter library). As
a convention, the name of agents and roles will start with a upper-case letter while
the name of actions will start with a lower-case letter. Using the notion of event,
next we introduce a propositional language LE over the set of events.

Definition 5.2 (Event language) Given an event ε ∈ E, let the event language LE be
the set of expressions generated by the following grammar:

ϕ ::= ε|(ϕ ∧ ϕ)|(ϕ ∨ ϕ)|(ϕ < ϕ)|λ
ϕ1 ∧ ϕ2 indicates both ϕ1 and ϕ2 occur (conjunction), ϕ1 ∨ ϕ2 indicates either
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ϕ1 or ϕ2 occurs (disjunction), ϕ1 < ϕ2 indicates ϕ1 occurs before ϕ2 (sequence),
and λ represents an empty event. We define Le as the external event language
derived from LE with only ε ∈ Ev, and Lε as the institutional event language
derived from LE with only ε ∈ Iv. We use Eϕ to indicate all the events contained
in ϕ. When ϕ is not a single event, we call it an event formula, and use LTϕ to
indicate the left-hand side component of ϕ, RTϕ to indicate the right-hand side
component of ϕ, COϕ to indicate the combining operator of the two components.

For example, if ϕ1 = (Bob, enter building) and ϕ2 = (Librarian, give permission)
where Bob is an agent and Librarian is a role, then ϕ1∧ϕ2 means that Bob enters
a building and Librarian (agents enacting the role of librarian) gives a permission;
ϕ1 ∨ ϕ2 means that either Bob enters a building or Librarian gives a permission;
ϕ1 < ϕ2 means that Bob enters a building before Librarian gives a permission.

With the event language LE , now we introduce the formalisms of NNs.

5.1.2 Regulative norms
Regulative norms prescribe how agents ideally should or should not behave. De-
ontic concepts like obligations, prohibitions and permissions are widely used to
model such prescriptions, providing a precise and unambiguous specification [154].
In NNs, two types of regulative norms are defined, i.e., obligations and prohibi-
tions. We leave out permissions because our focus is on the compliance status of
organizations while it is not possible to violate a permission.

In her study of institutional diversity, Ostrom [165] proposed five compon-
ents for the representation of institutional statements: Attribute, Deontic, AIM,
Conditions, and OR else, being referred to as ADICO. Attribute is a holder for
any value of a participant-level variable that distinguishes to whom a rule applies;
Deontic is a holder for the three modal verbs using deontic logic: may (permit-
ted), must (obliged), and must not (forbidden); AIM is a holder that describes
particular actions or outcomes to which the deontic is assigned; Conditions is a
holder for those variables which define when, where, how, and to what extent an
AIM is permitted, obligatory, or forbidden; Or else is a holder for those variables
which define the sanctions to be imposed for not following a rule.

Inspired by ADICO, we regard the specification of regulative norms as a pro-
cess of identifying single regulative statements and their interrelations. As for
single regulative statements, we specify a regulative norm as a combination of
role and action that is obliged/forbidden before a deadline given a precondition,
as formalized in Definition 5.3.

Definition 5.3 (Regulative norm) A regulative norm nr is defined as a tuple (D, ρ, δ,
σ) where:

• D ∈ {O, F} indicates the deontic type of the norm, i.e., Obliged, Forbidden,

• ρ ∈ Iv, describing a non-empty target to which the deontic modality is
assigned,
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• δ ∈ Lε, describing the deadline of the norm, and

• σ ∈ Lε, describing the precondition of the norm.

The target is an institutional event indicated by a role-action pair in which the role
specifies to whom the norm applies and the action specifies what is directed and
controlled by the norm. Both the precondition and the deadline are institutional
event formulas (combination of role-action pairs). The precondition determines
when the norm is activated, and the deadline determines when an obligation has to
be ensured or when a prohibition ceases to be forbidden. Notice that if the obliged
target is not ensured, at the moment that the deadline occurs a violation will be
caused. As for a forbidden target, a violation is caused as soon as the target is
brought about before the deadline occurs. If a norm does not specify a particular
precondition, then the default interpretation is that it always holds. Without a
particular deadline, the default value is the whole life cycle of an organization’s
regulation.

For example, we can model a regulation that “If a student borrows a book
from the library, the student should return the book within 1 month” by defining a
regulative norm nr1 = (O, (Student, return book), (Timeline, p 1month), (Student,
borrow book)).1 In this regulative norm, we have defined two roles Student and
Timeline, in which Timeline is a special role used to indicate the elapsing of time.

When a set of regulative norms are imposed to regulate agent behavior, they
are usually interrelated in two ways: (1) they might pertain to the same role,
constrain the same action, are activated under the same condition, are terminated
by the same deadline, and (2) the compliance of a regulative norm might influence
the compliance of other regulative norms and the compliance of each regulative
norm contributes to the compliance of the organization as a whole.

The first type of relation is reflected by the fact that some elements are used
in different regulative norms. For example, two regulative norms might refer
to the same role, or the elements of the precondition of a regulative norm can
be the deadline of another regulative norm. For the second type of relation,
we consider three kinds of compliance relations between regulative norms. The
first is that both regulative norms should be complied with and the violation of
either regulative norm will result in a violation to the combination, represented
as AND(nr1, nr2). The second indicates a choice between the two regulative norms
and only when both regulative norms are violated the combination is considered
as violated, represented as OR(nr1, nr2). The third indicates the two regulative
norms are conditional and exclusive, i.e., (1) only when the first regulative norm
is violated can the second regulative norm be activated, (2) the violation of the
first regulative norm can be repaired by the fulfillment of the second regulative
norm. This is represented as OE(nr1, nr2), and OE stands for Or Else.

To model a set of interrelated regulative norms, we introduce the concept of
Regulative Norm Net, as shown in Definition 5.4.

1The numbering of the example norms is reserved for later references.
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Definition 5.4 (Regulative norm net) A regulative norm net RNN is defined by the
following BNF:

RNN:: = nr|AND(RNN,RNN)|OR(RNN,RNN)|OE(RNN,RNN),

where nr is a regulative norm; we use SRNN to denote the set of all regulat-
ive norm nets contained in RNN and use IvRNN to denote the set of institutional
events contained in RNN ; when RNN is not a single regulative norm, we use
LTRNN to denote the left-hand side component of RNN , RTRNN to denote the
right-hand side component of RNN , CRRNN to denote the compliance relation
between the two components.

A regulative norm net RNN can be a single regulative norm nr or a nested
structure composed of regulative norms connected by AND, OR, and OE, which
realizes a modular construction of interrelated regulative norms. For example,
consider the following normative constraints “students should submit their an-
swer sheets within 5 minutes after the teacher announces the end of the exam,
otherwise the teacher should revoke his or her qualification of the exam before the
teacher marks the answer sheets.” These normative constraints can be represen-
ted by a regulative norm net RNN1 = OE(nr2, n

r
3) in which nr2 = (O, (Student,

submit answer), (Teacher, announce end)<(Timeline, pass 5minute), λ) and nr3
= (O, (Teacher, revoke qualification), (Teacher, mark answer), λ).

5.1.3 Constitutive norms
Constitutive norms involve the creation of categories and the construction of typi-
fications, by which concrete and subjectively unique experiences are subsumed un-
der general orders of meaning that are both objectively and subjectively real [19].
In NNs, we use constitutive norms to interpret how events occurred in the physical
world are perceived by organizations. Specifically, a constitutive norm indicates
which institutional event is created when certain external events occur under spe-
cific conditions, as formalized in Definition 5.5.

Definition 5.5 (Constitutive norm) Let a constitutive norm nc be a mapping function
nc : (β, κ)→ ν, representing a counts-as relation, where

• β ∈ Le is an external event formula such that ∀ (agi, αi), (agj , αj) ∈
Eβ : agi = agj,

• κ ∈ Le is an external event formula, indicating the condition where β occurs,
and

• ν ∈ Iv is an institutional event, indicating the institutional occurrence per-
ceived by the organization.
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By constitutive norms, we are able to derive institutional consequences from the
occurrence of specific external events in the physical world. That is, a combina-
tion of agent actions together counts as an action of a role in the organization.
Moreover, if β contains more than one event, all the events should be related to
the same agent so that the responsibility can be identified. An example of con-
stitutive norm could be nc1 = ((Alice, input barcode)<(Alice, swipe card), (Alice,
enter buildingL))→(Student, borrow book), indicating the occurrence “after Alice
enters the building L, Alice first inputs a barcode and then swipes her card,” counts
as “a student borrows a book.”

Up to now, we have introduced the formalisms to capture both the regulative
and constitutive aspects of compliance rules, as well as the compliance relations
between them. In the next subsection, we combine all these formalisms and
introduce the construction of a Normative Structure.

5.1.4 Norm Nets
A normative structure is intended to model a set of compliance rules, considering
both the regulative and constitutive aspects of the rules as well as the compliance
relations between the rules. To this end, we combine the formalisms of regulative
norm net and constitutive norm presented earlier, and introduce the concept of
Norm Net in Definition 5.6.

Definition 5.6 (Norm net) A norm net NN is defined as a tuple (RNN,CNN) where

• RNN is a regulative norm net built over a set of regulative norms,

• CNN , named constitutive norm net, is a set of constitutive norms.

We use EvNN to denote the set of external events defined in NN and IvNN to
denote the set of institutional events defined in NN .

Each norm net defines a set of regulative norms and their compliance relations so
that the behavior of participating agents can be collectively regulated. The set of
constitutive norms presents an interpretation of the possible occurrences in the
physical world. In this way, Norm Net provides a formalism for the construction
of the normative structure in OperA+. Note that we use the terms Normative
Structure NS and Norm Net NN interchangeably in this dissertation.

Now that we have given the definitions of a social structure and a normative
structure, we can see that the link between the social structure and normative
structure of an organizational model is the set of roles specified in the social
structure and the set of norms defined over the actions of the roles.

Up to this point, we have presented the formalism for the construction of the
normative structure of organizational models. In the next section, we investigate
the dynamic aspects of the normative structure, i.e., how norms evolve subjected
to the actions of the agents being regulated.



68 NORMATIVE STRUCTURE: DEFINITION AND COMPLIANCE CHECKING

5.1.5 State Transition of Norms
Before discussing the states of norms, we differentiate between two concepts: norm
specifications and norm instances. Norm specifications can be seen as templates
for creating norm instances and these templates do not change along with the
occurrences of agent actions. The definitions presented in the previous sections,
are the syntax for creating norm specifications. Norm instances represent the
dynamic aspect of norms, resulting from the consequence of agent actions. These
actions can lead to the activation of some norm instances and also to the com-
pliance or violation of the norm instances. To indicate such changes, we define
normative states to describe the effects of agent actions on norm instances. In
this sense, an instance of a norm specification also incorporates a normative state,
as captured in Definition 5.7.

Definition 5.7 (Norm instance) An instance of a norm net NN is defined as NN i =
(NN , s) where

• NN is a norm net specification as described in Definition 5.6, and

• s indicates the normative state of NN i.

An instance of a norm net consists of the specification of the norm net and the
normative state of the norm net instance. Similarly, we can have an instance of a
regulative norm, a constitutive or a regulative norm net. A norm specification can
have multiple instances and each of the instances have its own normative state.
It has to be noticed that, when talking about states, we always refer to norm
instances but may omit the word “instance” to simplify the description.

In our setting, constitutive norms determine the creation of certain institu-
tional events in an organization given the occurrence of some external events, and
these institutional events further lead to the changes of the normative state of the
regulative norms specified by the organization. When an instance of a regulative
norm is created, the normative state of the instance is set to be instantiated, in-
dicating its participation in the control of agent behavior. Given an instantiated
regulative norm, as soon as the precondition in the norm is fulfilled, the state
of the norm transits from instantiated to active. Being active means that the
norm begins to take effect in terms of its deontic type. From the active state,
a regulative norm can move into one of the two states: satisfied and violated,
and the change of the normative state is differentiated between obligations and
prohibitions, illustrated respectively in Figure 5.1 (a) and (b). For an obligation,
when the obliged action is not performed by the agents enacting the specified
role before the deadline of the norm occurs, the norm transits to a violated state,
otherwise to a satisfied state when the action is performed. On the other hand,
a prohibition will transit to a violated state if the forbidden action is performed
before the deadline occurs. It moves to a satisfied state if the deadline occurs and
the forbidden action has not been performed before. For example, when creat-
ing an instance from the obligation nr1 = (O, (Student, return book), (Timeline,
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p 1month), (Student, borrow book)), the instance is instantiated. If the precondi-
tion (Student, borrow book) occurs, the norm instance moves into the active state
with the target (Student, return book) being obliged. At this moment, when the
target is brought about before the deadline (Timeline, pass 1month) is fulfilled,
the norm instance transits into the satisfied state, otherwise it transits into the
violated state when the deadline occurs.
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Figure 5.1: Normative state transitions of a regulative norm instance.

Each instance of a regulative norm can be in one of these four exclusive norm-
ative states, i.e., instantiated, active, satisfied, and violated. To indicate the
compliance status of a regulative norm instance, we introduce Compliance Evalu-
ation State (CES ) as a projection of the normative states of the regulative norm.
The CES of a regulative norm can have two values: compliant and violated. The
compliant state indicates that the regulative norm is not in a violated state, which
is weaker than a satisfied state as it also includes the situation where the norm
instance is in an instantiated or active state and has not (yet) transited into a
satisfied or violated state. That is, the compliant state is defined as a union of
the instantiated, active and satisfied states.

The impact of constitutive norms on the normative states is reflected in their
ability of generating institutional events that constitute the targets, precondi-
tions and deadlines in regulative norms. When a constitutive norm instance is
created, it will stay active and produce institutional events as soon as the cor-
responding external events occur. For example, with an stance creating from
the constitutive norm nc1 = ((Alice, input barcode)<(Alice, swipe card), (Alice,
enter buildingL))→(Student, borrow book), when there is an occurrence sequence
(Alice, enter buildingL)<(Alice, input barcode)<(Alice, swipe card) in the phys-
ical world, an institutional event (Student, borrow book) will be generated in the
organization. Moreover, the generation of the institutional event (Student, bor-
row book) indicates that the precondition of nr1 is fulfilled, which will activate the
instance of nr1 accordingly.
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The normative state of a regulative norm net is obtained by a collective evalu-
ation of its consisting regulative norms with respect to their compliance relations.
That is, to determine the normative state of a regulative norm net, the normative
state of all the consisting regulative norms in the regulative norm net have to
be evaluated and combined based on their compliance relations. The combined
evaluation is defined in Table 5.1.

compliance relation AND OR OE
PPPPPPPPleft

right
I A S V I A S V I A S V

Instantiated(I) I A A V I A S A I / / /
active (A) A A A V A A S A A / / /

satisfied (S) A A S V S S S S S / / /
violated (V) V V V V A A S V A A S∗ V

Table 5.1: Resulting normative states of a regulative norm net consisting of two sub-
regulative norm nets with different compliance relations

With an AND relation, as long as one of the component regulative norm nets
is in a violated state the normative state of the combined regulative norm net is
considered to be violated, while only when both component regulative norm nets
are in a satisfied state the normative state of the combined regulative norm net
is considered to be satisfied. When both component regulative norm nets are in
an instantiated state, the combined regulative norm net is considered to be in an
instantiated state. The rest of the combinations lead to the combined regulative
norm net being active.

With an OR relation, as long as one of the component regulative norm nets
is in a satisfied state the normative state of the combined regulative norm net is
considered to be satisfied, while only when both component regulative norm nets
are in a violated state the normative state of the combined regulative norm net
is considered to be violated. When both component regulative norm nets are in
a instantiated state, the combined regulative norm net is considered to be in an
instantiated state. The rest of the combinations lead to the combined regulative
norm net being active.

With an OE relation, we distinguish between the two component regulative
norm nets by considering the left-hand regulative norm net as the origin and the
right-hand regulative norm net as the reparation to the violation of the origin.
When the origin is in an instantiated, active or satisfied state, the reparation
can only be in an instantiated state since only when the origin is violated can
the reparation be activated. In these cases, the normative state of the combined
regulative norm net is considered to be the same as that of the origin. When
the origin is in a violated state and the reparation is in an instantiated state, the
normative state of the combined regulative norm net is considered to be in an
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active state. For the rest of the combinations in which the origin is in a violated
state, the normative state of the combined regulative norm net stays the same as
that of the reparation. However, in case that the satisfied state of the combined
regulative norm net is derived from the combination of the origin being violated
and the reparation being satisfied, this satisfied state is distinguished since there
has been a repaired violation. To this end, we use the symbol S∗ to represent
such a state and we call it a sub-ideal satisfied state.

Each instance of a regulative norm net can be in one of the five normative
states, i.e., instantiated (I), active (A), satisfied (S), violated (V) and sub-ideal
satisfied (S∗). Similarly to that of a single regulative norm instance, we use CES
to indicate the compliance status of a regulative norm net. The difference is
that when the CES of a regulative norm net is compliant, the normative state of
the regulative norm net may be S∗ besides I, A and S. Based on the changes of
normative states shown in Table 5.1, we derive the changes of CES accordingly
in Table 5.2.

compliance relation AND OR OE
PPPPPPPPleft

right
C V C V C V

compliant (C) C V C C C C
violated (V) V V C V C∗ V

Table 5.2: Resulting compliance evaluation state of a regulative norm net consisting of two
sub regulative norm nets with different compliance relations

It can be seen that, with an AND relation, only when the CES of both com-
ponent regulative norm nets are compliant the CES of the combined regulative
norm net is compliant, while as long as the CES of one of the component reg-
ulative norm nets is violated the CES of the combined regulative norm net is
violated. The resulting CES of the combined regulative norm net with an OR
relation is a reverse of that of the combined regulative norm net with an AND
relation. The resulting CES of the combined regulative norm net with an OE re-
lation is similar to that of the combined regulative norm net with an OR relation,
except that when the CES of the origin is violated and the CES of the reparation
is compliant the CES of the combined regulative norm net is considered to be a
sub-ideal compliant denoted C∗ (corresponding to the sub-ideal satisfied state S∗

in Table 5.1).
A norm net is composed of a regulative norm net and a constitutive norm

net. Above, we have explained the changes of the CES of a regulative norm
net. As for a constitutive norm net, since the functionality of constitutive norms
is generating institutional events according to the occurrence of external events,
the constitutive norm net mainly serves as an interpreter to the changes of the
CES of regulative norm nets. In this sense, the CES of a norm net can be seen
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as equivalent to the CES of its consisting regulative norm net, i.e., the CES of
a norm is either compliant or violated according to the CES of its consisting
regulative norm net.

5.2 Operational Semantics
To give operational semantics to NNs and facilitate compliance checking of agent
actions, we propose a mapping from NNs to Colored Petri Nets (CPNs) [112].
There are mainly two reasons of choosing CPNs for operational semantics. The
first reason is its ability of describing and analyzing concurrent processes. The
concurrent aspect of NNs lies in the normative system that NNs is modeling,
where agents take actions concurrently and their behavior has to be evaluated
concurrently. The second reason is the availability of well-founded techniques and
tool support of CPNs for simulation and verification. This is important for our
purpose of implementing compliance evaluation, which requires both a simulation
and verification means. In the remainder of this section, we illustrate how the
components of NNs are mapped to CPNs. For an overview of CPNs, we refer the
reader to the introduction given in Chapter 2.

5.2.1 Mapping of Single Regulative Norms
The basic elements of a regulative norm are institutional events indicated by role-
action pairs. For each institutional event, the role maps to a color set and the
action maps to a transition in CPNs. Each place in a CPN is assigned a specific
color set, and tokens situated in the place represent agents who play corresponding
roles. That is, a role is represented by a data type while an agent enacting that
role is of the corresponding data type. Each transition in a CPN represents an
action that role enacting agents may perform. The connections between places
and transitions indicate which actions are relevant to which roles and whether the
actions are performed by the agents enacting the roles.

Given a regulative norm nr = (D, ρ, δ, σ), the construction of its CPN model
follows three steps:

1. constructing CPN snippets for each institutional event in the construction
of the target ρ, the deadline δ and the precondition σ (see Figure 5.2),

2. combining the CPN snippets obtained from the first step according to the
relations (∧, ∨, <) between the corresponding institutional events in the
precondition σ and the deadline δ (see Figure 5.3, 5.4 and 5.5), and

3. connecting the combined CPN snippets obtained from the second step to
obtain the CPN model of a regulative norm according to the deontic type
of the norm (see Figure 5.6 and 5.7).
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r_ag r_ag

ɛ : (r, α )

pi poα 

Figure 5.2: CPN pattern for an institutional event.

An institutional event (r, α) is represented by a place connecting to a trans-
ition which connects to another place, as shown in Figure 5.2. Both places are
associated with a color set r ag indicating that agents represented by the residing
tokens are enacting the role r. The transition refers to the action α (indicated by
the name of the action). The input place pi of α represents the state when the
event (r, α) does not occur while the output place po represents the state when
the event (r, α) occurs. Whether or not there is an occurrence of the event (r, α)
is indicated by the existence of tokens in the place po. It has to be noticed that
an event can occur multiple times. Therefore, the number of tokens in po also
indicate the number of occurrences of that event. For example, a token, denoted
as a black dot, is attached to the output place po, indicating that there has been
an occurrence of the event (r, α). Notice that the “color” of a token is only a
data-type/label, not per se an actual color (black, green, red, etc.).

Institutional event
components

CPN components Example

role r color set r = with rname student
agents Ag color set Agent = string “Bob”
agents enacting a role
r ag

color set r ag =
product r ∗Agent

(student, “Bob”)

action α transition α α = borrow book
state of occurrence
(r, α)

places pi, po

Table 5.3: Correspondence between the components in an institutional event and the com-
ponents in a CPN model

Table 5.3 summarizes the mapping between the components in an institutional
event and the components in a CPN model. Each role is defined by an enumeration
color set with a single value, i.e., the name of the role. The color set Agent is
defined by the simple type string, whose values are agent names. To indicate the
agents enacting a specific role, the color set r ag is defined as a combination of
the role and agents through the type product. The reason of using a constant to
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represent a role is to make sure that only tokens representing the right agents
can enter a place, i.e. the agents who enact the role assigned to the place can get
access to the place. Such assignments of roles to places are enabled by labeling the
places with the corresponding color set r ag. Algorithm 1 shows the procedure of
generating the CPN model given an institutional event.

Algorithm 1 CPN mapping of an institutional event: InsEvent CPN

Require: ε . An institutional event
Ensure: N . A CPN model
1: (r, α)← ε
2: . (1) Create a transition representing the action α in the event
3: TN ← {α}

4: . (2) Create two places representing the state whether the event occurs
5: PN ← {pi, po}
6: AN ← {(pi, α), (α, po)}

7: . (3) Create color sets and assign them to the places
8: colset Agent = string . create a color set representing agents
9: colset r = with namer . create a color set representing a role

10: colset r ag = product r ∗ Agent . create a color set representing agents enacting
a specific role

11: ΣN ← {Agent, r, r ag}
12: CN ← {(pi, r ag), (po, r ag)}

For example, given the target (Student, return book) in nr1, we can create a
CPN model following Algorithm 1. The color of the places is defined by product
of the role Student and Agents, and the transition is defined by the action re-
turn book. The place pi indicates the state when the event (Student, return book)
does not occur while the place po indicates the state when the event (Student,
return book) occurs.

The combination of institutional events is realized through the three operat-
ors in LE : ∧ (and), ∨ (or), < (before). Based on the workflow patterns presen-
ted in [181], the CPN patterns for the three types of combination are described
as follows.

(1) ∧ relation: Figure 5.3 shows the CPN pattern for two institutional event
formulas ψ1 and ψ2 combined with a ∧ relation which indicates that only
when both ψ1 and ψ2 occur the combination of these two is seen as oc-
curred. Accordingly, the sink places of both branches are connected to the
same place through the same transition such that the thread of control is
converged only when both input branches have a token in their sink places.

(2) ∨ relation: Figure 5.4 shows the CPN pattern for two institutional event
formulas ψ1 and ψ2 combined with a ∨ relation which indicates that as long
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union

...
...

ψ1

ψ2

Lɛ : ѱ1 ˄ ѱ2 

null˄ p˄ 

po1

po2

Figure 5.3: CPN pattern for the combination of institutional events with an ∧ relation.

as one of ψ1 and ψ2 occur the combination of these two is seen as occurred.
Accordingly, the sink places of both branches are connected to the same
place through two different transitions such that the thread of control is
converged when either input branch has a token in its sink place.

...
...

ψ1

ψ2

Lɛ : ѱ1 ˅ ѱ2 

unionunion

null˅1  

null˅2  

null˅3 p˅1  p˅2  

po1

po2

Figure 5.4: CPN pattern for the combination of institutional events with an ∨ relation.

For both ∧-relation and ∨-relation, all the places in the succeeding branch are
assigned a new color set, being the union of the color set of the sink places in the
two preceding branches. This is to enable that agents playing any of the roles in
the union can move to those places.

(3) < relation: Figure 5.5 shows the CPN pattern for two institutional event
formulas ψ1 and ψ2 combined with a < relation which indicates that only
when ψ1 occurs first and then ψ2 occurs the combination of these two is seen
as occurred. To achieve this, the sink place of the first branch is connected
to the output transitions of all the source places in the second branch such
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that the thread of control is passed to the second branch only when the first
branch has a token in its sink place. Since there might be multiple source
places in the CPN model of ψ2, the token in the sink place of ψ1 is processed
into multiple copies such that the output transition of each source place in
ψ2 can be enabled when ψ1 occurs.

Lɛ : ѱ1 ˂ ѱ2 

...

...

...

...

...ψ2

ψ1

... po1

po2

null<

...

p<1

p<n

pi21

pi2n

...

Figure 5.5: CPN pattern for the combination of institutional events with an < relation.

Notice that there is a set of transitions labeled with null in Figures 5.3 and 5.4.
These transitions are necessary in order to apply the synchronization mechanism
of CPNs, and they will fire as soon as their input places have sufficient tokens.
A formal procedure of generating the CPN model of a given institutional event
formula is presented in Appendix A.3.

Suppose that we have two institutional events ψ1 = (Student, borrow book)
and ψ2 = (Librarian, register book). For each of these two events, we can build
a CPN model following the mapping rule of a single institutional event shown in
Figure 5.2. If the two events are combined with an ∧ relation, we can connect their
CPN models accordingly to express that only when both events occur (producing
a token in both pψ1

o and pψ2
o ) the compound event ψ1 ∧ ψ2 is seen as occurred

(automatically producing a token in the sink place p∧). If an ∨ relation is assigned
to them, the occurrence of either of the two events (a token is produced in either
pψ1
o or pψ2

o ) indicates the occurrence of the compound event ψ1∨ψ2 (automatically
producing a token in the sink place p∨2). If the two events are with an < relation,
the occurrence of ψ1 (a token is produced in pψ1

o ) will enable ψ2 to happen, and
only when ψ2 occurs the compound event ψ1 < ψ2 is seen as occurred (producing
a token in the sink place pψ2

o ).
The combination of the target, precondition and deadline of a regulative norm

should follow the logic that after the occurrence of the precondition the target
should (not) occur before the occurrence of the deadline otherwise a violation is
generated. The precondition determines when the regulative norm is activated
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while the deadline determines when the regulative norm can be evaluated to be
satisfied or violated (depending on the deontic type of the norm). To represent
such correlations in a regulative norm, the construction of its CPN model follows
two steps (see Figure 5.6 and 5.7):

(1) activation: connecting the sink place of the precondition to the transition
of the target and to the input transition of the sink place of the deadline,
such that only when the precondition is fulfilled the target and the deadline
are enabled to be evaluated.

(2) evaluation: connecting the source place of the target to the input transition
of the sink place of the deadline, such that when the deadline occurs the
responsible token representing an agent can be transferred to the satisfied
or violated place according to the deontic type of the regulative norm.

Figure 5.6 and 5.7 respectively shows the CPN pattern of an obligation and a
prohibition. The active, satisfied and violated states of a regulative norm are
indicated by the three places labeled A, S and V in the CPN model of the
regulative norm. These three places are respectively the sink place in the CPN
patterns of the precondition, target and deadline of the norm, indicating the state
when the corresponding events occur. The instantiated state (I) is indicated by
the combination of all the rest of the places in the CPN pattern. Moreover, both
the S and V places are assigned a color set REA defined as a list of the union
of the color sets representing all the role-enacting agents regulated by the norm
specification. In the case of a single obligation or prohibition, REA is a list of
the union of the color set r ag derived from the target.

obligation: (O, ρ, δ, σ)  

α 

r_ag

S

V

A

...

...

precondition: σ

target: ρ

deadline: δ

REA

REA

Figure 5.6: CPN pattern for an obligation.
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prohibition: (F, ρ, δ, σ)  

α 

r_ag

V

S

A

...

...

precondition: σ

target: ρ

deadline: δ

REA

REA

Figure 5.7: CPN pattern for a prohibition.

The differences between an obligation and a prohibition are that

• the firing of the obliged transition (target) will lead to the obligation being
satisfied (S) while the firing of the forbidden transition (target) will lead to
the prohibition being violated (V ), and

• the firing of the transitions corresponding to the deadline will lead to the
obligation being violated (V ) while lead to the prohibition being satisfied
(S).

As such, when a token appears in those featured places (labeled A, S, V ), we know
in which normative state an instance of a regulative norm is situated. Specifically,
when there is no token in the violated place, the norm instance is considered to be
in a compliant state (either in an instantiated, active or satisfied state). A formal
procedure of generating the CPN model of a given regulative norm (obligation or
prohibition) is presented in Appendix A.4.

For example, to obtain the CPN model of nr1, we first build the CPN model
for the target (Student, return book), the precondition (Student, borrow book),
and the deadline (Timeline, pass 1month) following the mapping rules in Figure
5.2 and 5.5, and then connect them according to the mapping rule in Figure
5.6. When the event (Student, borrow book) occurs, a token is produced in the
sink place of the CPN model of the precondition, with nr1 being activated and
the event (Student, return book) being obliged. However, without the occurrence
of (Student, borrow book), even if (Student, return book) occurs or (Timeline,
pass 1month) occurs, we cannot determine whether nr1 is satisfied or violated.
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5.2.2 Mapping of Regulative Norm Nets
Given a regulative norm net, a CPN model is built for each regulative norm in
the regulative norm net. If two regulative norms have shared components, they
will have some shared constructs in their CPN models. Moreover, we need to
represent the compliance relations between the regulative norms in the regulative
norm net. In Section 5.1.5, we have shown the compliance states of regulative
norm nets with different compliance relations, summarized in Table 5.1. On that
basis, we present how the CPN models of regulative norms are connected with
respect to the compliance relations they have.

(1) AND(RNN1, RNN2): There are two aspects to be represented in the com-
bination with an AND relation. Firstly, the violation of either of the two
component regulative norm nets can lead to the combination being viol-
ated. Accordingly, we connect the violated place of each component regu-
lative norm net (labeled V ) to an overall violated place through a different
transition such that as soon as there is a token in one of the violated place
of the component regulative norm nets, a token will be produced in the
overall violated place, as shown in Figure 5.8. Secondly, only when both
component regulative norm nets are satisfied, the combination can be seen
as satisfied. Accordingly, we connect the satisfied places of both compon-
ent regulative norm nets (labeled S ) to an overall satisfied place through a
single transition such that only when there are tokens in the satisfied place
of both component regulative norm nets, a token will be produced in the
overall satisfied place.

SnullsRNN1

S

v

RNN2

S

v nullv2 v

nullv1AND(RNN1, RNN2) 
REA

REA

Figure 5.8: CPN pattern of two regulative norms nets combined with an AND relation.

(2) OR(RNN1, RNN2): Similarly, there are two aspects to be represented in
the combination with an OR relation. Firstly, only when both component
regulative norm nets are violated, the combination can be seen as violated.
Accordingly, we connect the violated places of both component regulative
norm nets (labeled V ) to an overall violated place through a single trans-
ition such that only when there are tokens in both the violated places of
the component regulative norm nets, a token will be produced in the overall
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violated place, as shown in Figure 5.9. Secondly, the satisfaction of either of
the two component regulative norm nets can lead to the combination being
satisfied. Accordingly, we connect the satisfied place of each component reg-
ulative norm net (labeled S ) to an overall satisfied place through a different
transition such that as soon as there is a token in either satisfied place of
the component regulative norm nets, a token will be produced in the overall
satisfied place.

Snulls1RNN1

S

v

RNN2

S

v nullv v

nulls2OR(RNN1, RNN2)
REA

REA

Figure 5.9: CPN pattern of two regulative norms nets combined with an OR relation.

(3) OE(RNN1, RNN2): There are four aspects to be represented in the com-
bination with an OE relation. Firstly, the satisfaction of either of the two
component regulative norm nets can lead to the combination being satisfied.
Accordingly, the satisfied place of each component regulative norm net is
connected to the overall satisfied place through two different transitions, as
shown in Figure 5.10. Secondly, only when the reparation is violated the
combination can be seen as violated. Accordingly, only the violated place
of RNN 2 is connected to the overall violated place. Thirdly, the violation
of RNN 1 should be distinguished since this violation may be repaired. Ac-
cordingly, we make a record of the violation of RNN 1 by a place labeled vr.
Fourthly, only when RNN 1 is violated can RNN 2 be activated, indicating a
conditional relation between the two. Accordingly, the place vr in RNN 1 is
bidirectionally connected to the output transitions of all the source places in
RNN 2. As a result, only with a token in the violation recording place vr of
RNN 1 can RNN 2 be activated. It should be noted that we use bidirectional
arcs for the connections of the place vr because we want to keep the token
in vr as a record of the violation of RNN 1.

Similarly, there are two sink places labeled as S and V in the CPN construction
of a regulative norm net, respectively representing the satisfied and violated state
of the regulative norm net. These two sink places S and V are also assigned a
color set REA, representing all the role-enacting agents regulated by the entire
norm specification. When there is a token in the place S (or V ), the instance of
the regulative norm net is considered to be in a satisfied (or violated) state. On
the other hand, when neither of these two places has a token, the instance of the
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nulls1

nullv2 v

SRNN1

S

v

RNN2

S

v

nulls2

nullv1

vrOE(RNN1, RNN2)
REA

REA

REA

Figure 5.10: CPN pattern of two regulative norms nets combined with an OE relation.

regulative norm net is considered to be in a compliant state. In this way, we can
combine a set of regulative norm nets into a larger regulative norm net according
to their compliance relations, while preserving the interface of one satisfied place
and one violated place in the resulting CPN model. Moreover, there is a set of
places labeled vr which are used to indicate the violations that could be repaired.
Based on the description above, a formal procedure of generating the CPN model
of a given regulative norm net is presented in Appendix A.5.

5.2.3 Mapping of Constitutive Norms
Constitutive norms, represented as counts-as rules, create a link between agents’
actions in the physical world (represented by external event formulas) and the
effects perceived by the organizations (represented by institutional events). For
each constitutive norm, a combination of agent actions is mapped to an action
of a role. Therefore, to obtain the operational semantics of a constitutive norm,
we have to capture the relation between the actions of the agents and the action
of the role, i.e., how the occurrence of some external events are interpreted as
the occurrence of an institutional event. For this purpose, we adopt the model
of hierarchical CPNs introduced in Chapter 2. The idea is that the institutional
occurrence (the right-hand side component of a counts-as rule) can be seen as
a prime module which will be triggered by a sub module that represents the
conditional occurrence in the physical world (the left-hand side component of a
counts-as rule).

Given a constitutive norm (β, κ) → ν, the construction of its CPN model has
the following steps.

1. build a CPN model for ν using the mapping rule shown in Figure 5.2,
reserving for a prime module of a hierarchical CPN model (as defined in
Definition 2.4 in Chapter 2),

2. respectively build a CPN model for β and κ by adapting the mapping rule
shown in Figure 5.2 to 5.5: all the places in the CPN model are assigned
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the color set Agent and the input place is assigned a token with the value
of the agent’s name,

3. copy both the input and output place of the CPN model of ν and connect
them by a null transition (without an corresponding action and will fire
immediately when enabled), and connect the sink place of the CPN model
of β to that transition.

4. integrate the CPN model of β and κ by <-relation to capture the conditional
relation between the two external event formulas, serving as a submodule
of the hierarchical CPN model,

5. build a module hierarchy: (1) replacing the transition of the prime module
obtained in the first step with a substitution transition, (2) assigning the
submodule obtained from the fourth step to the substitution transition by
respectively relating the input and output places of the substitution trans-
ition with their copies made in the third step via port-socket relations.

A graphical illustration of the CPN mapping of a constitutive norm is shown in
Figure 5.11 and a formal procedure of generating a hierarchical CPN model given
a constitutive norm is presented in Appendix A.6.

pi

r_ag

po

r_ag

α 

nc
 = (β, κ)   ν 

ν = (r, α )Prime module

Submodule

In

r_ag
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r_ag

ponull

( r,  ag  )

β

κ

...

...

...

......

...

Agent

Agent

Agent

Agent

 ag  

 ag  

...

...

Figure 5.11: CPN pattern of a constitutive norm
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As described in Definition 5.6, a norm net contains a set of constitutive norms.
It is possible that some of the constitutive norms might have the same institutional
event as their right-hand side component ν. If this is the case, we combine all the
left-hand side components of the constitutive norms by an ∨-relation to indicate
that the physical occurrence (β, κ) of each of the constitutive norms can generate
an institutional event ν.

As an example, we show the CPN model of the constitutive norm nc1 in
Figure 5.12. The institutional event (Student, borrow book) is indicated by a

pi

Student_ag

po

Student_ag

borrow_
book

n
c
1 = ((Alice, input_barcode)< (Alice, swipe_campus), 

         (Alice, enter_buildingL))        (Student, borrow_book)

Prime module

Submodule

In

pi

Out

ponull

(Student,  Alice )

β = (Alice, input_barcode)<

(Alice, swipe_card)

Agent

enter_
buildingL

 Alice 

Agent

input_
barcode

swipe_
card

 Alice 

 Alice 

Agent Agent

AgentAgent

Student_ag Student_ag

к = (Alice, enter_buildingL)

ν = (Student, borrow_book)

Figure 5.12: CPN model of an example constitutive norm

prime module containing a substitution transition borrow book and two places
colored Student. The substitution transition refers to a submodule represent-
ing the conditional occurrence of an external event in the physical world, i.e.,
((Alice, input barcode)<(Alice, swipe card), (Alice, enter buildingL)). The con-
nection between the prime module and the submodule characterizes the “counts
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as” relation of the constitutive norm nc1. In the submodule, there are two port
places which are labeled pi and po. These two places are respectively related with
the place having the same label in the prime module via port-socket relations. The
institutional event (Student, borrow book) will occur in the organization when the
agent Alice first performs the action enter barcode and then the action wipe card
given that the agent Alice has already taken the action enter buildingL in the
physical world. Accordingly, in the CPN model, if there is a firing sequence 〈
(Alice, enter buildingL), (Alice, input barcode), (Alice, swipe card) 〉 in the sub-
module, the substitution transition borrow book in the prime module is fired.

The link between the actions in the physical world and the actions perceived
by the organization is indicated by the substitution transition in the prime module
and all the transitions in the submodule. For the link between the roles specified
in the organization and the agents governed by the organization, we assume that
we can always determine the role assignment based on an agent’s actions, e.g.,
killer (based on the occurrence of the action of killing), or manager (based on a
predefined social structure of an organization).

5.2.4 Mapping of Norm Nets
To obtain the CPN model of a norm net NN = (RNN,CNN), the following
steps are needed:

1. build a CPN model for RNN based on the mapping rules described in
Section 5.2.1 and 5.2.2.

2. build a hierarchical CPN model for each constitutive norm in CNN based
on the mapping rules described in Section 5.2.3.

3. group all the hierarchical CPN models obtained from the second step into
different module hierarchies according to their prime module.

4. for each module hierarchy obtained from the third step, search in the CPN
model of RNN for all the CPN snippets that match the prime module in
the module hierarchy.

5. for each of the matched snippets obtained from the fourth step, replace the
transition in the snippets with a substitution transition and assign to it the
submodules of the corresponding prime module.

In Figure 5.13, we show the CPN model of a norm net consisting of the regu-
lative norm nr1 and the constitutive norm nc1 presented earlier. The prime module
is obtained from the CPN model of nr1 while the submodule is obtained from
the CPN model of nc1. The submodule is assigned to the substitution transition
labeled return book in the prime module according to the counts-as relation spe-
cified in nc1.
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Figure 5.13: CPN model of an example norm net

In the mapping rules of both regulative and constitutive norms (see from Fig-
ure 5.3 to 5.11), we have used a group of transitions (indicated by the name null)
to represent the structural relations in NNs. These transitions are those without
corresponding actions and will fire immediately when they are enabled. In order
to show which transitions refer to the same action and will fire simultaneously,
we use a naming function fACTION(t) = α to associate a transition t with the
action α. That is, given a transition by its name or label, this naming function
will return the action that the transition represents. As a convention, we use the
same prefix in the labels/names of the transitions that represent the same action.
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5.2.5 Mapping of Normative States
In CPNs, markings (M) are used to represent the state of the system being
modeled. Therefore, normative states of norm instances can be captured by the
markings of the corresponding CPN models. Now that we have both the mapping
relation between norm specifications and CPN constructions, and the mapping
relation between normative states and CPN markings, instances of norm nets can
be fully captured by CPN models. To indicate the resulting CPN model of a norm
net instance, we give the definition of a CPN mapping as follows.

Definition 5.8 (CPN mapping of NNs) The CPN mapping of a norm net instance NN i

is denoted as Θ(NN i) = 〈(NH , Ps, Pv, Pvr, pso, pvo),M〉 where,

• NH is a hierarchical CPN model, according to Definition 2.5,

• Ps ∈ PNH is the set of places whose labels start with s from all the places in
NH , indicating all the satisfied states of NN i,

• Pv ∈ PNH is the set of places whose labels start with v from all the places
in NH , indicating all the violated states of NN i,

• Pvr ⊆ PNH is the set of places whose labels start with vr from all the places
in NH , indicating all the repairable violation states of NN i,

• pso ∈ PNH is a sink place labeled by s, indicating the overall satisfied state
of NN i,

• pvo ∈ PNH is a sink place labeled by v, indicating the overall violated state
of NN i, and

• M is the current marking of the CPN model NH .

The initial marking of the CPN model of a norm net instance is indicated by
the initial normative state of the norm net instance, from which the normative
state of the norm net instance will transit with the occurrence of events and
accordingly the marking of the CPN model. However, not all markings in a
CPN model have a corresponding normative state for the norm net instance, as
one event may simultaneously trigger several transitions in the CPN model (the
transitions with the same prefix). Only the two markings, the one before and the
one after the event, will have a corresponding normative state in the norm net
instance. To this end, given the occurrence of an event, we need to identify all
the enabled steps (see Definition 2.3) that can occur in the corresponding CPN
model, as shown in Definition 5.9.

Definition 5.9 (Enabled steps) Given an external event e = (ag, α), the set of all
enabled steps in a hierarchical CPN model NH with the current marking M is
EStep(e, NH , M) = {(t1, b1), (t2, b2), ..., (tn, bn)} such that
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• ti ∈ TNH −TsubNH , 1 ≤ i ≤ n : fACTION(ti) = α, indicating that ti is a non-
substitution transition in the hierarchical CPN model NH and is labeled as
α (the name of the action),

• ∃(p, ti) ∈ ANH : “ag” ∈ M(p), indicating that there is an input place of ti
which contains a token carrying the value “ag” (the name of the agent) in
the current marking M ,

• ∀(p, ti) ∈ ANH : E(p, ti)〈bi〉 ≤ M(p), indicating that a transition instance
of ti is enabled in the current marking M with a binding bi, and

The first two requirements indicate that when an agent ag performs an action α,
characterized as an external event, we will first search in the hierarchical CPN
model of a norm net instance for all the non-substitution transitions named α,
and then check for each of these transitions whether there is a token carrying the
value ag in one of its input places. As a result, we will get a set of transitions
that correspond to the occurrence of the external event. For example, given that
an external event (Bob, send email) occurs in the physical world, we will first
look for all the non-substitution transitions labeled send email in the hierarchical
CPN model of the norm net instance, and then check for each of these transitions
whether one of its input places contains a token with the value Bob. The last two
requirements in the definition ensure that these qualified transitions are enabled
to fire according to the rules of enabled transitions in CPNs.

Given the set of enabled steps EStep(e, NH , M), M
e−→ M ′ refers to a set of

occurrence sequences. For example, an occurrence sequence could be M
(t1,b1)−−−−→

M1
(t2,b2)−−−−→ M2...

(tm,bm)−−−−−→ M ′ where M,M ′ are two markings in the CPN model
and (ti, bi) ∈ EStep(e, NH , M). Those Mi in the sequence are intermediate
markings which do not have corresponding normative states in norm net stances.
It should be noticed that there are no order constraints on (ti, bi) in the sequence.
As a result, M ′ is reachable from M with respect to the originating norm net
if and only if RCPN (M,M ′) and there is a permutation Pt on the sequence of
(ti, bi) such that ∀pt ∈ Pt,∃e, pt = EStep(e,NH ,M).

Definition 5.9 shows that the normative states and their transitions in norm
net instances are respectively mapped to the markings and enabled steps in CPNs,
which means that the dynamics of NNs is fully captured by CPNs. The techniques
that are invented originally for CPNs are now available for NNs, e.g., state space
analysis techniques.

5.3 Properties of Norm Nets
In this section, we give an analysis of the properties of NNs in terms of the
types of norms and normative relations that can be represented in the framework
proposed by [89].
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5.3.1 Properties of Single Norms
The properties of single norms hold for every norm instance.

(1) Violation

In the CPN model of a regulative norm, we explicitly indicate the satisfied and
violated state of corresponding norm stances. For an obligation instance, the
CPN model indicates that if the target occurs before the deadline, the instance is
satisfied, otherwise it is violated. For a prohibition instance, if the target occurs
before the deadline, the instance is violated, otherwise it is satisfied. However,
it is possible that the target and the deadline occur simultaneously. In CPNs,
concurrent behaviors are modeled by the interleaving semantics, i.e., the next
markings are obtained by considering all the possible firings of all transitions, one
after the other, starting from the same state, and leads to n next markings when
n transitions are enabled in parallel. However, for the situation of simultaneous
occurrence of the target and the deadline of a norm instance, there will be a
race condition between the corresponding transitions for certain markings, i.e.,
for markings having several enabled transitions and for which the firing of some
of these transitions makes some other transitions no longer firable.

Specifically, in the CPN model of a regulative norm instance, if the precon-
dition is satisfied, the compliance evaluation with respect to the target and the
deadline is enabled. That is, at this time, if the target and the deadline are sat-
isfied simultaneously, we are confronted with a race condition between the firing
of the target and the firing of the deadline. Suppose that the target fires first,
then the compliance evaluation of the norm instance results into a satisfied state
in case that the norm is an obligation, while the deadline will be disabled. On
the other hand, if the deadline fires first, then the compliance evaluation of the
norm instance results into a violated state in case that the norm is an obligation,
while the target will be disabled.

It can be seen that we get two inconsistent results from the two firing choices.
To this end, we make two assumptions (1) it is not allowed to have a norm
whose target and deadline correspond to the same events, (2) the occurrence of
two distinct events is always in a sequential order, i.e., they will never occur
simultaneously. As such, the race condition between the target and the deadline
of a norm can be avoided in the operations of CPNs.

(2) Non-preemptive

• Definition: (i) for every obligation instance, the events representing the
target occur before the events representing the precondition, does not lead
the instance to be satisfied; (ii) for every prohibition instance, the events
representing the target occur before events representing the precondition,
does not lead the instance to a violated state.
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• Example: (nr31) If a student borrows a book from the library, he or she
should return the book within 1 month; (nr32) If a student enters the library,
he or she should not talk until he or she leaves the library.

• Representation in NNs:

– nr31 = (O, (student, return book), (Timeline, pass 1m), (student, bor-
row book)), and

– nr32 = (F, (student, talk), (student, leave library), (student, enter library)).

Based on the normative state transitions of obligations and prohibitions we have
presented in Section 5.1.5. The normative state transition diagrams of the two
norms nr31 and nr32 are shown in Figure 5.14. It can be seen that only when
the events (student, borrow) and (student, enter library) respectively representing
the precondition in nr31 and nr32 occur, the instances of the obligation nr31 and the
prohibition nr32 can be activated. Only after the norm instances are activated, the
satisfied and violated can be reached. In this sense, when (student, return book)
occurs before (student, borrow), the satisfied state cannot be reached. Similarly,
when (student, talk) occurs before (student, enter library), the violate state cannot
be reached.

Instantiated

(student, 
borrow_book) (student, return_book)

<(timeline, pass_1m)

Active Violated

Satisfied Instantiated

(student, 
enter_library)

(student, talk)<

(student, leave, library)

Active Violated

Satisfied

Obligation: nr
31 Prohibition: nr

32

(student, leave_library)<

(student, talk)

(timeline, pass_1m)

<(student, return_book)

Figure 5.14: State transition diagrams of the two norms nr31 and nr32.

(3) Non-persistent

In NNs, regulative norms are non-persistent in the sense that for every norm
instance, as soon as the deadline of the norm instance occurs the norm expires,
i.e., the norm instance has no regulation effect any more.

The obligation to fulfill the target itself may persist after the deadline but the
deadline signals whether a violation has occurred. Taking the obligation nr31 as
an example, if the student does not return the book on time, even after a month,
the obligation to return the book should still be fulfilled though returning later



90 NORMATIVE STRUCTURE: DEFINITION AND COMPLIANCE CHECKING

would not invalid the violation of “not returning book on time”. While as another
example, students should submit their answer sheets within 5 minutes after the
teacher signals the end of the exam, otherwise the teacher should revoke the
student’s qualification of the exam. In this case, if a student does not submit the
answer sheet in time, there is no sense to fulfill the obligation after the deadline
occurs.

(4) Achievement and Maintenance

In NNs, a regulative norm has either an achievement or a maintenance nature, in
the sense that

• obligations are of achievement nature: for any obligation to be satisfied,
after the precondition occurs the target must occur at least once before the
occurrence of the deadline.

• prohibitions are of maintenance nature: for any prohibition to be satisfied,
after the precondition occurs the target should not happen during all instants
before the deadline occurs.

For example, the achievement property of the obligation nr31 can be derived
from the fact that, as shown in Figure 5.14, after the occurrence of the event (stu-
dent, borrow book) representing the precondition, only when the event (student,
return book) representing the target occurs before the event (Timeline, pass 1m)
representing the deadline, a satisfied state can be achieved. Similarly, the main-
tenance property of the prohibition nr32 can be derived from the fact that, as
shown in Figure 5.14, after the occurrence of the event (student, enter library)
representing the precondition, only when the event (student, leave library) repres-
enting the deadline occurs before the event (student, talk) representing the target,
a compliant state can be maintained.

5.3.2 Properties of Norm Relations
The properties of norm relations discussed here are the ones that can be repres-
ented by NNs.

(1) Contrary to Duty

• Definition: when a regulative norm cannot be fulfilled, there can be a sub-
ideal solution by imposing another regulative norm.

• Example: (nr32); if the student talks in the library before he or she leaves
the library, the student should lower his or her voice (nr33).

• Representation in NNs: OE(nr32, n
r
33) where

– nr33=(O, (student, lower voice), (student, leave library), λ).
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In NNs, we refer to the two component regulative norms (or regulative norm
nets) connected by an OE operator as the origin and the reparation (or sanction).
Only when the origin is violated, the reparation can be imposed. With the OE
operator, we differentiate between an idea status and a sub-ideal status by the
two compliance evaluation states C and C∗ in Table 5.2. In this way, NNs are
able to capture the contrary-to-duty relation in normative systems.

(2) Exceptions

• Definition: A regulative norm does not apply when there are certain excep-
tion conditions and at the same time the exception conditions hold.

• Example: (nr32); except that the librarian gives permission to the student
before he or she talks in the library (nr34).

• Representation in NNs: OR(nr32, n
r
34) where

– nr34=(O, (librarian, give permission), (student, talk), λ).

An exception, to a norm (or a set of norms), indicates that there is another
alternative to be satisfied. In NNs, an OR relation indicates a choice between
two alternatives. It means that as long as one of the alternatives is satisfied, it
does not matter whether or not the other alternative is fulfilled. In this way, NNs
are able to capture an exception relation in the sense that the exception can be
modeled as an alternative to the fulfillment of another norm. However, it has to be
noticed that one needs to take a combined view on the two component regulative
norms when using an OR operator to represent their exception relations.

(3) Sanction and Reparation

• Definition: the violation of a regulative norm (or regulative norm net) leads
to the activation of another regulative norm (or regulative norm net); the
activation of the latter is seen as the sanction of violating the former and
the fulfillment of the latter can repair the violation of the former.

• Example: (nr32); otherwise the student must make a formal apology before
he or she leaves the library (nr35).

• Representation in NNs: OE(nr32, n
r
35) where

– nr35=(O, (student, make apology), (student, leave library), λ).

A sanction to a norm (or a set of norms) indicates that some specified measures
have to be imposed when the norm (or the set of norms) is violated. A repar-
ation to a norm (or a set of norms) indicates that it is possible to remedy the
violation of the norm (or the set of norms) by means of some specified measures.
The representation of such relations requires a norm specification to be able to



92 NORMATIVE STRUCTURE: DEFINITION AND COMPLIANCE CHECKING

differentiate between two component norms (or norm sets), and a mechanism to
activate one component norm (or norm set) in case of the violation of the other.
In NNs, with an OE operator, two regulative norms (or regulative norm nets) are
differentiated as the origin and the reparation (or sanction). When the origin is
violated, the reparation (or sanction) is activated, and the fulfillment of the latter
can lead to a satisfaction as a whole. In this way, NNs are able to capture the
sanction and reparation relations, as well as chains of sanction and reparation, in
normative systems.

5.4 Compliance Checking of Agent Behavior
To ensure the achievement of organizational compliance, a main concern is whether
the behavior of the participants are complying with the compliance rules that are
relevant to the regulation of organizational behavior. That is, we have to check
whether the actions of the agents are in accordance with the normative constraints
specified in the normative structure of the organization model.

As described in the previous chapter, agents participate in an organization by
enacting one or more specified roles of the organizations and they interact with
each other to pursue the global objectives of the organization. The interactions
between the agents can be reflected from the fact that their actions have impacts
on each other. For example, from the normative perspective, an agent might be
subject to some obligations when other agents take particular actions. To indicate
the interactions of agents, we give the definition of an interaction plan as follows.

Definition 5.10 (Interaction plan) An interaction plan IP = (e1, . . . , en) where ei is
an instance of an event from the set of external events Ev, 1 ≤ i ≤ n.

An interaction plan presents a temporal order of who does what in the physical
world by means of external events (agent-action pairs). Here we use the form of a
sequence instead of more complex structures since the interaction plans are per-
ceived as the observation of the occurrences in the physical world. Nevertheless,
a complex structure of agent interactions can also be applied by abstracting all
the possible sequences.

With respect to an interaction plan, the occurrence of the sequence of events
in the plan are the triggers to the changes of normative states of regulative norms
through the interpretation provided by constitutive norms. As illustrated before,
we use markings of CPNs to represent normative states of NNs, by which the
transition of normative states can be captured by the transition of marking with
respect to the concurrence of events. In this sense, we can make use of the CPN
mapping of NNs to check norm compliance of agent behavior.

As presented in Section 5.1.5, we use the Compliance Evaluation State (CES )
as a projection of the normative state of norm net instances to indicate the compli-
ance status of the norm net instances. In the CPN model of a norm net instance,
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there is a sink place labeled v and colored violated. When there is no token in
that place, the CES of the norm net instance is evaluated to be compliant, oth-
erwise it is evaluated to be violated. In this sense, to know the impact of the
occurrence of an event on the CES of a norm net instance, we can check whether
the number of tokens in the violated place of the CPN model is changed. That
is, given the occurrence of an external event, the transitions in the CPN model
of the norm net instance will fire according to the enabled steps obtained from
Definition 5.9, which changes the marking of the CPN model accordingly. By
checking the marking of the violated place (indicated by the place named v in
Figure 5.8, 5.9 and 5.10), we are able to determine whether the corresponding
norm net instance is compliant or violated, as described below.

Definition 5.11 (Compliance evaluation) Given the CPN mapping Θ(NN i) = 〈(NH , Ps,
Pv, Pvr, pso, pvo), M〉 of a norm net instance NN i, the compliance evaluation
state CES of NN i is either

• compliant if M(pvo) = ∅, or

• violated otherwise.

However, when a norm net instance is in the compliant state, it does not
mean that every component norm (or norm net) in the norm net instance is in
the compliant state. For example, there still might be violated norms as a branch
of an OR relation while the other branch is in the compliant state. In the case of an
OE relation, even if a violation has been repaired (by fulfilling the sanction), the
CPN model still records the violation of the norm (indicated by the place labeled
vr in Figure 5.10). This is important for the verification of full compliance (or
ideal compliance) and is captured as below.

Definition 5.12 (Reparation evaluation) Given the CPN mapping Θ(NN i) = 〈 (NH ,
Ps, Pv, Pvr, pso, pvo), M〉 of a norm net instance NN i, the compliance evaluation
state CES of NN i is

• sub-ideal compliant if M(pvo) = ∅ and ∃p ∈ Pvr : M(p) 6= ∅.

There can be multiple repairable violation places in the CPN model of a norm
net instance since it is possible to have more than one OE relation in the norm
net specification. As long as there is a token in any of the places labeled vr in
the CPN model of the norm net instance, the repair evaluation of the norm net
instance is considered to be sub-ideal compliant.

We have shown that using the CPN model of a norm net instance, the com-
pliance evaluation state of the norm net instance can be obtained by checking
the marking of the corresponding CPN model. Therefore, given an interaction
plan, we can query the state changes of the norm net instance by checking the
corresponding markings of the CPN model after the occurrence of each event in



94 NORMATIVE STRUCTURE: DEFINITION AND COMPLIANCE CHECKING

the plan, as captured in Algorithm 2. A detailed description of this algorithm is
presented in Appendix A.7.

Algorithm 2 Compliance Query: CLQ

Require: (NN i, IP ) . A norm net instance and an interaction plan
Ensure: CE . Compliance evaluation results

1: . Obtain the new marking of a CPN model N given the occurrence of an enabled
step Y with the current marking M

2: function UpdateState(Y,M,N )
3: . The body of this function is presented in Appendix A.7
4: return M ′

5: end function

6: . Evaluate the compliance evaluation state given two normative states
7: function ComplianceEva(M,M ′, Pvr, pvo)
8: if M ′(pvo)−−M(pvo) 6= ∅ then
9: ce← violated

10: else
11: ce← compliant
12: end if
13: if ce = compliant then
14: for all p ∈ Pvr do
15: if M ′(p)−−M(p) 6= ∅ then
16: ce ← sub-ideal compliant
17: end if
18: end for
19: end if
20: return ce
21: end function

22: . (Step 1) Obtain the CPN mapping of the norm net instance NN i

23: 〈(N , Ps, Pv, Pvr, pso, pvo),M〉 ← Θ(NN i)

24: . (Step 2) Obtain the changes of the compliance evaluation state of NN i with
respect to the interaction plan IP

25: for j ← 1 to |IP | do
26: . (Step 2.1) Obtain the new normative state of NN i given the occurrence

of the event IP [j]
27: M ′ ← UpdateState(EStep(IP [j],N ,M),M,N )
28: . (Step 2.2) Evaluate the compliance status of NN i with respect to the

occurrence of the event IP [j]
29: (CE[j])← ComplianceEva(M,M ′, Pvr, pvo)
30: M ←M ′

31: end for

Given an interaction plan IP , the CPN model of NN i is able to execute
accordingly. Each event in the interaction plan IP might cause a change to
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the marking of the CPN model and thus the compliance status of NN i. From
the compliance query results, we know the influence of the interaction plan on
the compliance status of NN i. That is, we can determine whether a specific
interaction process is complying with a set of norms. If and only if the CES is
compliant at all steps, the given IP is considered as a full-compliant plan with
respect to NN i, as formalized in Definition 5.13.

Definition 5.13 (Full-compliant interaction plan) An interaction plan IP = (e1, e2, ..., en)
is a full-compliant plan with respect to a norm net instance NN i iff
∀(CES[j]) ∈ CLQ(NN i, IP ) : CES[j] = compliant, 1 ≤ j ≤ n.

Full compliance is important for regulated environments because the reparation
of a violation may still cause a heavy loss to the actors. Therefore, from the
organizational perspective, it is necessary to check whether an interaction process
can achieve a full compliance against all the relevant norms.

To check whether a given interaction plan is full-compliant with respect to
the CPN model of a norm net, the main calculation lies in the firing of the
relevant transitions for each event in the sequence. Given an event, there are
three possibilities for each transition in the CPN model: (1) the transition is not
relevant, (2) the transition is relevant but not enabled, and (3) the transition is
enabled to fire, i.e., consumes the tokens in its input places and produces a token
in each of its output place. In this sense, we can transform the problem of full
compliance checking of a given interaction plan to the membership problems in
Petri Nets which is decidable [98]. The complexity of the full compliance checking
can be done in efficient time (polynomial in the length of the interaction plan and
the number of transitions in the CPN model of a norm net). However, in order
to query all the possible full-compliant paths in the CPN model of a norm net
which is undecidable, we are currently researching pruning mechanisms to reduce
the search space by eliminating meaningless states.

5.5 Discussion
In Section 2.5 and 2.7, we have summarized the literature on norms and compli-
ance checking. There are two lines of works that are closely related to NNs. One
is based on the notion of alignment (e.g., [172, 3, 137]) and the other is based on
the notion of commitments (e.g., [194, 221, 196]). In this section, we discuss the
commonalities and differences between these works and ours.

5.5.1 Representation of compliance rules
To facilitate automated compliance checking, it is important to represent com-
pliance rules in formalized specifications, providing a precise and unambiguous
description of the expected behavior. For this purpose, the alignment-based ap-
proaches have used Petri nets (e.g., [172]) and declarative process models (e.g.,
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[138]) as a representation of compliance rules. To bridge the gap between informal
compliance rules and a precise specification, an interactive question and answer
(Q/A) based approach was proposed along with a repository of compliance pat-
terns [174, 173]. In the commitment-based approaches (e.g., [196]), a rich set of
constructs and types of norms are provided. Each norm contains a subject, an
object, a context, an antecedent and a consequent while a norm can be of types
commitment, authorization, prohibition, sanction, power. Moreover, a unified
life cycle is specified for all types of norms. By applying natural language pro-
cessing (NLP) and machine learning (ML) techniques, an approach was proposed
to extract these different types of norms from business contracts [73].

While in our approach, we model compliance rules in the Normative Structures
through the formalism of NNs, which feature building blocks interpreting high-
level concepts and is grounded by counts-as conditionals and deontic logic. The
building blocks in Normative Structures include roles, conditions, deadlines, ob-
ligations, prohibitions, reparations/sanctions and norm inter-relationship. These
building blocks serve a similar function as the compliance rule patterns and in-
teractive Q/A based compliance rule composing adopted in the alignment-based
approaches, though via different methodologies. The former provides a formal
language to describe compliance rules while the latter provides a tool for assisting
compliance rule composition in lower-level languages. As to the commitment-
based approaches, both their models and our models use similar modeling com-
ponents and norm states. For example, the precondition and target in NNs re-
spectively corresponds to the antecedent and consequent in commitment-based
norms. Except for the state of pending, an alignment may be found between the
norm state changes in commitments-based approaches and NNs. With respect to
the formalization of compliance rules, it would be an useful feature if the NLP
and ML based norm extraction proposed for commitment-based approaches can
be adapted for NNs.

As a high-level concept, the interrelations between compliance rules are of-
ten neglected or assumed to be conjunction, as the case in alignment-based and
commitment-based approaches. In NNs, we explicitly capture the interrelations
between compliance rules (e.g., disjunction and reparation/sanction) to facilit-
ate/guide domain experts in expressing sets of compliance rules. The explicit
representation of such interrelations also enables a modular way of formalizing
sets of compliance rules.

5.5.2 Evaluation of Compliance
Alignment-based approaches and NNs both rely on the records of occurrences in
the reality, i.e, backward compliance checking. In particular, alignment-based ap-
proaches advocate the use of enriched logs which contain detailed information on
the occurrence of events such as time of occurrence, resource usage, etc. With the
rich information, a detailed evaluation of compliance is realized in the alignment-
based approaches, which is interpreted as degrees of conformance and provides a
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basis for finding optimal solutions to correcting the misbehavior [138]. In NNs,
the degree of compliance is captured in three levels, namely compliance, sub-ideal
compliance and non-compliance/violation. As a direction for future research, we
plan to empower NNs with detailed normative evaluation methods and corres-
ponding techniques to find optimal ways of avoiding/correcting violations.

Besides norm compliance, the Preference Structure to be discussed in Chapter
10, provides another dimension of information regarding evaluating consequences
of the occurrences in the reality, which can be seen as compliance to personal
rules and is an important aspect in agent-based systems. Such a perspective
has also been considered in the commitment-based approaches by allowing prin-
cipals/participants to choose their own policies [196].

5.6 Conclusions
In this chapter, we introduced a normative language Norm Nets (NNs) for the
construction of the normative structure of OperA+. Based on the notion of norms,
NNs provide a formal representation for compliance rules. By incorporating both
constitutive and regulative norms, NNs are able to provide a link between the
occurrences in the physical world and the institutional consequences perceived
by the organizations. Moreover, NNs provide a modular way of representing the
compliance relations between norms, which facilitates the reusability of normative
design and more importantly enables an analysis of normative properties in a more
sophisticated way.

Through a mapping from NNs to Colored Petri Nets, the operational semantics
of NNs are obtained, which facilitates the compliance evaluation of agent interac-
tions. The approach is able to provide information on the compliance consequence
of both individual agents’ behavior and the collective behavior perceived by the
organization. That is, from an organizational point of view, we can determine
whether the whole normative system is violated or not by checking the existence
of tokens in some featured places in the CPN models of NNs. From an individual
perspective, we can determine which agents violate the norms by checking the dis-
tribution of the tokens in the CPN models. In this way, not only can we determine
whether the behavior of the agents is in accordance with the norms specified by
the organization, but also provide a potential approach of abstracting interaction
processes that are norm compliant. For example, we can search for full-complaint
occurrence sequences in the state space of the CPN model of a given norm net
instance. This creates priori knowledge for process designers and facilitate process
implementation in regulated business environments.





Chapter6
Normative structure:
Conflicts Detection and Contextualization

This chapter has the following contributions:

• introducing the concept of governance scopes of institutions and providing
a formalization of this concept,

• presenting a formalization of norm conflicts and providing a computational
mechanism of detecting such conflicts,

• presenting a model for contextualization of normative structure.

In the previous chapter, we have presented a normative language Norm Nets
(NNs) for the construction of normative structures in OperA+ and illustrated the
mechanism that can be used for checking whether agent interactions are complying
with the norms specified by a normative structure. The scope of study was a single
institution1 which prescribes a set of norms to regulate agent interactions.

Organizational regulation is rarely self-sufficient to ensure the achievement of
organizational objectives, especially in a multi-organizational interaction setting,
but depends on various (external) regulation sources such as legal regulations,
business agreements, and industrial best practices, etc. For example, in virtual
organizations (VOs) [163] where various parties are involved to achieve individual

Parts of this chapter have been published. Section 6.1, 6.2 and 6.3 are based on our con-
tribution to the 13th International Workshop on Coordination, Organisations, Institutions and
Norms @ AAMAS, pp. 136-154, 2013 [141]; Section 6.4 is based on our contribution to the 13th
International Workshop on Coordination, Organizations, Institutions, and Norms (COIN), pp.
141-157, 2012 [117].

1We follow the definition provided in [165] that an institution is a set of prescriptions that
humans use to organize all forms of repetitive and structured interactions.
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and global objectives, multiple institutions may be employed to cover different
aspects of regulating the behavior of the participants to ensure that the VO’s
objectives can be achieved in a desired way. Given the diversity of regulation
sources and possibly conflicting interests, it is likely that the institutions are not
consistent in regulating the behavior of the participants. This raises a question on
an important aspect of organizational compliance, i.e., how to deal with the com-
bination of multiple sources of compliance requirements with respect to the issue
of consistency. We use the concept of institution to represent a set of compliance
rules imposed by one regulation source.

In the previous chapter, we have shown how a set of compliance rules can be
formalized by means of a set of norms expressed in a norm net. In the setting of
multi-institutions, it is not only the norms that make up an institution inherently
serve to indicate its applicability, but also the variables, in terms of which those
norms are expressed, are typically intended to be restricted to specific, meaningful
ranges within the domain being modeled. That is, the regulation of an institu-
tion also needs to characterize the situations (being particular combinations of
contextual information such as time, location, etc.) in which a given institution
has competence. To this end, we introduce the concept of governance scope and
investigate the coordination of multiple institutions. Each institution specifies a
set of norms covering a specific aspect of the problem domain with a governance
scope defining its remit. Together, they govern the participants and reflect the
objectives of the organization. With the participants’ behavior being simultan-
eously regulated by more than one institution, normative conflicts can appear,
i.e., the normative specification of different institutions may be inconsistent. In
order to detect such inconsistencies, we present a computational mechanism by
means of the CPN models of NNs.

In practice, norms from various institutions are usually not specified at a single
level of abstraction [117]. At a high abstraction level, norms tend to range over
many different situations and to require little maintenance over time. At a lower
operational level, the abstract norms are related to the concrete events/concepts
that occur in the system. Proposed by Searle [188], counts-as statements add in-
stitutional meaning to real-world facts, which have been studied by researchers to
connect abstract concepts to more concrete ones (e.g., [9], [91]). Such connections
are a process of refining norms from abstract values to operational details and the
refinement process is determined by the environmental conditions (contexts) in
which the norms are applied. Therefore, it is necessary to reflect how different
contexts are integrated with the refinement of norms. To this end, we present a
context refinement process by which NNs can be elaborated from abstract con-
cepts to concrete ones with respect to differing application environments.

This chapter is organized as follows. Section 6.1 introduces the model of
contextualized institutions. Section 6.2 presents how multiple institutions are
coordinated. Section 6.3 introduces the concept of norm conflict and illustrates
the mechanism of conflict detection. Section 6.4 illustrates how norms are refined
from abstract to concrete concepts. Section 6.5 concludes this chapter.
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6.1 Contextualized Institutions
As described in [141], we regard the process of designing an institution as not only
the definition of a set of norms but also the characterization of its governance
scope, i.e., what kinds of situations are under control of the institution, since this
is what gives the institution its ‘footprint’. That is, the same set of norms with
different governance scopes results in different contextualized institutions. Figure
6.1 shows the framework of the governance model in a multi-institution setting,
consisting of three parts:

1. contextualized external events occurred in the physical world, each of which
has associated contextual information that characterizes the situation where
the event occurs,

2. institutions comprising sets of norms, in which constitutive norms translate
external events into institutional events, and regulative norms (obligations
and prohibitions) bring about the changes of normative states according to
the generation of institutional events, and

3. governance scopes that delineate the control boundary of institutions through
a set of contextual dimensions.

With governance scopes, contextualized institutions are built, which facilitates
the identification of applicable institutions for a given event. In the remainder of
this section, we explain each of these components in more detail.

6.1.1 Contextualized External Event
External events are the occurrences of agent actions in the physical world. Ex-
cept the basic elements defined in an external event (agent and action), other
contextual information, such as when and where the event occurs, can also be in-
cluded to refine the occurrence of the event. Therefore, we extend the definition
of an external event by adding a set of contextual elements, which permits us to
correlate events with the customized contextual dimensions of governance scopes.

Definition 6.1 (Contextualized external event) A contextualized external event ê is a
tuple (e, ϑ) where

• e is an external event as described in Definition 5.1,

• ϑ ∈
∏
i

Vi, Vi ∈ D characterizes the situation where the event occurs, with

respect to a set of contextual dimensions (see Definition 4.6).

For example, given two dimensions D = {Location, Time}, an event could be ê
= ((Alice, have lunch), (McDonald’s, 1pm)), indicating that Alice performs the
action of having lunch at the time of 12pm and at the location of McDonald’s.
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Figure 6.1: Governance model in a multi-institution setting.

6.1.2 Governance Scope
Governance scopes are used to delineate the control boundary of institutions, de-
termining which situations are under their control. To capture the governance
scope of an institution, we adopt the context model presented in Definition 4.6
in Chapter 4. Correspondingly, we characterize a governance scope as a set of
contextual dimensions. Different contextual dimensions indicate different ways of
establishing the governance scope of an institution. For example, an institution
can specify its governance scope by defining a contextual dimension of Individu-
ality, indicating that as long as the entities evolved in an event belongs to a set
of individuals, the institution has the right to govern the behaviour. Similarly for
Location, an institution can indicate that as long as the observed location of an
event belongs to a set of locations, the behaviour is in the governance scope of
the institution. Definition 6.2 formalizes Governance Scope.

Definition 6.2 (Governance scope) A governance scope gs ⊆
∏
i

Vi, Vi ∈ D, relating

to a set of contextual dimensions.

It can be seen that gs specifies a multi-dimensional space by assigning each con-
textual dimension a set of values. In practice, a governance scope might have no
constraint on a particular contextual dimension. In this case, a value of complete
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set denoted as U is assigned to that dimension and we consider the governance
scope covers the whole value set of that contextual dimension. For example, a
governance scope could be {Italy, France} × Utime.

6.1.3 Institution
As stated before, institutions are not only a set of norms but also characterized
by governance scopes which reflect their control boundaries. To this end, we
extend the model of NNs such that the control boundary of an institution can be
captured as well.

Definition 6.3 (Contextualized norm net) A contextualized norm net is defined as a

tuple N̂N = (gs,RNN,CNN), where

• gs is a governance scope,

• RNN is a regulative norm net (see Definition 5.6),

• CNN is a constitutive norm net (see Definition 5.6).

Note that gs might incorporate contextual dimensions such as individuality and
activity which are different from the set of agents Ag and the set of actions A in
the specification of CNN . The elements in gs are used to delineate the control
boundary of the institution modeled by the norm net N̂N while the elements in
Ag and A are used to specify all the agents and actions that are recognized by
the institution.

With governance scope, a norm net specifies all the situations that are under
the regulation competence of an institution. Two institutions might impose the
same set of norms while have different governance scopes. Given an external event
with extended contextual information, we first use the values of the contextual
dimensions to determine whether the event falls in the governance scope of an
institution. If so, then the event is (partially) translated into institutional events
since some of the contextual information might not be relevant for the regulative
norms and are only needed for the determination of governance scopes.

6.2 Collective Institutions
Institutions are designed originally for their own regulation purposes and thus
have specific governance scopes. As long as the institutions are internally con-
sistent, they can successfully operate independently. In settings (e.g., virtual
organizations) where interactions are governed by multiple institutions, however,
mutually exclusive norms might be imposed by the institutions with overlapping
governance scope. For example, when a Dutch citizen applies for a visa to the
USA, several institutions might be triggered, e.g., US embassy, Dutch govern-
ment, and a conflict could exist between information requirements from the US
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embassy and privacy policies from the Dutch government. Therefore, to know the
consistency of multiple institutions, we first need to understand how institutions
cooperatively work together in regulating participants’ behavior.

Figure 6.2 shows an example of how a set of institutions, captured by a set of
contextualized norm net instances, evolve with a sequence of events occurred in
a virtual organization. At the initial state, all the institutions are instantiated.
When an event occurs, only those institutions whose governance scope covers that
event will be activated. We can see that at different time instants, there are dif-
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Figure 6.2: Cooperative regulation of multiple institutions.

ferent sets of institutions activated by the same event. That is, the contextual
information of an event simultaneously maps to the governance scope of some in-
stitutions. To represent these simultaneously activated institutions, we introduce
the concept of Collective Institution Set in Definition 6.4.

Definition 6.4 (Collective institution set) In an organization governed by a set of in-

stitutions captured by a set of norm net instances {N̂N
i

1, ..., N̂N
i

m}, N̂N j =
(gsj, RNNj, CNNj), 1 ≤ j ≤ m, given a contextulaized external event ê occur-

ring at time instant k, a collective institution set is defined as Ck = {N̂N
i

j |ϑê ∈
gs
N̂N

i

j

, 1 ≤ j ≤ m}.

At any time instant k, the set of all institutions whose governance scope covers
the contextual information of the event that occurs at time k is called a collective
institution set, indicating all the activated institutions given the occurrence of an
event. The governance scopes of these institutions overlap with each other and
thus they all have governance competence on the same event.

In a collective institution set, the overlap relation between governance scopes
is indicated by the same external event covered by the set of institutions (rep-
resented by the set of norm net instances) in the collective institution set. The
overlap relation is determined by the values of each contextual dimension with
respect to the governance scope of the institutions. To represent the overlap
between the governance scopes of different institutions, we introduce the concept
of Governance Overlap.
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Definition 6.5 (Governance overlap) Given two governance scopes gs and gs′, the gov-
ernance overlap Ω between gs and gs′ is defined as Ω(gs, gs′) = gs ∩ gs′.

If Ω(gs, gs′) 6= ∅, we say gs and gs′ have a non-empty overlap. In particularly,

a collective institution set Ck = {N̂N
i

1, . . . , N̂N
i

m} implies that ∀N̂N
i

j , N̂N
i

l ∈
Ck,Ω(gs

N̂N
i

j

, gs
N̂N

i

l

) 6= ∅ as they all have governance of a specific event. This

means that the governance scopes of all the institutions in a collective institution
set have a non-empty overlap.

Given the cooperative regulation of multiple institutions, we now turn to the
investigation of norm conflicts in institutions.

6.3 Norm Conflicts
The regulation of an institution is realized through the specification of a set of
norms on the actions of the participating agents. This set of norms should be
consistent, otherwise we cannot reach an agreement on the compliance of the
occurrence of certain events. Therefore, it is essential to check the consistency of
the set of norms, which is often known as norm conflict detection in the literature
(e.g., [207], [79]). A conflict occurs between an obligation and a prohibition when
they constrain on the same agent behavior and have an overlapped activation
period (cf. [133]). That is, if some actions of an agent are obliged and forbidden
at the same time, a conflict arises. From this definition, we differentiate between
two types of norm conflicts. First, weak conflicts: the activation period of the
prohibition does not cover the whole activation period of the obligation. In this
sense, a weak conflict is a conflict that can be avoided when the event, being
constrained by the two norms, occurs during the time period where the obligation
is activated while the prohibition is not. In this way, both norms can be satisfied.
Second, strong conflicts: the activation period of the prohibition covers the whole
activation period of the obligation. A strong conflict is a conflict that cannot be
avoided. That is, whenever the event occurs, one of the norms will be violated.

In the setting of (virtual) organizations where multiple institutions are em-
ployed, norm conflicts may concern norms within a single institution as well as
from different institutions. In the case of norms coming from two (or more)
institutions, norm conflicts may occur only when the institutions have an over-
lapped governance scope over the event being constrained by the norms from
both sources. That is, the institutions have to be in the same collective institu-
tion set with respect to the occurrence of the event. Moreover, a similar criterion
lies in both cases of a single institution and multiple institutions, i.e., there are
contradictory compliance judgments (satisfied or violated) with respect to the oc-
currence of an event. That is, with the event occurring, there are two (or more)
norms in which the normative state of one norm is evaluated to be satisfied while
that of the other norm is evaluated to be violated, which means that the insti-
tution(s) cannot reach an agreement on whether the event is complying with the
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norms specified by the institution(s). Remember that when talking about states
of norms, we always refer to the instances of norms (or norm nets).

Furthermore, to determine whether a norm conflict exists, there is another
criterion that has to be considered, i.e., the compliance relation between norms.
As for multiple institutions in a collective institutions set, we currently do not
consider ranking in their regulation power, and the compliance relations between
them are seen as a conjunction (AND). As for a single institution, we have intro-
duced three compliance relations between regulative norms in the specification of
regulative norm nets, i.e., AND, OR and OE. Therefore, with an event occurring,
when two (or more) regulative norm nets with contradictory compliance evalu-
ations are combined, the conflicting status of the combined regulative norm net
also depends on the compliance relations of the component regulative norm nets.
If the compliance relation is AND, a conflict occurs since the combined regulat-
ive norm net cannot reach an agreement on the compliance of the event. If the
compliance relation is OR, there is no such conflict since the combined regulative
norm net only picks up the positive evaluation result, i.e., satisfied. When the
compliance relation is OE, there is never a conflict since the activation period
of the two component regulative norm nets will never overlap, since only when
the origin is violated can the reparation be activated. Therefore, a norm conflict
between two regulative norm nets may occur only when the two regualtive norm
nets have an AND compliance relation.

Based on the description above, we define a norm conflict as follows.

Definition 6.6 (Norm conflict) A norm conflict arises in a collective institution set Ck
= {N̂N

i

1, . . . , N̂N
i

m} with respect to the occurrence of an event ê iff either

1. ∃ N̂N
i

x, N̂N
i

y ∈ Ck such that NN i
x is evaluated to be satisfied and NN i

y is
evaluated to be violated, or

2. ∃ N̂N
i

j ∈ Ck and ∃ RNNx, RNNy ∈ SRNN (NNj) such that (1) RNNx and

RNNy have an AND compliance relation, and (2) (RNNx, CNNNNj )
i is

evaluated to be satisfied and (RNNy, CNNNNj )
i is evaluated to be violated.

The first condition indicates the situation where a norm conflict involves two
different institutions: with respect to the occurrence of the event ê, the normative
states of any two norm net instances from the collective institution set Ck are
respectively evaluated to be satisfied and violated. The second condition indicates
the situation where a norm conflict occurs within a single institution: with respect
to the occurrence of the event ê, there are two AND-related regulative norm nets
in a norm net instance from the collective institution set Ck, whose normative
states are respectively evaluated to be satisfied and violated. In both conditions,
an important requirement is that there are two component (regulative) norm
nets that are respectively evaluated to be satisfied and violated with respect to
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the occurrence of an event. As for the second condition, another requirement is
added, i.e, the compliance relations between the two components is AND.

It can be seen that our definition of a norm conflict is specified from the
perspective of norm compliance, which is different from other definitions provided
in the literature, e.g., [207] and [140]. This definition covers both weak and strong
conflicts illustrated at the beginning of this section, since both types of conflicts
have the feature of contradictory compliance evaluation results. Moreover, we take
into account of the impact of the compliance relations between norms. Though
the approach presented in [204] also specifies norm conflict through the analysis
of norm compliance, the compliance relations between norms are not considered.
Another thing to be noticed is the ontology of norm specification. For example,
it is possible that an agent is regulated by both an obligation to sit and another
obligation to stand whose activation period have an overlap. In this case, a
conflict occurs since the two actions “sit” and “stand” are physically exclusive to
each other. Therefore, if defining a norm conflict at the level of norm specification
between an obligation and prohibition, such conflicts may not be covered.

Given the definition above, we now illustrate how to make use of the CPN
models of NNs to computationally detect the norm conflicts. To do this, we first
need to obtain the CPN mapping of a given norm net and the initial marking.
Then we can calculate the state space of the CPN model according to the occur-
rence of events, by which we are able to examine the existence of specific patterns
of CPN markings to indicate whether there are norm conflicts. Algorithm 3 gives
a brief procedure of norm conflict detection in an instance of a norm net cap-
tured by a marked CPN model with respect to the occurrence of an event e. The
complete algorithm is provided in Appendix A.8.

The algorithm mainly consists of three steps. The first step is to construct the
CPN model of the norm net NN i being checked and the result is a CPN mapping
according to Definition 5.8. The second step is to obtain the new marking of the
CPN model with respect to the occurrence of the enabled steps given the event e.
Comparing the new marking with the previous one, we can derive the normative
state changes of all the component regulative norm nets in NN i by checking the
changes of the marking of the places labeled with S (Ps) and the places labeled
with V (Pv). The third step, including two sub steps, is to check the changes of
markings obtained from the second step to determine whether there is any norm
conflict in NN i with respect to the occurrence of the event e. The first sub step
checks whether NN i is evaluated to be violated. If so, the second sub step further
checks whether there are any two component regulative norm nets in NN i that
are respectively evaluated to be satisfied and violated, according to the changes
in the marking of the satisfied and violated places.

Up to now, we have shown the mechanism of detecting norm conflicts by means
of the CPN models of NNs. However, it is still not clear whether a norm conflict
found in a norm net is a weak or strong conflict in the sense that a weak conflict
can be avoided while a strong conflict cannot. To this end, we assume all the
possible instances ℵ of a norm net (i.e., all the possible states of the real system)
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Algorithm 3 Conflict Query: CFQ

Require: (NN i, e) . A norm net instance and an external event
Ensure: CFS . Conflicting status

1: . Obtain the new marking of a CPN model N given the occurrence of an enabled
step Y with the current marking M

2: function UpdateState(Y,M,N )
3: . The body of this function is presented in Appendix A.7
4: return M ′

5: end function

6: . (Step 1) Obtain the CPN mapping of the norm net instance NN i

7: 〈(N , Ps, Pv, Pvr, pso, pvo),M〉 ← Θ(NN i)

8: . (Step 2) Obtain the new normative state of NN i after the event e occurs
9: M ′ ← UpdateState(EStep(e,N ,M),M,N )

10: . (Step 3) Check the normative state changes of all the component regulative
norm nets in NN i

11: . (Step 3.1) Check whether the normative state of NN i is evaluated to be
violated with respect to the occurrence of the event e

12: CFS ← false
13: if M ′(pvo)−−M(pvo) > 0 then
14: for all (ps, pv) ∈ Ps × Pv do
15: . (Step 3.2) Check whether there are two component regulative norm nets

in NN i such that one is evaluated to be satisfied and the other is evaluated to be
violated with respect to the occurrence of the event e

16: if (M ′(ps)−−M(ps))> 0 and (M ′(pv)−−M(pv))> 0 then
17: CFS ← true
18: end if
19: end for
20: end if

and give the following definition.

Definition 6.7 (Weak conflict) A weak conflict is detected in a norm net NN with
respect to an event e iff (1) ∃NN i ∈ ℵ : CFQ(NN i, e) = true, and (2) ∃NN i′ ∈
ℵ : CFQ(NN i′ , e) = false.

The first condition indicates that there exists a norm net instance of NN in which
a norm conflict is found with respect to the occurrence of the event e. The second
condition indicates that there exists a norm net instance of NN in which no norm
conflict is found with respect to the occurrence of the event e.

Similarly, we give the definition of a strong conflict as follows.

Definition 6.8 (Strong conflict) A strong conflict is detected in a norm net NN with
respect to an event e iff ∀NN i ∈ ℵ : CFQ(NN i, e) = true.
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The condition of a strong conflict indicates that for every possible instance of the
norm net NN there is always a norm conflict found with respect to the occurrence
of the event e.

Given the definition of a weak conflict and strong conflict, we define a consist-
ent norm net as follows.

Definition 6.9 (Consistent norm net) A norm net NN is consistent iff ∀e ∈ EvNN,
neither a weak conflict nor a strong conflict is detected in NN .

A norm net is consistent if and only if the occurrence of any external event defined
in the norm net does not lead to a norm conflict (weak and strong).

The problem of detecting a weak conflict in a norm net by means of the CPN
model of the norm net is shown to be linear in the size of the possible norm net
instances. In the worst case, however, we have to search over all the instances in
the CPN model of the norm net. The problem of detecting a strong conflict is
also shown to be linear in the size of the possible norm net instances, but always
needs to go over all the instances in the CPN model of the norm net.

In this section, we have shown the definition of norm conflicts in the setting of
collective institutions, and presented a mechanism of detecting norm conflicts by
means of NNs and the CPN mapping. The norms specified by different institutions
are assumed to be at the same level of abstraction. However, in practice, norms
can be specified at different abstraction levels. For example, in a law system, there
are typically layers of legislation and rule-giving from the constitutional level to
the most concrete level of jurisprudence. To this end, in the next section, we
extend the study of norms to multiple levels and discuss how norms specified at
different levels are linked.

6.4 Norm Contextualization
In real world domains, norms are not specified at a single level of abstraction.
For example, usually laws are first issued at a higher abstraction level stating
the dos and don’ts in directing the actors’ behavior. Based on this abstract set
of norms, elaboration will be conducted according to the specific characteristics
and requirements of more concrete situations, which results into sets of contextual
specifications of norms. This elaboration process facilitates a detailed explanation
of the abstract norms in various application environments.

Following [117], we generalize three layers for modeling norms from abstract
statements to concrete operations in terms of NNs. Firstly a general norm net is
built to describe the expectations and boundaries for agent behavior in an abstract
way. At this layer, norm specification is assumed to be stable through the life cycle
of organizations. The second layer identifies the possible application contexts with
their differing requirements by which a set of contextual norm nets are derived
and present specific customizations to the general norm specification. At this
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layer, norm specification is bound with a certain context and is a reflection of the
particular needs of that context. Moreover, a contextual norm net can again refers
to sets of contextual norm nets in a recursive manner, which enables a flexible
normative structure and facilitates norm designing at multiple abstraction levels.

Before presenting the formalization of norm contextualization, we first intro-
duce the following definitions.

Definition 6.10 (Equal relation of regulative norm nets) A regulative norm net RNN is
equal to another regulative norm net RNN ′, denoted as RNN = RNN ′, iff (1)
CRRNN = CRRNN ′ , LTRNN = LTRNN ′ , and RTRNN = RTRNN ′ .

Definition 6.11 (Subsumption relation of regulative norm nets) A regulative norm net RNN
is an subsumption of another regulative norm net RNN ′, denoted as RNN ⊆
RNN ′, iff (1) RNN = RNN ′, (2) RNN ⊆ LTRNN ′ , or (3) RNN ⊆ RTRNN ′

Norms in OperA+ are captured by the normative structure which is formal-
ized by means of NNs. Therefore, we give the definition of contextualization of
normative structure as follows.

Definition 6.12 (Contextualization of normative structure) A contextualization of a norm-
ative structure is defined as a tuple (ctx, NN , NN ′) where

• ctx is a context as described in Definition 4.6,

• NN is a norm net, being referred to as general norm net,

• NN ′ is a norm net, being referred to as contextual norm net, such that

– RNNNN ⊆ RNNNN ′ ,

– CNNNN ⊆ CNNNN ′ ,

– ∀ε ∈ IvNN, ∃nc ∈ CNNNN ′ : νnc = ε,

– (AND(RNNNN , RNNNN ′), CNNNN ∪ CNNNN ′)
is a consistent norm net.

The contextualization of a normative structure is defined between two norm nets
such that the contextual norm net extends the general norm net by elaborating
its consisting regulative norms and constitutive norms. The link between the
concepts defined in these two norm nets is realized by the constitutive norms
(counts-as relations) defined in the contextual norm net. For example, when an
institutional event (Staff member, declare cost) defined in the general norm net is
refined in the contextual norm net as (PhD student, declare cost), a constitutive
norm needs to be defined in the contextual norm net to link the agents enacting
the role of PhD student to the role of Staff member such that the norms imposed
on Staff member can be applied to the agents. In particular, the refinement rela-
tions between roles can be obtained from the contextualization of social structure
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presented in Section 4.2.4, which may serve as a source for norm contextualiza-
tion. Moreover, the contextual norm net should be consistent with the general
norm net, i.e., there is no norm conflicts in the two norm nets.

A reflection of norm contextualization can be found from laws and regulations
in practice. The normative concepts in a refined context are more concrete. For
example, whether a document should be considered as a required certificate in
international trade depends on the context in which the concept of certificate is
used. A required certificate for importing fruit from China to the EU might not
counts as a required certificate for importing textile.

In general, a norm net can have multiple contextualizations with respect to
different context refienment relations, while different norm nets may be referred
to in one contextualization. Moreover, there is no clear boundary between two
contexts, i.e., the contexts of different norm nets may overlap. For example, a
context of the regulations for importing goods from Asia and another context of
the regulations for importing textile products.

Finally, at the third layer, based on the contextual norm nets which con-
tain enough information of the dos, don’ts and sub-ideals in specific situations,
the norms will be extended with operational aspects to capture the operational
meaning of the norms such as how the violation is detected (detection mechanism),
and what can be done by the organization to repair the violation and minimize
the negative influence[7]. Actors only need to reason about the norms at the
most concrete level but the process of contextualization helps them to identify
the applicable norms according to their situated environment.

6.5 Conclusions
The design of normative structures of OperA+ models is extended in this chapter.
We first introduce the concept of governance scope such that we can extend the
institution model to capture the control boundary of an institution. The formaliz-
ation of governance scope makes use of the context model presented in Chapter 3,
which in turn reflects the contextual feature of OperA+. We further illustrate
the coordination of multiple institutions in a virtual organization setting, which
enables us to elaborate the analysis of how multiple institutions regulate organ-
izational behavior.

It is possible that the norms in an organizational specification are not consist-
ent, especially when they are from different institutions. This is a critical problem
for organizational compliance since there might be no correct answer in determ-
ining whether or not an interaction structure is compliant if there are potential
conflicts in the normative design itself. For this purpose, we provide a study of the
problem of norm conflicts in terms of NNs. We differentiate between the concept
of a potential conflict and a conflict, in which the former may be avoided and
achieve a compliance while the latter cannot be avoided and will always lead to
a violation. Importantly, we also consider the influence of compliance relations
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between norms in the formation of norm conflicts, which provides an integrated
view on the analysis of a set of interrelated norms. To operationalize conflict
detection, we make use of the CPN mapping of NNs and illustrate how to use
state space of CPNs in detecting (potential) conflicts.

Norm contexutalization is another extension of normative design considered
in this chapter, which expand the normative structure of an OperA+ model ver-
tically, i.e., from abstract to concrete. We embed context refinement processes
with elaboration of NNs such that abstract normative concepts can be linked to
more concrete ones with respect to differing application environments (contexts).
This not only provides a modular approach for building normative structures that
improves both reusability and flexibility, but also enables actors to have a better
understanding of their dos and don’ts in changing environments.



Chapter7
Preference Structure

This Chapter has the following contributions:

• a formalism for modeling agent preferences,

• a computational method for evaluating preference satisfaction, and

• a framework for combined reasoning with agent preferences in the context
of norm compliance.

In the previous two chapters, we have shown the normative structure of organ-
izational models, which is used to guide and regulate the behavior of participants
towards the achievement of organizational objectives. Participants (human, soft-
ware, or organizations) are the individual actors upon whom organizations depend
to achieve their objectives. They are expected to follow the normative constraints
that are imposed on them through the roles they enact in the organization. How-
ever, participants are autonomous entities who are capable of controlling their
own actions. The autonomy nature of the participants implies that they have the
tendency to act upon individual interests and needs, which is important to ensure
personal satisfaction and involvement. To this end, it is necessary to take into
account the autonomy reflected in the preferences of the participating actors to-
gether with the conformity brought in by the normative structure in determining
the interaction structure of an organization model.

From a global perspective, normative constraints are imposed to direct the
behavior of the actors to ensure the achievement of organizational objectives.
From an individual perspective, the autonomy of individual actors indicates their
personal preferences, and influence their choices of actions to fulfill their roles

This chapter is based on our contribution to the 13th International Conference on Autonom-
ous Agents and MultiAgent Systems, pp. 1373–1374, 2014 [122].
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in the organization. These preferences could be conceived of as an individual’s
attitude towards a set of alternatives of actions. Considering both perspectives,
we argue that organizational compliance should go beyond norm compliance to
consider the satisfaction of the actors’ personal preferences. This requires the
representation of both normative constraints and personal preferences to evaluate
the effectiveness of possible interaction structures.

This chapter is organized as follows. In the next section, we discuss how
the notion of preference is used in agent systems. Section 7.2 introduces our
framework for combined reasoning with norms and preferences. In the following
three sections 7.3, 7.4 and 7.5, we illustrate in detail the three modules consisting
in the framework. Finally, we conclude this chapter in Section 7.6.

7.1 Preferences in Agent Systems
In the research of agent systems, the notion of preference has been introduced
to facilitate the decision making of agents when alternative plans are available.
For example, in [210], preferences have been incorporated into the BDI execution
process of agents and used to guide the choices made. In [105], temporal logic is
used for the representation of various kinds of goals and preferences, in which the
former are considered as hard constraints and the latter soft constraints for choos-
ing a most preferred action among the available ones. To address the problem
of conflicting guidance for agents, Myers and Morley combined a guidance-based
preference relation over plan choices with an ability to extend the set of options
considered by an agent when conflicts arise [160] .

A number of preference models for agents, e.g., [210] and [105], has been
inspired by the research in the planning domain where users’ preferences are con-
sidered to generate high quality plans. For example, in [23]), Bienvenu et al.
proposed a logical language for specifying preferences over the evolution of states
and actions associated with a plan and provided a semantics for the preference
language in the situation calculus. In [197], Son and Pontelli presented a declar-
ative language for the specification of preferences between possible solutions of
a planning problem, together with an implementation using answer-set program-
ming. Delgrande et al. developed a framework for characterizing preferences and
properties of preference-based planning [50]. The preference language they pro-
pose is propositional and distinguishes between choice preferences and temporal
preferences.

In this research, we extend the existing work of modeling agent preferences
[210] and [23], for the purpose of representing preferences of individual parti-
cipants in the setting of organizational interactions. More importantly, we in-
vestigated the integration of preference reasoning with the evaluation of norm
compliance such that we are able to find a balance between organizational control
and individual autonomy. In the following sections, we give a detailed illustra-
tion of our approach of modeling individual preferences and evaluating preference
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satisfaction in the context of norm compliance.

7.2 Reasoning with Preferences in Normative Systems
Organizational compliance should go beyond norm compliance to consider the
satisfaction of the actors’ personal preferences, which gives rise to the need of
representing both normative constraints and personal preferences to evaluate the
effectiveness of organizational interactions in a unified way.

To this end, we propose a framework for combined reasoning with agent pref-
erences in the context of norm compliance, as shown in Figure 7.1. It consists
of three modules: specification, evaluation and combined-reasoning. The specific-
ation module presents the normative constraints relevant to the control of the
organization, the preferences of the participating agents in the organization, and
the possible interaction plans of the agents. Given the specification module, the
evaluation module will evaluate each interaction plan following two parallel steps:
(1) the compliance evaluation is to verify the plan against the normative con-
straints and determine the compliance status of the plan, and (2) the satisfaction
evaluation is to verify the plan against the preferences of each agent and indicate
to what extent the agent is satisfied with the plan. As a result, we obtain an
integrated picture of the compliance status and the satisfaction level of all the
participating agents with respect to each plan. Finally, in the combined-reasoning
module, each agent uses its own combined-reasoning strategy to determine the
combined effects of each plan with the information obtained from the evaluation
module. As such, we are able to derive the effectiveness of each plan in achieving
a compliance balanced between norm compliance and preference satisfaction.

In the following sections, we illustrate each of these three modules in more
detail, with a travel case as an illustrating scenario.

7.3 Specification Module
In the specification module, we need to formalize the normative constraints, agent
preferences and interaction plans. For normative constraints, we use the normat-
ive language NNs presented in Chapter 5. To formalize agent preferences, we in-
troduce a preference language based on the approaches presented in [210] and [23].
The interaction plans are captured using the formalism (Definition 5.10) presented
in Chapter 5.

7.3.1 Preference Language
In this subsection, we present an extension of the preference language proposed
in [210] and [23] with the following three aspects:
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Compliance evaluation

Compliance-labeled plans 
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Interaction plans
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(obligations and prohibitions)

Individual agent 
preferences

Specification Module

Evaluation 
Module

Ranked plans with 
respect to each agent

Satisfaction evaluation

Combined-reasoning 
Module

Figure 7.1: Combined reasoning framework

(1) an agent’s preferences are specified over actions. For example, Carl prefers
the action of taking a plane over the action of taking a train.

(2) agents’ preferences are not restricted to its own actions but might depend on
other agents’ actions. For example, Carl has a preference of taking a plane
over taking a train if the other two members Alice and Bob in the group
choose to take a plane (example1).

(3) an agent’s preference might depend on the actions of some other agents enact-
ing a particular role in the organization. For example, Carl has a preference
of taking a plane over taking a train if the leader of the group chooses to
take a plane (example2).

It can be seen that agent preferences are specified over sequences of actions relating
to specific agents or roles. In this sense, preferences are not isolated but have
an interactive nature, which enables a richer expressiveness of how the agents
perceive themselves in an organizational setting where collective objectives need
to be achieved through their interactions.

Following the naming conventions in [210] and [23], we use basic desire formu-
las to represent basic statements about the preferred actions, atomic preference
formulas to represent an ordering over basic desire formulas and general preference
formulas to express atomic preference formulas that are optionally subjected to a
condition. The preferences of an agent are specified as a set of general preference
formulas.
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Definition 7.1 (Basic desire formula) A basic desire formula is defined as a tuple (ag,
pr, flag) where

• ag is an agent identifier, indicating to whom this preference belongs,

• pr ∈ LE is an event formula (a combination of actions relating to some
agents or roles), indicating the content of this preference, and

• flag ∈ {true, false}, indicating whether pr is preferred (true) or not pre-
ferred (false).

By using event formulas, we can express preferences of an agent over sets of
actions with various relations (absence, conjunction, disjunction, sequence). For
example, one may have a preference of checking in at the hotel before attending
the meeting which indicates a preference over a sequence of actions. Specifically,
flag is used to specify whether some actions are preferred or not preferred. For
example, one may have a preference of not taking a plane, with the attribute of
flag setting to be “false”. In this sense, if there is no action of taking a plane
occurred, the preference is satisfied. Note that we allow the preference of an agent
to be specified over the actions of other agents as well as roles, i.e., the agent could
prefer some other agents (enacting specific roles) performing some actions. For
example, the group leader might have a preference that the group members take
a train for the travel. In this case, if all the group members take the action of
taking a train, the preference of the group leader is satisfied.

Basic desire formulas are articulated over a single affair and provide the build-
ing blocks of our preference language in terms of event formulas. While, in prac-
tice, preference are more often stated over several affairs to indicate the differing
degrees of favor among several alternatives. To represent such preferences, we
give the definition of an atomic preference formula.

Definition 7.2 (Atomic preference formula) Let vmin and vmax be numeric values such
that vmin < vmax. An atomic preference formula is of the form
η0(v0) � . . . � ηn(vn), n ≥ 0, where

• ηi = (ag, pr, flag) is a basic desire formula,

• ∀ηi, ηj , 0 ≤ i, j ≤ n, i 6= j : (ag)ηi = (ag)ηj, and

• vmin ≤ vi ≤ vmax and vi < vj for i < j.

An atomic preference formula presents a preference of the same agent (indic-
ated by the second condition) over a set of alternatives ηi, each of which is assigned
a value indicating the cost of taking a specific alternative. Thus the lower the
index i is the more preferred the alternative is, i.e., the less the cost is the more
the alternative is favored. In addition, it is the least preferred when none of these
alternatives are satisfied. Following [210], we use vmin = 0 and vmax = 100. An
example of an atomic preference formula is (Alice, (Alice, take train), true)(20)
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� (Alice, (Alice, take plane), true)(60). This indicates that Alice prefers taking a
train over taking a plane, and the degrees of preference are 20 and 60 respectively.

Another type of preferences is conditional preferences, i.e., only when some
conditions hold the preference is activated. For example, one may prefer taking
a plane over taking a train if the other partner takes a plane. In order to specify
such preferences, we give the definition of a general preference formula to express
atomic preference formulas that are optionally preceded by a condition.

Definition 7.3 (General preference formula) A formula φ is a general preference for-
mula if one of the following holds:

• φ is an atomic preference formula,

• φ is γ : Ψ, where γ is an event formula (called condition), and Ψ is an
atomic preference formula,

Notice that, in general preference formulas, conditions are built over event
formulas. That is, agent preferences may rely on either the actions of specific
agents or the actions relating to particular roles. For example, we can express the
examples example1 and example2 given at the beginning of this subsection as
the following general preference formulas.

• conditioned on the actions of some agents, the first formula is
(Alice, take plane) ∧ (Bob, take plane): (Carl, (Carl, take plane), true)(v1)
� (Carl, (Carl, take train), true)(v2).

• conditioned on the actions relating to a role, the second formula is
(leader, take plane): (Carl, (Carl, take plane), true)(v3) � (Carl, (Carl,
take train), true)(v4).

In the preference specification, an issue is worth discussing. Assume that
Bob has a preference described as (Bob, (Bob, take train), false)(20) � (Bob,
(Bob, take plane), true)(30), indicating that Bob has a preference of not taking
a train over taking a plane, and suppose there are two candidate plans (Bob,
take plane) and (Bob, drive). Since both plans satisfy the preference (Bob, (Bob,
take train), false), they both obtain a satisfaction of 20. However, the first plan
also satisfies the preference (Bob, (Bob, take plane)), which obtains a satisfaction
of 30. According to [210] and [23], we should select the minimum value 20 for
the first plan and thus the two plans are at the same satisfaction level. This
contradicts the intuition that the first plan should be more preferred since Bob
has an explicit preference of taking a plane. In such cases, we might need more
elaborated metrics for the satisfaction evaluation.

Given the preference formulas defined above, we capture the preferences of
orgarnizational participants and thereby construct the preference structures of
OperA+ models. Formally, we give the definition of a prefernce structure as
follows.
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Definition 7.4 (Preference structure) A preference structure PS is defined as a set of
general preference formulas {φ1, φ2, . . . , φn}.

A preference structure consists of a set of preference formulas which are related
to different agents participating in the organization. It is possible that some of
the agents do not disclose their preferences and other agents have more than one
preferences. Thus, the set of preference formulas may not cover the preferences
of every agent in an organization.

The link between the preference structure and the social structure of an or-
ganizational model is the set of roles and agents specified in the social structure
and the set of preferences defined over the actions of the agents and roles in the
preference structure.

7.3.2 Contextualization in Agent Preferences
As described in Chapter 3, organizations place varying compliance requirements
on agent behavior with respect to different contexts, which can be reflected from
the construction of social relations and normative constraints in OperA+. In this
sense, agents need to understand the context where they are situated and adapt
their behavior and decision making strategies accordingly.

Primitive preferences

Context-dependent 
organizational concepts

(O, (driver, drive_on_right), λ, λ)

(Alice, (Alice, drive_safe), true)

Contextualized preferences

(agent, (agent, drive_on_right), true) (agent, (agent, drive_on_left), true)

context: NL context: UK

co
u
n
ts
-a
s

co
u
n
ts
-a
s

learning

contextualization

learning

contextualization

(O, (driver, drive_on_left), λ, λ)

context: NL context: UK

Figure 7.2: Contextualization of agent preferences.

Agents themselves, not necessarily participating in a specific organization, may
have some primitive preferences, indicating their abstract values and interests.
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When the agents come into a concrete context, the abstract preferences of the
agents need to be linked to the concrete concepts used in the context. For example,
an agent Alice has a primitive preference of driving safely. Assume we have two
contexts ctx1 = NL and ctx2 = UK in terms of the geographical difference. In
ctx1 there is a regulation saying that drivers should drive along the right side of
the road (drive on right), while in ctx2 it is prescribed that drivers should drive
along the left side of the road (drive on left). When the agent comes into ctx1
or ctx2, the agent has to associate its abstract preference of driving safely to the
obligation of driving on the right or driving on the left, generating two different
contextual preferences. Therefore, with respect to different contexts, agents have
to contextualize their primitive preferences such that they can reason about the
organizational concepts in differing contexts.

The process of contextualizing abstract preferences can be seen as preceded
by a learning process of agents when they come into different contextual settings.
This largely exist in our everyday life, e.g., when we move into a new country,
study in a new university, join in a club. We have to adapt ourselves to the
new environment, and apply the contextual information in the new environment
to refine our abstract preferences. In order to formalize the contextualization of
agent preferences, we adopt the counts-as rules proposed by Searle [188], which
have been widely studied by researchers to connect abstract concepts to more
concrete ones. Figure 7.2 shows the outline of the preference contextualization
framework through an example.

7.4 Evaluation Module
The evaluation module (cf. Figure 7.1) consists of two operations: compliance
evaluation and satisfaction evaluation. For the compliance evaluation, we use the
CPN-based computational model presented in Chapter 5. For the satisfaction
evaluation, we extend this computational model and propose a set of mapping
rules to operationalize the aggregation evaluation of individual preferences.

7.4.1 Operationalization of Preference formulas
Preference formulas are built over event formulas using numeric values to indicate
different levels of preferences. In general, there are two types of information that
needs to be represented: (1) the events constituting a preference formula and
the relations between the events as shown in Definition 5.2, and (2) different
levels of satisfaction and more importantly the evaluation of agent actions with
respect to different types of preference formulas, i.e., under what conditions a
preference is satisfied and to what extent the preference is satisfied (indicating by
the satisfaction value).

In the following, we illustrate by examples how such information is captured
in Colored Petri Nets with respect to different types of preference formulas. In
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graphical representation, agents are indicated by the black dots with the inform-
ation carried by the agents displayed next to the dots, the types of the agents
are indicated by the kinds of information the agents can carry (e.g., name, role,
and satisfaction value), actions are indicated by rectangles, the availability of the
actions to the agents are indicated by the arcs going from the circles to the rect-
angles, and the changes of the agents’ satisfaction values are indicated by the
expressions above or below the arcs.

The color sets defined for the CPN mapping of preferences are listed in Table
7.1. The color set Agent is defined as string and the values are the names of
agents. Each role r is defined as a different color set through the operator with
and the name of the role. The color set satis is int and the values are integers,
indicating different levels of preference satisfaction. Agents enacting a specific
role are represented by the color set r ag which is a product of the color sets
Agent and r. Similarly, the satisfaction of agent is represented by the color set
agent satis which is a product of the color sets Agent and satis, indicating the
an agent’s satisfaction level.

Color Sets Example Explanation
colset Agent = string; “Alice” an agent named “Alice”
colset r = with namer; Group leader a role named Group leader
colset satis = int; 20 a satisfaction level 20
colset r ag =
product r ∗Agent;

(Group leader,
“Alice”)

the agent “Alice” enacting
the role Group leader

colset agent satis =
product agent ∗ satis;

(“Alice”, 20) the agent “Alice” has a sat-
isfaction level of 20

Table 7.1: Color sets defined for the mapping of agent preferences

Basic desire formulas: Figure 7.3(a) gives the graphical representation of
the preference formula η0, expressing that Bob prefers taking a plane. Initially,
the agent Bob situated in the left circle, has not performed the action take plane.
Accordingly his preference η0 is not satisfied, which is indicated by the satisfaction
value 100 (vmax) carried by the token in the right circle (labeled SE ). After
performing the action, Bob moves to the place SE and his satisfaction value
changes to 0 (vmin), indicating that his preference η0 is satisfied. SE represents
the Satisfaction Evaluation of the corresponding preference formula by extracting
different satisfaction values attached to an agent, i.e., 0 (satisfied) or 100 (not
satisfied). Note that for simplicity, we assume here a complete knowledge of the
domain options (e.g. traveling by car is not traveling by plane). In Figure 7.3(b),
η1 represents that Bob prefers not taking a train. Initially, the satisfaction value
of Bob is set to 0, indicating that η1 is satisfied. When the event (Bob, take train)
occurs, the satisfaction value changes to 100, indicating that η1 is not satisfied
any more. Algorithm 4 shows the procedure of generating the CPN model of a
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take_plane

η0 = (Bob, (Bob, take_ plane), true)

SE

 Bob 
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v2=100

( Bob , 0)
v1=100
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agent

agent agent_satis

agent_satis

Figure 7.3: CPN pattern of a basic desire formula

given basic desire formula.

Algorithm 4 CPN mapping of a basic desire formula: BDF CPN

Require: (ag, pr, flag, vmin, vmax)
Ensure: (N , pSE)

. obtain the CPN model of the event formula pr
N ← EventFormula CPN(pr)

. update the color of the sink place of the CPN model N
colset satis = int
colset agent satis = product Agent ∗ satis
CN ← CN ∪ (SKPN , agent satis)

. add the satisfaction info depending on the flag component
AN ← AN ∪ (SKPN , ITSKPN )
if flag = true then . preferred

M(SKPN )← (ag, vmax)
E(ITSKPN , SKPN )← (ag, vmin)
E(SKPN , ITSKPN )← (ag, vmax)

else . not preferred
M(SKPN )← (ag, vmin)
E(ITSKPN , SKPN )← (ag, vmax)
E(SKPN , ITSKPN )← (ag, vmin)

end if
pSE ← SKPN

Atomic preference formulas: In Figure 7.4, the model of an atomic prefer-
ence formula is presented, which consists of the two basic desire formulas η0 and
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η1. With values of 20 and 30 respectively defined on η0 and η1, their levels of

take_train

 Bob 

take_plane

 Bob 
η0(20)>>η1(30)

SL
v21=30

v22=100

v11=20 ( Bob , 30)++

( Bob , 100)

v12=100
min SE

agent

agent

agent_satis agent_satis

Figure 7.4: CPN pattern of an atomic preference formula

preferences are differentiated. The combination of these two basic desire formulas
is featured by a place labeled SL which keeps a Satisfaction List of all the consti-
tuting basic desire formulas, i.e., which constituting preferences are satisfied and
which are not. The satisfaction evaluation of the atomic preference formula will
be the lowest satisfaction value in the place SL. To operationalize such a process,
a construction min is used to transfer the lowest satisfaction value from SL to the
Satisfaction Evaluation place SE. Algorithm 5 gives the procedure of generating
the CPN model of a given atomic preference formula.

General preference formulas with conditions: For preference formulas,
Figure 7.5 shows an example based on Figure 7.4. There are mainly three adjust-
ments: (1) the condition ϕ is connected to both η0 and η1, indicating that only
when the condition holds the two preferences can be Activated (corresponding to
the place labeled A), (2) there is a satisfaction value 0 attached to the agent Bob
in the place labeled SL, indicating that the preference indicated by ϕ : η0(20) �
η1(30) is not activated initially 1, and (3) the place SL is connected to the place A
through a null transition such that when the condition holds (an agent situates in
the place A) the agent with the satisfaction value 0 will be removed from SL. The
connections from the place A are bidirectional arcs since the condition is needed
by several actions to activate the satisfaction evaluation. The unlabeled action is
an action that occurs as soon as it is enabled. Algorithm 6 presents the procedure
of generating the CPN model of a given general preference formula.

1If a preference is conditional, it does not contribute to the aggregation evaluation when the
condition does not hold and thus we add a token with the satisfaction value 0 initially.
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Algorithm 5 CPN mapping of an atomic preference formula: APF CPN

Require: {(η0, v0), (η1, v1), . . . (ηn, vn)}
Ensure: (N , pSL, pSE)

. build a CPN model for each basic desire formula contained in the atomic preference
formula
for i = 0→ n do

(ag, pr, flag, vmin, vmax)← ηi
(Ni, pSEi)← BDF CPN(ag, pr, flag, vi, vmax)

end for

. combine the CPN models and adjust the satisfaction information
CN ← CN ∪ {(pSL, C(pSE0))}
for i = 1→ n do

M(pSL)←M(pSL) + +M(pSEi)
end for
for i = 0→ n do

SKPNi ← pSL

end for

. add a construction min such that the minimum value of the satisfied alternatives
can be obtained
PN ← PN1 ∪ . . . ∪ PNn ∪ {pSE}
TN ← TN1 ∪ . . . ∪ TNn ∪min
AN ← AN1 ∪ . . . ∪ANn ∪ {(pSL,min), (min, pSE))}
ΣN ← ΣN1 ∪ . . . ∪ ΣNn
CN ← CN1 ∪ . . . ∪ CNn ∪ {(pSE, C(pSL))}

γ : Ψ 

Atake_plane

 Alice 

γ = (Alice, take_ plane)

take_train

 Bob 

take_plane

 Bob 

SL
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v22=100

v11=20 ( Bob , 0)++
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( Bob , 100)

v3=0
null

v12=100

min
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agent_satis

agent_satis

agent

agent

agent

agent

Ψ = η0(20)>>η1(30)

Figure 7.5: CPN pattern of a general preference formula
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Algorithm 6 CPN mapping of a general preference formula: GPF CPN

Require: (γ,Ψ)
Ensure: (N , pSE)

. create the CPN model of the condition γ
Nγ ← EventFormula CPN(γ)

. create the CPN model of the atomic preference Ψ
(NΨ, pSL, pSE)← APF CPN(Ψ)

. combine the CPN models and adjust the satisfaction information
{(η0, v0), . . . (ηn, vn)} ← Ψ
(ag, pr, flag, vmin, vmax)← η0 . obtain the name of the agent
for all p ∈ SCPNΨ do

A′ ← A′ ∪ {(SKPNγ , OTp), (OTp, SKPNγ )}
end for
M(pSL)←M(pSL) + +(ag, vmin)
TNΨ ← TNγ ∪ TNΨ ∪ null
PNΨ ← PNγ ∪ PNΨ

ANΨ ← ANγ ∪ANΨ ∪A
′ ∪ {(pSL, null), (SKPNγ , null), (null, SKPNγ )}

ΣN ← ΣNγ ∪ ΣNΨ

CN ← CNγ ∪ CNΨ

EN ← ENγ ∪ ENΨ ∪ {((pSL, null), (ag, 0))}

7.4.2 Aggregating Preference Formulas
Each agent can possibly have more than one preference, which leads to the ques-
tion of how to aggregate the evaluation results of individual preferences relating
to the same agent. In [23], the authors reviewed several aggregation methods.
Among them, conjunction and disjunction are two simple aggregation methods,
in which conjunction is to maximize the satisfaction of all the component prefer-
ences, whereas disjunction indicates that an agent would be content if any of the
component preferences are satisfied. In cases where an agent’s preferences are of
greatly different levels of importance, an appropriate aggregation method is to use
the standard lexicographic ordering, which can also be combined with conjunc-
tion and disjunction. In cases where the component preferences are considered
equally important, a well-suited method is to firstly sort the levels of satisfaction
of the component preferences in non-decreasing order and then apply the lexico-
graphic ordering. In cases where the preferences are attached with numeric values
to indicate different levels of importance, a simple method is to sum the levels
of satisfaction of the component preferences, which amounts to maximizing the
average level of satisfaction.

The preference language introduced in Section 7.3.1 uses numeric values to
indicate different levels of importance (a value indicates the cost relating to an
alternative). Following [210] and [23], an appropriate aggregation method is to
sum the evaluation results of an agent’s component preferences. Accordingly,
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Figure 7.6 gives a CPN construction of this summation method, which is realized
by taking the evaluation results of all the component preference formulas as an
input. The aggregation result will be produced in the place labeled PS indicating
the overall Preference Satisfaction of an agent. Algorithm 7 gives the procedure
of generating the CPN model of aggregated preferences of an agent.

preference p1 SE

SE

... sum PS

...

Agent ag

preference pn

Figure 7.6: CPN pattern of preference aggregation

Algorithm 7 CPN mapping of aggregated preference formulas: AGPF CPN

Require: {(γ1,Ψ1), . . . , (γn,Ψn)}
Ensure: (N , pPS)

. Obtain the CPN mapping of each general preference formula
for all i = 1→ n do

(Ni, pSEi)← GPF CPN(γi,Ψi)
end for

. Aggregate all the general preference formulas
TN ← TN1 ∪ . . . ∪ TNn ∪ {sum}
PN ← PN1 ∪ . . . ∪ PNn ∪ {pPS}
for all i = 1→ n do

A′ ← A′ ∪ {(pSEi , sum)}
end for
AN ← AN1 ∪ . . . ∪ANn ∪A′ ∪ {(sum, pPS)}
ΣN ← ΣN1 ∪ . . . ∪ ΣNn
CN ← CN1 ∪ . . . ∪ CNn ∪ {(pPS, pSE0)}
EN ← EN1 ∪ . . . ∪ ENn

7.4.3 Evaluating Agent Interactions
Up to now, we have introduced all the formalisms for the construction of the social
structure, normative structure, and preference strucuture of OperA+. Given an
organizational model, the social structure specifies a set of interdependent roles,
the normative structure specifies a set of norms, and the preference structure
specifies a set of agent preference, which are used to regulate and direct the
interactions of the participating agents. The interactions between the agents are
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captured by a set of interaction plans (sequences of agent actions). In order to
evaluate agent interactions in an organization, on the one hand, we check whether
the actions of the agents are complying with the norms according to the roles they
enact, and on the other hand, we evaluate to what extent the preferences of the
agents are satisfied.

In Chapter 5, we have shown the mechanism of checking norm compliance
of agent interactions, i.e., whether the actions of the agents violate the norms
imposed by the organization where the agents enact roles. In this section, we
show how to include the evaluation of agent preferences in this mechanism such
that we are able to reason about both aspects on agent interactions in a unified
way. Firstly, we assume a set of norms captured by a norm net NN and a set
of agent preferences captured by a set of preference formulas Φ. Accordingly, we
construct a hierarchical CPN model of both NN and Φ. Given an interaction plan
IP , compliance checking is achieved using the compliance query algorithm CLQ
(Algorithm 2) presented in Chapter 5. The results are indicated by labeling each
plan with compliant (C), sub-ideal compliant (C∗) or violated (V), in which C∗

means that there are repaired violations. To realize the satisfaction evaluation, we
extend the normative evaluation approach by integrating the mapping rules for
agent preferences described in Section 7.4.1. Algorithm 8 gives a brief description
of how the integrated model is used. The detailed procedure is shown in Appendix
A.9.

Algorithm 8 Evaluation of norm compliance and preference satisfaction

Require: (〈(NH , Ps, Pv, Pvr, pso, pvo, PPS),M〉, IP )
Ensure: (CE,PS)
1: function UpdateMarking(Y,M,N )
2: . the body of this function is presented in Appendix A.9
3: end function

4: . Norm compliance and preference satisfaction
5: for j = 1 to |IP | do
6: M ′ ← UpdateMarking(ESteps(IP [j],N ,M),M,NH)

7: . (1) Compliance checking
8: CE[j]← ComplianceEva(M,M ′, Pvr, pvo)
9: end for

10: . (2) Satisfaction evaluation
11: for all p ∈ PPS do
12: i← 1
13: PS[i]←M ′(p)
14: i← i+ 1
15: end for

The algorithm needs three inputs: a hierarchical CPN model NH capturing
a set of norms and a set of agent preferences, a marking M , and an interaction
plan IP . The body of the algorithm consists of two major steps. The first step



128 PREFERENCE STRUCTURE

calls the function ComplianceEva to realize compliance checking. The second
step realizes the satisfaction evaluation by checking all the places labeled PS to
obtain the satisfaction value of all the agents, according to the updated state of
the CPN model after the occurrence of each each event in the interaction plan.

7.5 Combined-reasoning Module
Up to now, we have shown the formalisms to capture normative constraints and
agent preferences, and the mechanisms to evaluate norm compliance and prefer-
ence satisfaction. However, as illustrated at the beginning of this chapter, these
two sources of information need to be combined in the evaluation of agent in-
teractions such that we can find a balance between organizational control and
agent autonomy in the achievement of organizational compliance. There are two
possible ways of combining such information. One is to specify preferences over
compliance states, and the other is to specify different strategies of combining
compliance and preference evaluation results. Given that we don’t yet consider
preferences over compliance states, here we introduce some examples of combina-
tion strategies at two different levels of reasoning. The first level is the agent level
which shows the strategies that might be used by individual agents in terms of
the possible types of the agents. The second level is the organization level which
shows the strategies that might be adopted by organizations in terms of the types
of social environments where the organizations live.

7.5.1 Agent Level
From an agent’s perspective, whether a interaction plan is adopted depends on the
combined-reasoning strategy of the agent by which the agent combines the two
sources of information (norm compliance and preference satisfaction) to reason
about the feasibility of the plan. We exemplify three categories of agents with
their respective combined-reasoning strategies as follows:

(1) Selfish agents only care about their personal preferences and thus their strategy
is to maximize their own satisfaction level without considering the normative
consequence.

(2) Norm-aware agents are more concerned with norm compliance and thus their
strategy is to maximize their own satisfaction level provided that all the
norm are complied with.

(3) Social agents are more concerned with the social welfare and thus their
strategy is to maximize the satisfaction level of the whole population.

With respect to their strategies, the individual agents can make the decisions on
which interaction plan to execute. Notice that the agents will use such a reasoning
process continuously according to the changes in the environment.
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7.5.2 Organization Level
From an organizational perspective, norm compliance is an important feature for
interaction plans since violations may cause a failure to the organization as a
whole. Therefore, at the organization level, a preliminary strategy for combined
reasoning is to minimize the violations in the organization. Furthermore, we can
have different strategies in terms of the possible types of social environment where
the organization is situated. Here we show two possible examples:

(1) In a hierarchical organization, the satisfaction of the agents with higher au-
thority (indicating by the role relation in OperA) in the organization might
be more important and therefore the reasoning strategy of the organization
would be to maximize the preference satisfaction of such agents (usually
associated with particular roles).

(2) In a horizontal organization (sometimes it is referred to as a flat organiza-
tion), the agents are equal in status and thus the reasoning strategy of the
organization would be to maximize the average satisfaction level of all the
agents.

The organization-level combined-reasoning is based on the availability of the
individual agents’ preferences. It can serve as a macro-control on top of the indi-
vidual agents’ reasoning processes, which seeks a trade off among the differences
of the autonomous agents’ preferences from a system perspective.

7.6 Conclusions
In this chapter, we introduced a preference language for the construction of the
preference structure of OperA+, which enables to capture the individual prefer-
ences of participants in organizations. Furthermore, we explored the integration
of agent preferences with normative constraints in the evaluation of agent interac-
tions, which aims to find a balance between organizational control and individual
autonomy in achieving organizational compliance.

From an individual perspective, the combined reasoning approach can provide
the necessary information for agents to make decisions considering both normative
constraints and personal preferences. From an organizational perspective, if we
have the knowledge of all the participating agents’ preferences in the organization,
the overall evaluation of the agents’ interactions can be elaborated. However,
in domains where privacy issues are concerned, some agents might not want to
disclose their preferences. In such cases, mechanisms are needed to deal with
incomplete information in the combined reasoning of agent interactions at the
organization level.

An assumption of applying the combined reasoning approach is that the prefer-
ences of the actors can be obtained. It is either the case that the actors themselves
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have the knowledge of such information, or it is possible to derive such informa-
tion from the past behavior of the actors. In the latter case, there is a separate
research domain where a number of approaches have been proposed for mining
and eliciting the preferences of actors (e.g., [107], [125]). Furthermore, we have
shown that actors usually have some primitive preferences which are at a high
level of abstraction and rarely change over time. When they participate in dif-
ferent organizational contexts, their primitive preferences need to be elaborated
such that they can reason about the context-specific occurrences.
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Chapter8
Application: Social Structure

This Chapter has the following contributions:

• two application studies of social structure: a railway system and an inter-
national trade system,

• some design guidelines for the construction of social structures

In this Chapter, we present two application cases for the illustration of how the
social structure of an organizational model is constructed. The first case concerns
a train maintenance system [121], by which we show how social structures can be
derived from the operational model of an organization. The second case study
concerns an international trade system [120], by which we show how social struc-
tures can be derived by starting with the general objectives of an organization.
Based on the two application cases, finally we provide some design guidelines for
the construction of social structures in organizational design.

8.1 Train Maintenance system

8.1.1 Case Description
Railways are made up of hundreds of thousands of moving parts. If a railway
service is to be reliable, the equipment must be kept in good working order and

Parts of this chapter have been published. Section 8.1 is based on our contribution to
the 2012 IEEE/WIC/ACM International Conference on Intelligent Agent Technology, pp. 196-
203, 2012 [121]; Section 8.2 is based on our contribution to the International IFIP Electronic
Government Conference, pp. 308-319, 2011 [120]; Section 8.3 is based on our contribution to the
13th International Workshop on Coordination, Organisations, Institutions and Norms @ IAT
2011, pp. 58-74, 2011 [119].
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regular maintenance is the essential ingredient to achieve this. In the railway
system under our study, train maintenance currently occurs on a regular mileage
or time basis. The question whether a job has to be executed, follows from
inspection results obtained at the depot. To compensate for the uncertainty with
respect to the execution of individual jobs, the volume of resource exceeds the
average demand and slack is build into production plans. To improve the ratio
of fleet availability and maintenance resources, as well as operational reliability,
the maintenance department is planning to use information that is available from
sensors and computers on board of trains, such that it is possible to model the
actual status of trains and to predict orders for specific maintenance jobs.

Within the scope of the problem, different organization actors are involved,
each having its own internal functional structure. We assume that each of them
complies to some set of overall system objectives, so one can speak of an “Or-
ganizational Distributed Decision Making (DDM) System” [185]. In this DDM
system, we consider three types of agents: human planners, software systems,
and (parts of) organizations. Human planners make the final decisions, while the
software systems support the process by communicating potential consequences of
different plan options and by giving suggestions to solve conflicts and to optimize
plans.

8.1.2 Current Situation Analysis
Operational Model

In the domain of train maintenance introduced in the previous section, the op-
erational model of the current railway system is depicted in Figure 8.1, which
describes the involved entities and their information dependencies. The three
main entities involved are the Train Operating Company (TOC), the Infrastruc-
ture Manager (IM) and the Rolling Stock Maintenance company (RSMC). TOC
makes the time schedule for the train services provided, while IM controls the
physical flow of trains across the railway network. To enable the transfer of a
specific train to one of the RSMC depots, TOC requests IM to assign the physical
train to a path planning which finally leads to the depot. The time horizon spans
approximately one week. RSMC prescribes to TOC both the mileage and time
interval that is applicable to a specific train type, defines the content of the main-
tenance program (i.e. the set of jobs to be executed), and manages the depots.
Within these entities, different organizations of sub-entities cooperate to realize
the corresponding functionalities.

General Specification

At the top level, there are three major responsibilities of the system with respect
to the three main entities involved, i.e., TOC, IM and RSMC. Accordingly, we
can derive a general specification consisting of three interrelated roles Maintenance
Order Provider (MOP), Transfer Service Provider (TSP) and Maintenance Service
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Figure 8.1: Operational model of the current railway system

Provider (MSP). MOP has the objective to plan maintenance orders according to
the maintenance program or actual conditions. TSP has the objective to transfer
trains to depots as requested by the MOP. MSP has the objective to execute
maintenance tasks according to the maintenance program of the trains sent to the
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depots. MOP depends on TSP to transfer the train to depots when maintenance
is needed, and depends on MSP to execute the maintenance tasks. MSP depends
on TSP to transfer the train such that maintenance can be done. Formally, the
general specification is defined as follows.

• SSgsTM = ({MOP, TSP, MSP}, {(MOP, TSP, train transferred), (MOP,
MSP, train maintained(train, report)), (MSP, TSP, train transferred(train,
route))})

Contextual Specification

In this application case, we focus on a specific application domain concerning
train maintenance. In this application domain, the main situational variable is
the states of the trains, which are of two kinds, i.e., with the threshold usage
of mileage and time, and with unexpected failure. Corresponding to these two
states, the railway system delivers two types of services. One is regular mainten-
ance by planned depot visits. The other is emergent repair by unplanned depot
visits. Given the two kinds of states of the trains and the corresponding services
delivered by the railway system, two sub-domains can be identified, captured by
two contexts. The first context ctxPM is called planned maintenance which corres-
ponds to the regular maintenance service for the trains with the threshold usage
of mileage and time. The second context ctxUM is called unplanned maintenance
which corresponds to the emergent repair service for the trains with unexpected
failure. Focusing on different situations, these two contexts pose differing require-
ments for the enactment of the roles presented in the general specification SSgsTM,
which derives two contextual specifications.

1. Planned maintenance

According to the maintenance program, trains are sent to depots for inspection
and repair at regular intervals. TOC is responsible for checking the mileage
and time usage of each train and delivering them to a depot according to the
maintenance rules. Usually, the depot visit order is planned one week in advance
so that IM can plan a physical route to transfer the train to a depot. At the
same time, the depot will receive related information from IM about the expected
arrival time of the train and from TOC the usage data of the train. When the train
arrives at the depot, there are mainly two categories of maintenance work that
will be done: (a) ordinary inspection and repair maintenance, and (b) additional
work such as replacing main parts, small design changes and overhaul work, which
usually cost more time and resources.

In this context, MOP enables an organization of two sub-roles: Operational
Data Administrator (ODA), Maintenance Order Planner (MOPN). ODA has the
objective to signal the need of specific trains for planned maintenance. It should
have the capability to process the usage data delivered daily by TSP, to com-
pare the cumulative data with the applicable thresholds, and to report on the
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remaining gaps. To guarantee safety, MOPN has the objective to let the trains be
maintained before the critical mileage or time interval is exceeded and to assure
fleet availability, while minimizing the life-cycle cost, and it depends on ODA
for the mileage and time usage of the trains. MOPN requires the capabilities to
generate, update, and communicate feasible depot visit plans, and to maximize
the use of the trains based on the mileage and time interval allowed.

TSP consists of two sub-roles: Traffic Data Administrator (TDA) and Main-
tenance Routing Planner (MRP). TDA has the objective to provide information
about the availability of routing options, to keep track of the assignment of trains
to planning paths, and to provide daily mileage data of trains. It should have
the capability to store, update and query routing plans over time. MRP aims to
facilitate the transfer of trains to depots as requested by MOP by making feas-
ible routing plans for specific trains and by managing the plan execution, and it
depends on TDA for the availability of routing options.

MSP is enabled by a lower-level organization of the two sub-roles Maintenance
Job Administrator (MJA) and Maintenance Job Executer (MJE). MJA has the
objective to keep track of the maintenance jobs performed on trains and to signal
the need for new jobs. Since MOP acts upon the usage data or urgent failures
with the aim to have a train merely transferred to a depot, MJA has to identify
the precise content of the work to be done, i.e. it has to specify the specific jobs
to be scheduled. It requires the capabilities to keep track of the physical config-
uration of trains and the usage of the components, and to generate jobs regarding
planned maintenance, component exchange, and modifications. MJE itself can be
decomposed into three sub-roles, Maintenance Job Planner (MJP), Maintenance
Production Manager (MPM), and Maintenance Mechanics Team (MMT). MJP
has the objective to assign feasible working plans to train depot visits. It should
have the capability to group the jobs generated by MJA in such a way that the
plan meets the time constraints and resource availability. MPM has the objective
to assign jobs for execution to MMT, monitor the progress, and adjust the plan
when necessary. It requires production management capabilities. Finally, MMT
has the objective to actually perform the maintenance jobs as assigned to them,
according to the work descriptions and safety regulations. Agents enacting this
role should be trained and certified to do so. In the organization of MSP, MJA
depends on MJE to have the maintenance jobs executed. In the organization of
MJE, MJP depends on MPM to have the jobs assigned and depends on MMT to
have the jobs performed.

Based on the description above, we then derive a contextual specification from
the general specification SSgsTM with respect to ctxPM, formalized as below.

• ctxPM = {regular maintenance service},

• SScsTM1 = ({MOP, TSP, MSP}, {(MOP, TSP, train transferred), (MOP,
MSP, train maintained(train, report)), (MSP, TSP, train transferred(train,
route))) where
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– orgMOP = ({ODA, MOPN }, {(MOPN, ODA, usage obtained(train, us-
age))}),

– orgTSP = ({TDA, MRP}, {(MRP, TDA, routing done(train, route))}),
– orgMSP = ({MJA, MJE}, {(MJA, MJE, maintenance done(train, re-

port))}),
– orgMJE = ({MJP, MPM, MMT}, {(MJP, MPM, job assigned(train,

job)), (MJP, MMT, job performed(train, job))}).

2. Unplanned maintenance

When unexpected failures occur, intermediate depot visits are needed. IM has to
plan an emergent route so that the malfunctioned train can be transferred to a
nearby depot. When the train is assigned to a depot, the depot has to make a
quick response and adapt its maintenance plan. In order to coordinate the actions
towards this unexpected train failure, the Operations Control Center (OCC) is
involved to communicate the emergent problems of the train to IM and RSMC.

The elaboration of the two roles TSP and MSP in the unplanned maintenance
context is the same as that of the planned maintenance context. As for MOP, a
lower-level organization named Repair Service Coordinator (RSC) is introduced
in the unplanned maintenance context. RSC has the objective to have trains
repaired when their condition requires immediate action due to unexpected failure.
It should be capable of identifying the services required, to request for a suitable
routing, and to tune the schedule with the depot involved. As a result, we derive
another contextual specification from the general specification SSgs with respect
to the context ctxUM formalized as below.

• ctxUM = {emergent repair service},

• SScsTM2 = ({MOP, TSP, MSP}, {(MOP, TSP, train transferred), (MOP,
MSP, train maintained(train, report)), (MSP, TSP, train transferred(train,
route))) where

– orgMOP = ({RSC}),
– orgTSP = ({TDA, MRP}, {(MRP, TDA, routing done(train, route))}),
– orgMSP = ({MJA, MJE}, {(MJA, MJE, maintenance done(train, re-

port))}),
– orgMJE = ({MJP, MPM, MMT}, {(MJP, MPM, job assigned(train,

job)), (MJP, MMT, job performed(train, job))}).

From the analysis above, we can see that the railway system in the domain of
train maintenance is a result of multi-organizational interactions at multiple levels
of abstraction. Figure 8.2 gives a graphical illustration of the general and contex-
tual specifications of the social structure. At an abstract level, three interrelated
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roles, i.e., MOP, TSP and MSP, build up an organization that achieves the overall
objectives of the system. Given the refinement of the general train maintenance
domain, the roles at the abstract level are extended with finer-grained compon-
ents that collaborate in such a way that the objectives of the roles at higher levels
can be achieved in a specific context.
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Figure 8.2: Specification of the social structure of the current railway system
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8.1.3 Future Design
Introducing Artificial Agents

With the development of artificial intelligence, not only can intelligent agents ac-
complish advanced functionalities but also assist decision making by their soph-
isticated communicating ability. Table 8.1 shows the detailed information of the
artificial agents introduced in the new system design.

Table 8.1: Artificial agents introduced in the new system design

Artificial agents Capabilities
Train Sensor (TS) Detects or measures different status

conditions of trains
Train Agent (TA) Status analysis, depot visit plan-

ning, social behavior
Maintenance Routing Agent (MRA) Automatic scheduling of depot visit

path, social behavior
Maintenance Planning Agent (MPA) Automatic scheduling of mainten-

ance plan, social behavior
Depot Coordinating Agent (DCA) Negotiating, conflict solving

Each train will be installed with intelligent sensors (Train Sensor, TS) that
can capture real-time status information of the train such as mileage, time, tem-
perature, pressure, etc. With such information, the Train Agent (TA) that at-
tached to the train can decide whether the train needs maintenance service or
not. Moreover, TA is capable of social behavior so that it can communicate with
other agents to improve their performance. For example, TA may adjust its depot
visit plan according to the observation of the workload of different depots.

Maintenance Routing Agent (MRA) and Maintenance Planning Agent (MPA)
are respectively responsible for assisting human beings in making decisions on
transfer paths and maintenance plans. To achieve these, MRA and MPA will
communicate with TA to know their depot visit requirements and resource needs
of the trains so that TSP and MSP can obtain a routing-feasible and resource-
feasible schedule optimized in some sense.

Depot visit orders are distributed to several depots in the maintenance com-
pany. Since the resources of the depots are limited and their expertise is different,
there might be conflicts when they receive maintenance orders from train agents.
At this time, Depot Coordinating Agent (DCA) will be in charge of solving such
conflicts by coordinating between MPAs and making optional solutions.

With the artificial agents, on the one hand, real-time information can be ob-
tained and distributed through the whole system. On the other hand, interactions
between human decision makers and artificial agents improve the communication
between different organizations. Figure 8.3 shows the operational model of the
future design in which interactions between human and artificial agents play an
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important role. It can be seen that train agents collect all the status inform-
ation about trains and communicate to IM and RSMC about their depot visit
requests and resource needs. Plan negotiation is finalized by a routing and job
commitment.
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Figure 8.3: Operational model of the future railway system design
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Context Transition

In the new system, due to the real-time monitoring ability of train sensors, and the
advanced planning, communicating ability of train agents, depot visits of trains
will be planned based on real needs and thus prevent unexpected failures to a large
extent. Accordingly, a new context called adaptive maintenance marked as ctxAM

emerges in the new system. It not only incorporates a part of the unplanned
maintenance domain but also extends the planned maintenance domain, since
more status information of trains can be achieved and therefore spreads the service
of train maintenance to a wider domain. In this new context, train maintenance
is based on real-time status information of trains from two sources. One is from
intelligent train sensors and the other one is from the operational control center
who collects emergent failure of trains and serves as a manual sensor.

In the new system, train maintenance will mainly be dealt with in the adaptive
maintenance context which not only reduces the uncertainty of maintenance plans
but also improves the flexibility of the scheduling task. However, the other two
contexts still remain in the new design so that the railway system can gradually
adapt to the changes.

Model Evolution

Given the context transition, the general specification of the social structure de-
rives another contextual specification with respect to the adaptive maintenance
context in the new design as shown in Figure 8.4. It can be seen that in this
contextual specification more specific roles are added with the introduction of
artificial agents. In MOP, TA takes the responsibility of planning maintenance
orders based on the status information received from TS or RSC. Another im-
portant evolution is that the objective of MRP and MJP is distributed to two
kinds of roles, i.e., Maintenance Routing Decision Maker (MRDM), Maintenance
Job Decision Maker (MJDM) who make the final decisions, and MRA, MPA who
support the process by communicating potential consequences of different plan
options and by giving suggestions to solve conflicts and optimize plans. Besides,
a role of Depot Coordinator (DC) is added in MSP so that conflicts between the
actors of MJE can be managed with the help of DCA.

8.1.4 Reflection
In this application case, we explained the process of constructing a social structure
based on the operational model of a railway system, and presented an analysis on
the organizational evolution of the railway system from the perspective of train
maintenance. It has been shown that organizational interactions in both the cur-
rent real-life system and a potential future design are systematically described.
Comparing with the specification of the current railway system, we can clearly see
the evolution of the new organizational design in terms of the roles, dependencies
and situational domains where interdependent roles are situated to achieve the
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overall objective. From the decision making point of view, this model supports
discussion and communication between people with different background know-
ledge, since it provides a comprehensive analysis of organizational interactions
from abstract values to concrete operations with respect to different contexts. On
the other hand, with a structured description linked to operational agents, the
model provides a basis for an implementation of the new system design.

8.2 International Trade System

8.2.1 Case Description
With the growth of international trades and increasing security threats, govern-
mental authorities are confronted with increasing regulation expenses while busi-
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ness companies are faced with increasing transaction time and costs. To these
ends, interactions between business and governmental organizations are changing
from monolithic control by regulatory authorities to distributed environments
where private enterprises are responsible to regulate their affairs.

AEO (Authorized Economic Operator) program [59] is an EU effort that aims
to secure international trades while at the same time reduce the administrative
burden for companies through the use of self-regulation. Customs authorities
grant AEO certificates to companies that have the capability to guarantee the
effectiveness of their control systems, their economic stability, and to observe
existing customs rules. Certification will result in an extensive reduction in the
frequency of both document-based and physical inspections.

With the introduction of AEO certificates, the regulative relations between
business and governmental organizations are differentiated. In order to facilitate
smooth and secure business operations, there is a strong need for organizations
to understand their responsibilities and opportunities according to the changing
environments.

8.2.2 General Specification
At an abstract level, international trade systems have the objective of secure and
efficient goods and service exchanges. Given that our focus is on the effects of
regulative relations, we generalize an organization of two roles for the international
trade system at this level, i.e., regulatory authorities (RA) and private enterprise
(PE). RA and PE have very different objectives but they are complementary in
accomplishing the overall objective of the international trade system, i.e., RA
aims at ensuring the safety of the business operations by efficient regulation while
PE tries to accelerate the trading process by efficient business operations. To
realize their individual objectives, RA relies on PE for assisting in regulation-
related tasks while PE depends on RA for operation permissions and a reliable
business environment. As a result, we can derive a general specification of the
social structure of the international trade system, formalized as follows.

• SSgsIT = ({RA, PE}, {(RA, PE, regulation done(transaction, report)), (PE,
RA, operation permitted(transaction))})

8.2.3 Contextual Specification
With the introduction of AEO program, the relations between the governmental
authorities and private enterprizes are of two kinds [38]. One is that governmental
organizations do not trust those business companies without AEO certificates and
directly take controls over the companies’ operations. The other is that business
companies with AEO certificates are trusted by governmental organizations for
self control. In this case, the AEO program serves as a situational variable which
influences the state of the relation between business and governmental organiza-
tions. Thus, corresponding to the two kinds of relations resulting from the AEO
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program, we abstract two contexts respectively named direct control (ctxD) and
self regulation (ctxS), in which the objectives of the roles presented in the general
specification are achieved in different ways.

According to the specific requirements of the two contexts, we obtain two
different contextual specifications, illustrated as follows.

1. Direct control:

This context ctxD concerns the situations where the private enterprises do not
meet the self-regulation standards set by the governmental authorities and thus
the governmental authorities have to take the responsibilities of the tasks relat-
ing to business regulations. Accordingly, only RA is elaborated into a composite
role that refers to an organization of five sub-roles: Norm Specifier (NS), Control
Indicator Maker (CIM), Action Monitor (AM) and Sanctioner (SC). NS has the
objective to specify an effective set of norms for the regulation of the private en-
terprizes, and it requires the capabilities of mastering business domain knowledge
and norm formulation techniques. CIM aims at determining the appropriate con-
trol indicators for the regulation of the private enterprizes, and it requires the
capabilities of recognizing the regulation purposes of the norms and abstracting
such purposes. In order to realize its objective, CIM depends on NS to have the
norms specified from which the control indicators are derived. A control indic-
ator is the kind of evidence required to demonstrate compliance of a norm, as
well as infrastructural requirements to collect that evidence. AM has the object-
ive to effectively monitor the actions of the private enterprizes, and it requires
the capabilities of setting up monitoring system and retrieving useful data from
the monitors. AM depends on CIM to have the control indicators made such
that it can carry out the monitoring tasks with respect to the information about
the control indicators. SC has the objective to impose the right sanctions on the
private enterprizes in case that violations are detected, and it requires the capab-
ilities of recognizing violations and executing sanctions. SC depends on AM for
the accurate monitoring results such that the information about violations can be
achieved to trigger the imposition of sanctions. Based on the descriptions of the
five sub-roles and their interdependencies, we can derive a contextual specification
from the general specification SSgsIT with respect to the context ctxD, formalized
as follows.

• ctxD = {without AEO},

• SScs1IT = ({RA, PE}, {(RA, PE, regulation done(transaction, report)), (PE,
RA, operation permitted(transaction))}) where

– orgRA = ({NS, CIM, AM, SC}, {(CIM, NS, norms specified(norms)),
(AM, CIM, indicator made(indicators)),
(SC, AM, monitor done(violations))}).

2. Self regulation:
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This context ctxS concerns the situations where the private enterprises are granted
AEO certificates and thus are trusted by the governmental authorities to take a
part of the regulation responsibilities from the regulative authorities. Accordingly,
both RA and PE transform to a composite role, and some of the roles in the
lower-level organization of RA in ctxD shift to the lower-level organization of PE
in ctxS. As for PE, it enables an organization of three sub-roles: Norm Specifier
(NS), Control Indicator Maker (CIM) and Action Monitor (AM). These three
roles have the same objectives and dependencies as that in the context of direct
control. In this way, the control and monitoring responsibilities are transfered
from the regulative authorities to the private enterprizes, and thus relieve the
burden of the regulative authorities. As for RA, it enables an organization of
two sub-roles: Control Monitor (CM) and Sanctioner (SC). Instead of AM, CM
is specified in RA, which aims at monitoring the control activities of PE rather
than the general activities of PE, and it requires the capabilities of communicating
with the monitor system of the private enterprizes and retrieving the information
relating to the control indicators. SC has the same objectives as that in the context
of direct control, but now depends on CM for the accurate monitoring results such
that the information about violations can be achieved to trigger the imposition of
sanctions. Based on the descriptions of the sub-roles and their interdependencies
with respect to the organization of RA and PE, we derive another contextual
specification from the general specification SSgsIT with respect to the context ctxS,
formalized as follows.

• ctxS = {with AEO},

• SScs2IT = ({RA, PE}, {(RA, PE, regulation done(transaction, report)), (PE,
RA, operation permitted(transaction))}) where

– orgRA = (CM, SC}, {(SC, CM, monitor done(violations))}),
– orgPE = ({NS, CIM, AM }, {(CIM, NS, norm specified(norms)), (AM,

CIM, indicator made(indicators))}).

According to the general and contextual specifications described above, Figure
8.5 gives a graphical representation. Starting with the general objectives of the
system, two atomic roles RA and PE are identified at the top level, indicating
the social relations between regulative authorities and private enterprises from an
abstract view. Then according to the two refined contexts determined by whether
an agent enacting the role PE is granted a AEO certificate, the two roles are
refined into different organizations of sub-roles, imposing different requirements
for accomplishing the general objectives of the system.

8.2.4 Reflection
In this application case, we explained the process of constructing a social struc-
ture starting with some general objectives of an international trade system, and
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Figure 8.5: Social structure of the international trade system

presented an analysis of the changes of requirements with respect to the social
relations between regulative authorities and private enterprizes. In practice, there
are two difficulties with respect to the interactions between business and govern-
mental organizations: (1) business organizations have to elicitate themselves the
norms from the governmental organizations, (2) the norms have to be custom-
ized to the specifics of each business organization, e.g., safety risks for a dairy
company is primarily food-safety, whereas safety risks for a scrap metal trading
company is hazardous waste, or even hidden bombs. To this end, the social struc-
ture of OperA+ can help to solve these two difficulties: (1) by structuring the
contextual refinement modeling process to guide both business organizations and
governmental organizations to build their interactions from an abstract level to
a concrete level, which provides both of them a better understanding of their
responsibilities, and (2) by using contexts to differentiate the interaction between
business organizations and governmental organizations according to their status,
i.e., business type, regulation policy, etc.

The two application studies above show, from different aspects, the construc-
tion of social structures of organizational models and the analysis of organizational
interactions. In the next section, we present some design guidelines drawn from
our experience obtained from the application studies.
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8.3 Design Guidelines
Following a modular way of modeling and analyzing social relations, the social
structure of an OperA+ model subdivides a system into lower-level organizations
of roles that can be independently designed and then re-used in different systems
to drive multiple functionalities. Based on the compositionality of roles and agents
in OperA+, we divide the whole modeling process into four phases as shown in
Figure 8.6. The vertical dimension is from abstract contexts to specific contexts
while the horizontal dimension is from roles to agents.

In abstract contexts, organizational interactions are described by roles with
very general objectives so that agents enacting those roles have much autonomy
but little guidance and constraints on how to enact those roles. To ensure that
the objectives of the roles can be accomplished, on the one hand, roles in abstract
contexts will be elaborated into more finner-grained components with respect to
more specific contexts, and on the other hand, eligible agents will be employed to
join in the organization and enact the roles. This results in a complete picture of
the social structure. Such a way of constructing social structures can be reflec-
ted from the second application case presented in Section 8.2. Another way of
constructing social structures can be found in the first application case presented
in Section 8.1. Initially, we have the operational model of a system, by which
we know the agents employed by an organization in various contexts. With re-
spect to a specific context, the division of roles can be derived from the tasks and
functionalities of the agents in the system.

Roles Agents
Abstract
contexts 

  

  

  

  
Specific
contexts 

Figure 8.6: Modeling process

8.3.1 Roles in abstract contexts.
For a system to be modeled, there must be some initial objectives that trigger the
system. These objectives are always described at an abstract level and only give
the general ideas about what to do. The roles in this phase can be derived from
related applications according to the initial requirements of the model. Therefore,
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they can be reused by other organization models with similar requirements. In
practice, organizational models are of different types such as inter-organizational
projects, supply chains. These types of collaboration models have their own
universal set of basic roles which can be seen as templates. Based on the nature
of an organizational collaboration, we can inherit the basic roles from the related
templates. That is, we have some patterns to use in the first phase. Specifically,
some organizational collaboration models may cover multiple types and they can
inherit the basic roles from all the templates of these types. For role dependencies,
a similar mechanism can be used.

8.3.2 Roles in specific contexts.
Based on the roles derived from abstract contexts, further elaboration is needed
for specific applications. In this phase, the roles are case specific and are obtained
based on the characteristics of specific collaboration requirements. Organizational
collaboration models with the same set of roles in an abstract context may have
different requirements in specific contexts and result in different lower-level organ-
izations of sub-roles. That is, with the refinement of contexts, an organizational
collaboration model at an abstract level is contextualized into finer-grained organ-
izations of components with respect to different application environments. With
more specific objectives, agents can know what is actually needed to be done in
a specific situation. However, “specific” is in a relative sense and the degree of
specificity should balance between system control and actor autonomy. Therefore,
on the one hand, enough regulations are imposed on the agents’ behavior so that
the implementation of the system does not deviate from the original goals. On
the other hand, the agents have enough autonomy to decide their participation
and collaborating strategies.

8.3.3 Agents in abstract contexts.
In accordance with the roles in abstract contexts, potential agents can be identi-
fied. Generally speaking, no single agent can accomplish the objectives of a role
in an abstract context. This is due to the fact that organizations in real business
world usually focus on a few business fields and have limited resources. No single
organization can do all the work in a large business process that involves several
business fields and requires a large quantity of resources. Therefore, we should
construct a pool of potential enactors, i.e. candidate agents. All the qualified
agents can be added into the pool for further selection. In this phase, we only
know the general objectives from the roles in abstract contexts, and these object-
ives serve as the basic requirements for the agents who want to participate in an
organizational collaboration.
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8.3.4 Agents in specific contexts.
In the last phase, we should figure out the specific agents for the roles in a specific
context. Then the objectives of the roles can be accomplished as expected. For
this, the second phase and the third phase which describe the different aspects of
the collaboration model should be combined to derive the final results. According
to the roles in a specific context, we know what objectives to achieve in a specific
situation. From the agents in an abstract context, we select appropriate agents
for the roles in specific contexts. Finally, we know exactly who achieves what
objectives and the whole model is constructed.

8.4 Conclusions
In this chapter, we presented two application studies to evaluate the social struc-
ture of OperA+. The first case illustrates how a social structure of an organ-
izational model can be derived from the operational model of an organization.
The results show that such a process facilitates the understanding of organiza-
tional interactions that occur at multiple levels of abstraction and provides an
evolutionary view on how organizational behavior is adapted to meet the specific
requirements of changing contexts. The second case illustrates how a social struc-
ture of an organizational model can be derived from the general objectives of an
organization. The resulting model gives a clear view on the differing requirements
of the participants’ behavior according to their situated contexts. Based on the
practical applications, finally some design guides are provided to facilitate the
construction of social structures in organizational design.



Chapter9
Application: Normative Structure

This Chapter has the following contributions:

• an evaluation of the construction of normative structures and the compliance
checking approach (presented in Chapter 5) based on two case studies from
international trade domain,

• an evaluation of the modeling of collective institutions and the conflict de-
tection approach (presented in Chapter 6) based on one case study from
international trade domain, and

In this Chapter, we show three case studies based on the work presented in
[115], [116], and [141], to evaluate the normative structure of OperA+. In the
first case study, we focus on the modeling of a set of regulations adopted from the
domain of international trade, and show how compliance diagnosis may help in
deriving compliant interaction processes. In the second case study, we show how a
business process designed by an organization can be verified against a set of legal
regulations. The third case study concerns the modeling of collective institutions
and detection of norm conflicts.

Parts of this chapter have been published. Section 9.1 is based on our contribution to the
Journal of ACM Transactions on Management Information Systems, to be published, [115];
Section 9.2 is based on our contribution to the Journal of AI and Society, pp. 1-11, 2014 [116];
Section 9.3 is based on our contribution to the 13th International Workshop on Coordination,
Organisations, Institutions and Norms @ AAMAS, pp. 136-154, 2013 [141].
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9.1 Entry Summary Declaration

9.1.1 Case Description
As the first case study, we consider the process of entry summary declaration in
European Union (EU), which is concerned with trade security and efficiency. For
example, it is important to assess the risk before the arrival of the goods and
to ensure that no delays for the logistical chain occur. To this end, pre-arrival
information is required to be made available in the form of an Entry Summary
Declaration (ENS) before all goods are brought into the Community. Concerning
the ENS, the following is a fragment of regulations formulated and enacted by
the EU commission [62].

Article 183.1 The entry summary declaration shall be made electronically [make-
eENS ] [before the Applicant lodges the ENS (lodge ENS )]. [. . . ] The entry

summary declaration shall be authenticated [authenticate ENS ] by the per-
son making it [Maker ] [before the applicant lodges the ENS].

Article 183.2 The customs authorities [Customs] shall allow the lodging of a
paper-based entry summary declaration [approve pENS ], [. . . ], only in one
of the following circumstances:

(a) the customs authorities’ computerised system [Computer sys] is not
functioning [malfunction];

(b) the electronic application of the person lodging the entry summary
declaration [Electronic app] is not functioning [malfunction].

[within 1 day (pass 1day) after the person making the ENS applies to lodge
a paper-based ENS (apply pENS )].

Article 183.4 The use of a paper-based entry summary declaration [. . . ] shall
be subject to the approval of the customs authorities [approve pENS ]. The
paper-based entry summary declaration shall be signed by the person mak-
ing it [sign pENS ].

Article 183.6 Entry summary declarations shall be registered [register ENS ]
by the customs authorities immediately [pass 1day ] upon their receipt [re-
ceive ENS ].

Article 184a.1 In the case of maritime traffic the entry summary declaration
shall be lodged at the customs office of entry by the following deadlines:

(a) for containerised cargo [container cargo], [. . . ], at least 24 hours [pass-
24hour ] before [Carrier ] loading at the port of departure [load ];

(b) for bulk cargo [bulk cargo], [. . . ], at least four hours [pass 4hour ] be-
fore [Carrier ] arrival at the first port in the customs territory of the
Community [arrive];
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. . .

[otherwise, penalties in the national legislation shall be followed by the ap-
plicant (follow penalty) within 1 week (pass 1week)].

Article 184d.2 The customs authorities shall complete the risk analysis [com-
plete riskAnalysis] prior to the arrival of the goods [arrive], [. . . ].

It can be seen that when some goods are planned to be introduced into the
EU customs territory, an ENS is required to be lodged to the customs authorities
within a time limit. The ENS has to be made according to a number of constraints
with respect to the format and the contents. After receiving the ENS, the customs
authorities are responsible to perform risk analysis and determine whether the
goods are allowed to be imported and whether any control measures need to be
taken, before the goods arrive at the customs territory.

Given that actors cannot be fully controlled, it is necessary to facilitate con-
tinuous compliance checking of the business processes of both public and private
organizations against the regulations. Moreover, since the formulation of such
regulations is done manually, inconsistencies are likely, especially in dynamic en-
vironments. Thus, some important issues are raised. e.g., are the organizations
complying with the regulations? Is it possible for them to achieve full compliance
following their business processes?

9.1.2 Formalization
(1) Regulative norms
Given the regulations described above, we build a regulative norm net as follows.
When introducing goods into the customs territory, an ENS has to be lodged to
the customs. The ENS has to be made electronically and also be authenticated
by the person making it, as specified by Article 183.1 and formalized by RNN1

= AND(nr1, nr2) where,

• nr1 = (O, (Maker, make eENS ), (Applicant, lodge ENS ), (Applicant, intro-
duce goods))

[Given that the Applicant introduces some goods into the customs territory (intro-
duce goods), the Maker is obliged to make an electronic ENS (make eENS) before
the Applicant lodges it to the customs (lodge ENS).]

• nr2 = (O, (Maker, authenticate ENS ), (Applicant, lodge ENS ), (Maker, make-
eENS ))

[Given that the Maker makes an electronic ENS, the Maker is obliged to authen-
ticate it (authenticate ENS) before the Applicant lodges it to the customs.]

However, there is an alternative to make a paper-based ENS given that certain
conditions are satisfied, as specified by Article 183.2 and formalized by nr3.
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• nr3 = (O, (Customs, approve pENS ), (Applicant, apply pENS )<(timeline,
pass 1day), (Computer sys, malfunction)∨(Eletronic app, malfunction))

[Given that either the computer system of the customs (Computer sys) or the elec-
tronic application of the applicant (Electronic app) malfunctions, the Customs is
obliged to approve the the use of a paper-based ENS (approve pENS) within 1
day (pass 1day) after the Applicant applies for making a paper-based ENS (ap-
ply pENS).]

Once the customs authorities approve a paper-based ENS, the Maker has to
follow the requirements for making a paper-based ENS, as specified by Article
183.4 and formalized by RNN2 = AND(nr4, nr5) where

• nr4 = (O, (Maker, make pENS ), (Applicant, lodge ENS ), (Customs, ap-
prove pENS ))

[Given that the Customs approves the use of a paper-based ENS (approve pENS),
the Maker is obliged to make a paper-based ENS (make pENS) before the Applicant
lodges the ENS (lodge ENS).]

• nr5 = (O, (Maker, sign pENS ), (Applicant, lodge ENS ), (Maker, make pENS ))

[Given that the Maker makes a paper-based ENS, the Maker is obliged to sign the
ENS (sign pENS) before the Applicant lodges the ENS.]

RNN2 and nr3 have an AND relation and thus we get RNN3 = AND(RNN2,
nr3). It can be seen that RNN1 and RNN3 specify two alternatives of making
an ENS, i.e., electronic or paper-based. As long as an ENS is made following
either of the two RNNs, the process is seen as compliant. In this sense, an OR
relation can be assigned between RNN1 and RNN3, from which we get RNN4

= OR(RNN1, RNN3).
After the Customs receives the ENS, they have to register the ENS, as specified

by Article 183.6 and formalized by nr6.

• nr6 = (O, (Customs, register ENS ), (timeline, pass 1day), (Customs, re-
ceive ENS ))

[Given that the Customs receives the ENS (receive ENS), the Customs is obliged
to register the ENS (register ENS) within one day (pass 1day).]

An AND relation between nr6 and RNN4 leads to RNN5 = AND(RNN4, n
r
6).

Moreover, the Customs has to complete the risk analysis based on the ENS lodged
by the applicant before goods arrive, as specified by Article 184d.2 and formalized
by nr7.

• nr7 = (O, (Customs, complete riskAnalysis), (Carrier, arrive), (Applicant,
lodge ENS ))
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[Given that the Applicant lodges the ENS, the Customs is obliged to complete the
risk analysis (complete riskAnalysis) before the Carrier arrives.]

Similarly, we get RNN6 = AND(RNN5, n
r
7) by relating RNN5 and nr7.

Importantly, there are time limits for lodging an ENS, as specified by Article
184a.1 and formalized by RNN7 = AND(nr8, nr9).

• nr8 = (F, (Carrier, load), (Applicant, lodge ENS )<(timeline, pass 24hour),
(Carrier, containerize goods))

[Given that the Carrier containerizes the goods (containerize goods), the Carrier
is forbidden to load the goods 24 hours before the Applicant lodges the ENS.]

• nr9 = (F, (Carrier, arrive), (Applicant, lodge ENS )<(timeline, pass 4hour),
(Carrier, bulk goods))

[Given that the Carrier bulks the goods (bulk goods), the Carrier is forbidden to
arrive at the terminal 4 hours (pass 4hour) before the Applicant lodges the ENS.]

In RNN7 we use prohibitions to model the regulations in stead of obligations,
following Von Wright’s logic system [220]. If the regulations formalized in RNN7

have not been followed, penalties from the national legislation will be applied.
That is, if the carrier violates either of the two norms in RNN7, the applicant has
to accept the penalties specified by the national legislation within a time limit,
as specified by Article 184a.1 and formalized by nr10.

• nr10 = (O, (Applicant, follow penalty), (timeline, pass 1week), ∅)

[The Applicant is obliged to follow the penalties from the national legislation (fol-
low penalty) within 1 week (pass 1week).]

nr10 serves as a sanction when RNN7 is violated. Therefore, an OE rela-
tion can be assigned between RNN7 and nr10, from which a norm net RNN8 =
OE(RNN7, nr10) can be obtained. Furthermore, RNN6 and RNN8 should be
followed simultaneously and finally a complete norm specification is built for the
example, i.e., RNNex1 = AND(RNN6, RNN8).

In RNNex1, there are 10 interrelated norms. The relation concerning shared
components can be found, e.g., between nr1 and nr2 with the same deadline. For
the relation concerning compliance status, e.g., RNN1 and RNN3 have an OR
relation to indicate that either the person making the ENS (1) makes an electronic
ENS and authenticate it, or (2) makes a paper-based ENS and sign it given
that there is a failure of the computer system of the customs authorities or the
electronic application of the person lodging the ENS, the collective behavior is
seen as norm compliant.

Figures 9.1, 9.2 and 9.3 show the CPN model of RNNex1 created in CPN
tools1. Each place is represented as an ellipse with three pieces of information:

1http://cpntools.org/
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a label (inside the ellipse), a color set (below the ellipse), and an initial marking
(a black dot with a number inside). A transition is represented as a box with
a label inside. An expression is defined on each arc connecting the places and
transitions. Figure 9.4 presents the definition of the color sets and variables used
in the CPN model of RNNex1. Agents are indicated by their names which are
colored as string. Each role defines a color set with its name. In particular, we
define a role named Timeline to represent time. Agents enacting a specific role
is indicated by the product of the color of the role and the color of agents. The
colors of complied and violated are unions of all the consisting roles enacted by
agents. The type declarations for the color sets used in this case study are shown
in Figure 9.4. Given the color sets, a list of variables are defined and colored
accordingly.
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Figure 9.1: The CPN model of RNNex1 (continued in Figure 9.2)
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Figure 9.2: The CPN model of RNNex1 (continued in Figure 9.3)
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Figure 9.3: The CPN model of RNNex1 (continued from Figure 9.2)

There are 10 norms in RNNex1 and their CPN constructions can be distin-
guished by the labels of the places and arc expressions. For example, in the place
labeled cd11, cd indicates that the place belongs to the CPN construction of the
precondition of a norm, the first “1” indicates that it is the first norm nr1 in
RNNex1, and the second “1” is simply a sequence number. Similarly, dl indicates
the deadline of a norm in the CPN construction. Specifically, there are two sink
places in this CPN model and they are respectively labeled c and v, indicating the
overall complied and violated state of NNex2. With one OE relation in NNex2,
there is accordingly one place labeled vr, indicating the repairable violation state.
Moreover, there is a group of transitions whose names start with null. These
transitions are those without corresponding actions and will fire automatically in
the mapping rules.
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Figure 9.4: Type declarations in the CPN model of RNNex1

(2) Constitutive norms
Suppose we have three business organizations Company A, Company B, Com-
pany C respectively enacting the roles Maker, Applicant, Carrier, and one gov-
ernmental organization Dutch customs enacting the role Customs. In this case
study, we focus on the regulative aspect of normative structure and make a sim-
plification on the constitutive norms that the actions observed in the physical
world are aligned with the actions specified in the organization. Therefore, the
only link we need is the agent role relations. Based on the agent and role relations
and RNNex1, we then obtain a norm net named NNex1.

9.1.3 Compliance Checking
To demonstrate the working mechanism of compliance checking, we implemented
an example in CPN tools, as shown in Figure 9.5. The initial marking of the CPN
model is obtained from the observation of the real system. Suppose there is an
interaction plan in which Company B decides to introduce some goods to the EU
territory and then Company A makes an electronic ENS and also authenticates
the ENS. Meanwhile, company C has containerized the goods. Thereafter, the
company B lodges the ENS to the Dutch customs. 10 hours after the ENS has
been lodged, the goods are loaded by Company C. Correspondingly, a sequence
of enabled steps is identified in the CPN model, denoted as the arcs between the
set of nodes from 1 to 9 in Figure 9.5. These steps present the state transitions
of the CPN model subject to the sequence of events described in the business
process. For example, the event (“company B”, lodge ENS ) will enable a step
consisting of four binding elements. To check the compliance of the interaction
plan in NNex1, we track the markings of the violated place v and the record place
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vr8 9 in Figure 9.3 after each event occurs.

...

...

...

(Applicant,  Company_B , 
introduce_goods)

(Maker,  Company_A , 
make_eENS)

(Maker,  Company_A , 
authenticate_eENS)

(Carrier,  Company_C , 
containerize_goods)

(Applicant,  Company_B , 
lodge_ENS)

(Carrier,  Company_C , 
load_goods)

(Applicant,  Company_B , 
follow_penalty)

1 2 3 4

56

910

11
(Timeline,  timer , 

pass_1week)

...

(Timeline,  timer , 
pass_24hour)

78

(Carrier,  Company_C , 
load_goods)

...

6

97

10

11

Figure 9.5: Compliance checking in NNex1.

It can be seen from the marking of node 9 (partially listed) that a violation
is detected in the place vr8 9 which relates to the Carrier Company C. However,
the place v is empty, indicating that NNex1 is not in the violated state. The
reason is that the violation can still be repaired by fulfilling the sanction in the
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OE relation. From node 9, two further paths are formed by different events. The
first path goes to node 10 by an event (Applicant, “Company B”, follow penalty),
while the second path goes to node 11 by an event (timeline, pass 1week). We can
see that the place v remains empty in node 10 while containing a violation in node
11. That is, the first path repairs the violated norm by following the penalties
before the deadline, while in the second path, the violation remains because the
sanction is not fulfilled. In both cases, the system records the original violation
of the OE -related norms. Obviously, the paths from node 1 to node 10 and node
11 are not full compliant since neither path stays empty in the place vr8 9 and
v. While if the event (Carrier, “Company C”, load goods) would occur after the
occurrence of the event (timeline, pass 24hour) at the moment of node 6, a full
compliance would have been achieved following the path from node 1 to node 8.

9.1.4 Reflection
In this case study, we illustrated the process of modeling a set of legal regulations
using the formalism of NNs, and the process of evaluating the compliance of agent
interactions by means of the CPN models of NNs. The compliance evaluation
results provide information on the compliance status of both individual actors’
behavior and the collective behavior of the organization, which facilitates the
identification of violation sources and possible ways of reparation. However, in
the application of NNs, there are several issues that need to be considered.

• It is a large amount of work to interpret legal texts even with domain know-
ledge, especially when we are not only considering the contents of single
regulations but also their interrelations.

• We use a specific role Timeline to represent a timer which can abstract the
variation of time by actions such as pass 1week. In the mapping to CPNs, we
don’t use timed CPNs and hence cannot reason about temporal properties.

• It is not the case that the construction of every regulation is clear, i.e., its
targets, conditions and deadlines. Usually, a single regulation represents a
set of interrelated norms.

• Not all regulations have explicit conditions. Some of the regulations are
unconditional and thus there is no representation of preconditions in the
corresponding norms. Some of the regulations might have implicit condi-
tions which relate to the components in other regulations. For this situation,
we might need an overview of all the regulations to explore the condition
and add an explicit representation in the norms.

• Not all regulations have explicit deadlines. Some of the regulations might
have implicit deadlines relating to some other components in other regula-
tions. For some other regulations, no deadline can be found, which indicates
that the compliance or violation of the regulation can only be determined
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at the end of the whole process. In this case, we set the deadline as the
event representing the end of the interaction process.

9.2 Customs Declaration Management

9.2.1 Case Description
Customs declaration [61] is one of the crucial steps in international trade. Any
organization whose business involves import and export activities needs a clear
understanding of the imposed regulations, as they may affect the performance of
the trading process in terms of lead time, cost and reliability. Typical activit-
ies involved in customs declarations are related to the registration, checking and
control of movements of goods. Customs authorities and declarants are the two
main parties involved in the customs declaration processes. The customs author-
ities have the responsibility of monitoring and controlling goods importation and
exportation. Their main interest is to make sure that the import and export
processes are in accordance with the legal regulations. On the other hand, the
declarants have a strong demand of a fast and smooth customs declaration pro-
cess since it can shorten the delivery time and improve the cost efficiency and
reliability of their supply chains.

During the declaration process, changes may occur due to any differences
between the declaration statement and the corresponding requirements. For ex-
ample, the customs may find that the declaration is incorrect based on the inspec-
tion results, which may result in a correction of the declaration by the customs
(and potentially will lead to a fine). To ensure customs compliance, a large number
of regulations is imposed to restrict the behavior of both declarants and customs
authorities. In this case study, we consider a summary of regulations reflecting a
subset of the European Customs Community Code and the Implementing Provi-
sions [60], in which there are about 350 articles. For some types of declarations
more than 50 activities can be identified. To evaluate our approach, we use a
subset of the customs regulations as a case study, described as follows.

R1. If the customs informs the declarant that the goods need to be physically
controlled, the declarant must not make changes to the declaration.

R2. If the customs finds out any errors in the declaration, the declarant must
not make changes to the declaration.

R3. After the customs releases the goods, changes to the declaration are not
allowed.

R4. If customs debt is incurred and there is no temporary admission for the
goods, the customs is forbidden to release the goods before the amount of
the customs debt has been paid or the whole amount has been secured by
the declarant.
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R5. If the declarant submits an incomplete declaration, the declarant must in-
clude in the declaration the data for the identification of the goods and the
amount of the goods, otherwise the customs should not accept the declara-
tion.

R6. If the declarant submits an incomplete declaration and the customs releases
the goods, the declarant should submit the supplementary documents within
one month at most after the acceptance of the declaration.

This set of regulations set strict rules for both declarants and customs authorities.
From the perspective of the customs authorities, it is their responsibility to ensure
that the submitted declarations cannot be changed and the goods cannot be
released before the customs debt has been paid or secured. From the perspective
of the declarants, they have to make sure that the submitted declarations contain
the required information and the supplementary documents are submitted on time
in case of incomplete declarations.

In this scenario, customs always needs to react to different conditions. High
ratio of mistakes and delays of customs operations may lead to financial losses
for business companies and decrease the economic competitiveness of the country.
To this end, customs authorities have a strong need for a declaration manage-
ment system to handle all the processes from receiving the declaration, validating
the declaration, performing risk assessment until clearing the declaration. As an
example, Figure 9.6 shows a piece of business process for managing customs de-
claration modeling in BPMN [12]. This set of process is used by a customs agency
(we refer to it by a name Customs X) to determine whether a received declara-
tion complies with the set of validation rules which are applicable for accepting a
declaration. The process starts when a declaration has been received and contin-
ues with a sub process of “validate declaration”. Based on the validation results,
the declaration will be processed differently.

Validate 
declaration

Accept 
declaration

Notify 
acceptance

Declaration Declaration 

Declaration 

Declaration 

Declaration Declaration 

Were any 
validation 

errors 
detected?

yes

No 

Reject 
declaration

Notify 
rejection

Declaration Declaration 

Figure 9.6: A piece of business process for managing customs declaration.
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A crucial question of the customs authorities is whether the processes designed
for the declaration management system are compliant with the legal regulations.
Specifically, they have to verify such compliance before the processes can be im-
plemented, otherwise undesired consequences might occur such as financial losses,
unhealthy goods being released into free circulation, and environmental damages.

9.2.2 Formalization
(1) Regulative norms
In Section 9.2.1, we list six articles from the legislation. Each of these articles
in these regulations can be represented by a regulative norm net. The process of
modeling a single article with RNNs is basically the process of defining the deontic
types, targets, deadlines, preconditions and logical connections between norms
according to the semantics of the regulations. Currently the interpretation process
is done manually and its correctness is highly dependent on the interpreter’s
knowledge of the legislation as well as the construction of RNNs. To this end, we
consulted domain experts to confirm our interpretation which is formalized as a
regulative norm net denoted by RNNex2.

For example, given the regulations R1 and R2, we know that if the customs
informs about the physical control on the goods (inform control) the declarant
is not allowed to change the declaration (change declaration), and if the customs
finds any errors in the declaration the declarant is not allowed to change the
declaration as well. Accordingly, we can construct a norm net RNN1 = AND(nr1,
nr2) where

• nr1 = (F, (Declarant, change declaration), (Customs, clear declaration), (Cus-
toms, inform control)),

• nr2 = (F, (Declarant, change declaration), (Customs, clear declaration), (Cus-
toms, find errors)).

According to R5, there is a special type of declaration submissions, through
which the declarant is allowed to submit an incomplete declaration (submit incom-
pDeclaration). If this is the case, the declarant should include the identification
information of the goods otherwise the customs should not accept the declaration,
as specified by R5 and represented by RNN2=OE(nr3, nr4) where

• nr3 = (O, (Declarant, add identification), (Customs, accept declaration),
(Declarant, submit incompDeclaration)),

• nr4=(F , (Customs, accept declaration), (Customs, clear declaration), λ),

In a similar way, we formalize the rest of the regulations given in Section
9.2.1. As a result, we obtain the regulative norm net RNNex2. We then build
the CPN model of RNNex2, reserving as a prime module, following the mapping
rules illustrated in Section 5.2. The resulting CPN model is shown in Figures 9.7,
9.8 and 9.9.
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Figure 9.7: The CPN model of RNNex2 (continued in Figure 9.8).
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Figure 9.8: The CPN model of RNNex2 (continued in Figure 9.9).
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Figure 9.9: The CPN model of RNNex2 (continued from Figure 9.8).
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There are 10 norms in RNNex2 and their CPN constructions can be distin-
guished by the labels of the places and arc expressions. Specifically, there are two
sink places in this CPN model and they are respectively labeled S and V , indic-
ating the overall complied and violated state of NNex2. With one OE relation
in RNNex2, there is accordingly one place labeled vr7, indicating the repairable
violated state. Moreover, there is a group of transitions whose label starts with
null. These transitions are those without corresponding actions and will fire auto-
matically in the mapping rules. The type declarations for the color sets used in
the CPN model are shown in Figure 9.10.

Figure 9.10: Type declarations in the CPN model of NNex2.

(2) Constitutive norms
To determine the normative consequence of the business process, we need to know
the correspondences between the events specified in the business process and the
events specified in the regulations, which corresponds to the constitutive part of a
norm net. To do this, we first abstract all the events (role-actions pairs) specified
in the regulations. Thereafter, we associate these events with their corresponding
events in the business process. As a result, we obtain all the counts-as relations
between the external events and the institutional events, which are captured by
a constitutive norm net CNNex2 containing 14 constitutive norms. Most of the
constitutive norms are a straightforward mapping from the action of the agent
Customs X to the same action of the role Customs.

As an example, we show the CPN construction of nc3: the transition find error
in the CPN model of RNNex2 is replaced by a substitution transition indicated
in Figure 9.7 and assigned a submodule presented in Figure 9.11. Agents are
represented by the tokens distributed in the CPN model, which are of two types.
The first type of tokens are with the type of Agent while the second type of
tokens are with the type of Customs. The former is indicated by the name of the
agent “Customs X” and the latter is indicated by a product of the name of the
agent and the role it enacts (Customs, “Customs X”). From the CPN model of
this constitutive norm, we can see that as long as the agent Customs X takes
anyone of the three actions report validationErrors, report majorDiscrepancy
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and report minorDiscrepancy, the substitution transition find error will be fired.
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ee3ee3

ee2ee2
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Figure 9.11: The submodule of the substitution transition find error in Figure 9.7.

(3) Interaction plans
The whole declaration management process consists of a large number of decision
points, activities and sub-processes. Our task in this step is to abstract all the
events that are relevant to the control of the considered regulations and find their
corresponding positions in the declaration management process. Once we know
all the possible positions of the events in the process, we can organize them into
interaction plans (sequences of events) according to the order of their appearances
in the process. Later on we use these interaction plans as inputs to the CPN
model of RNNex2 to indicate the firing order of the transitions such that we can
determine the compliance of the business process.

After discussing with the process designer, we abstract 7 interaction plans from
a part of the declaration management process, which indicate different solutions
for managing declarations according to different conditions. As an illustration,
here we give one example that is of interest for the compliance checking results.

• IP3 = ((Customs X, receive declaration), (Customs X, validate declaration),
(Customs X, accept decla-ration), (Customs X, notify acceptance), (Customs X,
asses risk), (Customs X, inform check), (Customs X, perform check), (Cus-
toms X, report minorDiscrepancy), (Customs X, accept changes), (Customs X,
clear -declaration)).

Notice that in the interaction plans IP3 there are 10 events while only 5 of
these events have their counterparts in the regulations. The reason in this case
is that we only take a part of all the relevant regulations. But in other cases, it
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could also be that not all the events specified in a business process are covered by
the regulations, which means that they will not have any normative consequence.

9.2.3 Compliance Checking
Up to now, we have constructed the CPN model for the regulations and abstrac-
ted the interaction plans from the business process. The task then is to converge
these two information flows such that we can verify whether the business process
is complying with the regulations (consistency can be derived from the compli-
ance results by checking whether any of the abstracted interaction plans is full
compliant in this case study). To do this, we input each interaction plan into
the CPN model such that the transitions corresponding to the events in the in-
teraction plans will be fired in the order of their appearances. After the firing
of each event, we can check whether there are tokens in the featured places of
the CPN model to determine whether the business process is compliant with the
regulations.

After running the checking procedure against all the interaction plans, we
found two tokens in the output place labeled V in the CPN model of NNex2,
as shown in Figure 9.12. This means that there is non compliances between
the declaration management process and the regulations. The non compliances
are caused by the event (Declarant, change declaration) from the perspective of
regulations. Going back to the interaction plans, we found an event (Customs X,
accept changes) in IP3 which is a corresponding event from the perspective of
the business process. Accordingly, in the document of the business process, we
found a description “The customs will hand over the control result to a specialist
who will take a customs position by determining whether the control resulted in
[. . .] a minor discrepancy, in which case he will ask an assistant to correct the
declaration or instruct the declarant to do so.”

Further investigation on the CPN model shows that this non-compliance is
caused by the violation of norm n2 relating to regulation R2. The reason is that
the regulation says if the customs finds out any errors in the declaration, then
the declarant is forbidden to change the declaration. However, in the business
process, it is possible for the customs or the declarant to make changes to the de-
claration when there are only minor discrepancies. From the compliance checking
results, we know that only one of the abstracted interaction plans is not compliant
while the others are full compliant. Therefore, we can determine that the set of
regulations is consistent.

9.2.4 Reflection
In this case study, we investigated the application of NNs for the problem of
regulative compliance of business processes. By means of constitutive norms, the
activities described in business processes are linked to the activities constrained
by legal regulations. By means of regulative norms, the normative properties of
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(Customs_X, 
accept_declaration)

1 2 3

(Customs_X, 
inform_check)

(Customs_X, 
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(Customs_X, 
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(Customs_X, 
clear_declaration)

45

Figure 9.12: Simulation results of interaction plan IP3.

the regulations are formalized. Based on the CPN mapping of NNs, we are able to
computationally evaluate the regulatory compliance of business processes. From
this case study, two major issues are reflected.Firstly, one needs to have a sufficient
understanding of the design objectives of the business process when abstracting
interaction plans from the business process. It is not the case that the process is
just a simple set of activities. Secondly, regulations usually cover organizational
behavior in a general way, while the business process is often designed from the
perspective of a specific organization and thus might have a single view of the
interactions with other organizations. This often leads to a need for concept
alignments between the specification of the regulations and the specification of
the business process.

With automated support for regulatory compliance, it is convincing that the
workload of compliance departments can be reduced. Their work will change from
multiple tasks related to compliance checking procedures to the focus on main-
tenance of regulation management system and analysis of the optimal process
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design. Moreover, organizations can make their business processes more reliable
in terms of regulatory compliance, and in some cases can be used as evidences
to show their compliance capabilities, e.g., the Authorized Economic Operator
(AEO) program [59]. On the other hand, the control and maintenance cost of the
governmental authorities can also be reduced, with the possibility of providing
integrated services (e.g., regulation interpretation, consultation, and risk man-
agement etc.).

9.3 Food Importation

9.3.1 Case Description
The World Customs Organization (WCO) has defined a framework called the Au-
thorized Economic Operator (AEO) program [59] in order to address the tensions
created by the simultaneous growth in international trade and requirements for
increased security. The European Communities’ implementation of AEO permits
various customs administrations to grant AEO certificates to qualified companies
under which they enjoy special privileges. Taking the scenario of importing food
from a country outside the EU to the Netherlands, a number of governmental au-
thorities and companies are involved, which together form a virtual organization.
Such a virtual organization is governed by different sets of regulations concerning
different aspects of the food importation process. For example, the EU has a set
of general regulations in which one is that the food authority is obliged to carry
out a food quality inspection. With the introduction of the AEO programme, the
Dutch government introduced new regulations for the specific domain of AEO-
certified goods in order to improve trading efficiency. For example, one regulation
is that a food authority is forbidden to carry out a food quality inspection, if
customs has already done so. Additionally, companies such as container termin-
als play an important role and bring their own regulations, e.g., a regulation at
one container terminal is that carriers are obliged to transport their goods thence
within two days of unloading. Given these different sets of regulations, it is essen-
tial to capture not only their individual functionalities but also their interrelations
concerning the governance of real world events.

9.3.2 Modeling Collective Institutions
In this case study, we consider three institutions catpured by three norm nets
{N̂N1, N̂N2, N̂N3}, whose governance scopes are based on three contextual di-
mensions {Individuality, Location, Food}. Individuality refers to four agents {ag1,
ag2, ag3, ag4}. Location is provided with a set of values {ta, tb, tc, wa} in which
the first three elements represent three container terminals and the fourth ele-
ment represents a warehouse. Food has a corresponding value set {AEO-beef,
nAEO-beef} which respectively indicate importing beef with AEO certificate and



FOOD IMPORTATION 173

without AEO certificate. Note that in this paper we only consider parts of the
value set which are most relevant to our analysis.

The norm net model of the first institution I1 is described as follows.

• N̂N1 = (gs1, RNN1, CNN1) where

– gs1 = {ag1, ag2, ag3} × {ta, tb, tc, wa} × {AEO beef, nAEO beef}
– RNN1 = AND(AND(nr11, n

r
12), nr13) where

∗ nr11 = (O, (Food authority, inspect quality), (Carrier, pass border),
(Carrier, arrive))

∗ nr12 = (F, (Carrier, unload food), (Food authority, inspect quality),
λ)

∗ nr13 = (F, (Carrier, choose inspecL), λ, λ))

– CNN1 = {nc11, nc12} where

∗ nc11 = ((ag1, land plane)∨(ag1, doc ship)∨(ag1, stop lorry), (ag1,
reach border)) → (Carrier, arrive)

∗ nc12 = ((ag2, land plane)∨(ag2, doc ship)∨(ag2, stop lorry), (ag2,
reach border)) → (Carrier, arrive)

∗ nc13 = ((ag1, remove goods), (ag1, reach border)) → (Carrier, un-
load food)

∗ nc14 = ((ag2, remove goods), (ag2, reach border)) → (Carrier, un-
load food)

∗ nc15 = ((ag1, change inspecL), (ag3, inform inspecL)) → (Carrier,
choose inspecL)

∗ nc16 = ((ag2, change inspecL), (ag3, inform inspecL)) → (Carrier,
choose inspecL)

∗ nc17 = ((ag1, pass border), λ) → (Carrier, pass border)

∗ nc18 = ((ag2, pass border), λ) → (Carrier, pass border)

∗ nc19 = ((ag3, test sample)∧(ag3, asses risk), (ag1, reach border)
∨(ag2, reach border)) → (Food authority, inspect quality)

To operationalize the institution, we build a hierarchical CPN model for NN1

following the mapping rules presented in 5.2. The prime modules of the hier-
archical CPN models is shown in Figures 9.13. As for the submodules, we show
as an example the models corresponding to the constitutive norms nc11 and nc19,
respectively shown in Figures 9.14 and 9.15.
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Figure 9.13: The prime module of the CPN model of N̂N1.
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Similarly, we give the norm net model of the second institution I2, and build
a hierarchical CPN model. Figure 9.16 shows the prime module of the resulting
hierarchical CPN model.

• N̂N2 = (gs2, RNN2, CNN2) where

– gs2 = {ag1, ag2, ag3, ag4} × {ta, tb, wa} × {AEO beef}
– RNN2 = AND(nr21, n

r
22) where

∗ nr21 = (F, (Food authority, inspect quality), λ, (Customs, inspect quality))

∗ nr22 = (F, (Carrier, unload food), (Food authority, inspect quality),
λ)

– CNN2 = {nc21, nc13, nc14, nc19} where

∗ nc21 = ((ag4, test sample)∧(ag3, asses risk), (ag1, reach border)
∨(ag2, reach border)) → (Customs, inspect quality)

Finally, we give the norm net model of the third institution I3, and build a
hierarchical CPN model. Figure 9.17 shows the prime module of the resulting
hierarchical CPN model.

• N̂N3 = (gs3, RNN3, CNN3) where

– gs3 = {ag1, ag2} × {ta} × {AEO beef, nAEO beef}
– RNN3 = OE(nr31, n

r
32) where

∗ nr31 = (O, (Carrier, leave terminal), (Timeline, pass 2days), (Car-
rier, arrive))

∗ nr32 = (O, (Carrier, pay fine), (Timeline, pass 1month), λ)
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– CNN3 = {nc31, nc32, nc33, nc34, nc13, nc14} where

∗ nc31 = ((ag1, pass border), λ) → (Carrier, leave terminal)

∗ nc32 = ((ag2, pass border), λ) → (Carrier, leave terminal)

∗ nc33 = ((ag1, pay cash)∨(ag1, pay credit), (ag1, receive notice)) →
(Carrier, pay fine)

∗ nc34 = ((ag2, pay cash)∨(ag2, pay credit), (ag2, receive notice)) →
(Carrier, pay fine)
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Figure 9.17: The prime module of the CPN model of N̂N3.
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The type declarations for the color sets used in the CPN models shown above are
listed in Figure 9.18.

Figure 9.18: Type declarations in the CPN model of N̂N1, N̂N2 and N̂N3.

In this case study, the three norm nets share three contextual dimensions In-
dividuality, Location and Food, which are constrained by different sets of values.
For example, N̂N1 governs all European terminals and warehouses when import-
ing food to the EU countries. N̂N2 concerns the regulation of importing AEO
certified food AEO beef via Dutch terminals ta, tb and warehouse wa, while N̂N3

representing a terminal company regulates all food imports through terminal ta
only. Given the definition of the three norm nets and their CPN models presented
above, we now illustrate how norm conflicts can be detected using the approach
presented in Section 6.3 by means of the CPN tools.

9.3.3 Conflict Detection
Figure 9.19 shows a part of institutional evolutions with respect to three inter-
action plans (sequences of external events) in this case study. In general, when
an external event occurs (shown above/below arrows), the first task is to identify
which institutions have governance competence, and then identify which norms in
these institutions are triggered. It can be seen that at different time instants, there
are different sets of institutions that are activated concerning the occurrence of
the event characterized by the attached contextual information. Each circle rep-
resents an institutional state, and a column of institution Ii above/below the
circle indicates the collective institutions set at the time. For example, for the
states 1 and 1′, the activation of I3 depends on whether the location where the
carrier arrives is ta. With more than one institutions being activated, different
sets of regulative norms from different institutions are triggered to constrain the
behavior, which might cause conflicts. For example, three norms from the three
institutions are triggered simultaneously at 3, between which two conflicts occur.
In this case study, there are in total four pairs of conflicts (indicated by a line
with a cross) by providing four different interaction plans (event sequences).
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As an example, we show how the normative states of the three institutions
change along with the first interaction plan in terms of the markings of the corres-
ponding CPN models, as shown in Figure 9.20. It can be seen that initially at the
marking represented by node 1, all the overall satisfied and violated states (places
labeled with S and V ) of the three institutions are empty, highlighted by the red
rectangles. From node 1, an institutional event (Carrier, arrive) is generated by
the occurrence of the external events (ag1, reach border) and (ag1, stop lorry).
As a result, another marking represented by node 2 is generated, in which the
states of the three pairs of satisfied and violated places remain the same as that
at node 1. From node 2, two institutional events (Carrier, pass border) and (Car-
rier, leave terminal) are generated by the occurrence of the external event (ag1,
pass border). The first institutional event is generated in both institutions I1 and
I2, and the second institutional event is generated in institution I3. As a result,
we obtain a new marking represented by node 3, in which the overall violated
places of the first and second institutions both get a token (carrier, “ag1 ”) while
the overall satisfied places remain empty, indicating the agent ag1 enacting the
role carrier produces a violation in both I1 and I2. However, the overall violated
place of I3 remains empty but the overall satisfied place get a token (carrier,
“ag1 ”), indicating I3 is satisfied with respect to the agent behavior. These imply
that the three institutions give contradictory compliance evaluation results with
respect to the same agent behavior (ag1, pass border). Therefore, we can derive
two norm conflicts, respectively between I1 and I3, and between I2 and I3.

9.3.4 Reflection
In this application case, we illustrated how collective institutions are modeled by
norm nets to facilitate the detection of norm conflicts. The simulation results
indicate that our conflict detection approach is able to identify conflicts among
different institutions. Moreover, the specification of the governance scope of the
institutions formalizes the control boundary of each institution and provides a
better understanding of how the three institutions cooperatively work together in
regulating agent behavior.

Since we only analyze a partial set of interaction plans (sequences of events),
we cannot determine whether the conflicts found are weak conflicts or strong
conflicts. As we discussed in Section 6.3, to check whether a conflict is weak or
strong, we need to know all the meaningful traces of events that can occur in the
corresponding real system, which is usually difficult. Nevertheless, if the aim is
to check whether a business process will cause any conflicts with respect to an
institution or a set of institutions, we can always abstract all the possible traces
of events from the business process. In this way, we are able to make sure the
compliance of the process design.
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(Carrier, arrive) {(Carrier, pass_border), (Carrier, leave_terminal)}

Figure 9.20: Normative state transition of the three institutions.

9.4 Conclusions
In this Chapter, we have shown several application cases related to the normat-
ive structure of OperA+. The first two case studies demonstrate from different
aspects the formalization of compliance rules and the verification of agent beha-
vior against the rules by means of Norm Nets (NNs) and the mapping to CPN
models. In particular, we illustrated how CPN tools can be used to facilitate
the compliance evaluation process. In the third application case, we investigated
the formalism of contextualized NNs in the modeling of collective institutions.
Furthermore, we illustrated the use of CPN mapping of NNs for the problem of
norm conflict detection. The results of the case study show that our approach is
able to capture the cooperative regulation in a multi-institution environment and
identify conflicts among the norms imposed by different institutions.



Chapter10
Application: Preference Structure

This chapter has the following contribution:

• an illustration of the construction of preference structures and the approach
of combined-reasoning with norm compliance and preference satisfaction
based on an example of a travel scenario.

10.1 Case Description
Assume that a group of three people Alice, Bob and Carl, together go for a
business trip granted by their employer (organization X). For this trip, on the
one hand, the three people have to follow a set of regulations that are prescribed
to govern the behavior of the employees in organization X. On the other hand,
each of the three people has his or her own preferences over the actions that can be
taken. In order to evaluate a given set of interaction plans, both the regulations
of the organization and the preferences of the individuals are important factors
to be considered. That is, an interaction plan has to be evaluated with respect
to whether the regulations are complied with and to what extent the individual
preferences of the agents are satisfied.

10.2 Normative Constraints
The set of regulations are informally described as follows, in which we differenti-
ated between a set of regulative norms and constitutive norms.

This chapter is based on our contribution to the 13th International Conference on Autonom-
ous Agents and MultiAgent Systems, pp. 1373–1374, 2014 [122].

181
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• Regulative norms:

– If the employer grants a travel to an employee, the employee should
make a travel request before departure. Otherwise, the employee should
not declare the travel cost.

– If an employee makes a travel request, he or she should book the flight
through the travel agency before departure, and should not book luxury
hotels. Otherwise, the employee should not declare the travel cost.

– After the application system sends a declaration notification, the em-
ployee should declare the cost before the application system informs the
violation. Otherwise, after the application system informs about the
extra cost, the employee has to pay the extra cost before the employer
calculates the salary.

• Constitutive norms:

– Organization X assigns a travel number given that Alice, Bob or Carl
submit a application form, counts-as, an employer grants a travel.

– Alice/Bob/Carl fills in a travel form and attaches a travel number,
counts-as, an employee makes a travel request.

– Alice/Bob/Carl departures, counts-as, an employee departures.

– Alice/Bob/Carl submits a reimbursement form given that the Digi sys-
tem emails a form after Alice/Bob/Carl departures, counts-as, an em-
ployee declares travel cost.

– Alice/Bob/Carl sends an email to the Travel Partner (TP) and at-
taches the flight information, counts-as, an employee books a flight
through the travel agency.

– Alice/Bob/Carl books a 5? hotel, counts-as, an employee books a luxury
hotel.

– The Digi system emails a form, counts-as, the application system sends
a declaration notification.

– The Digi system emails a violation, counts-as, the application system
informs a violation.

– The Digi system emails a bill, counts-as, the application system informs
extra cost.

– Alice/Bob/Carl pay by card after the Digi system emails a bill, counts-
as, an employee pays extra cost.

– Organization X calculates salary, counts-as, an employer calculates
salary.

Based on the description above, we construct a norm net NN10 = (RNN10,
CNN10) where
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• RNN10 = AND(OE(AND(AND(nr1, nr2), nr3), nr4), OE(nr5, nr6)) where

– nr1 = (O, (Employee, request travel), (Employee, departure), (Employer,
grant travel)),

– nr2 = (O, (Employee, book agency), (Employee, departure), (Employee,
request travel)),

– nr3 = (F, (Employee, book luxuryHT ), λ, (Employee, request travel)),

– nr4 = (F, (Employee, declare cost), λ, λ),

– nr5 = (O, (Employee, declare cost), (App system, inform violation)),
(App system, send notification)),

– nr6 = (O, (Employee, pay extra), (Employer, calculate salary)), (App s-
ystem, inform extra)),

• CNN10 = {nc1, nc2, nc3, nc4, nc5, nc6, nc7, nc8, nc9, nc10, nc11, nc12, nc13, nc14, nc15,
nc16, nc17, nc18, nc19, nc20, nc21} where

– nc1 = ((X, grant travel), λ) → (Employer, grant travel),

– nc2 = ((Alice, fill travelForm) ∧ (Alice, attach travelNo), λ) → (Em-
ployee, request travel),

– nc3 = ((Bob, fill travelForm) ∧ (Bob, attach travelNo), λ)→ (Employee,
request travel),

– nc4 = ((Carl, fill travelForm) ∧ (Carl, attach travelNo), λ) → (Em-
ployee, request travel),

– nc5 = ((Alice, departure), λ) → (Employee, departure),

– nc6 = ((Bob, departure), λ) → (Employee, departure),

– nc7 = ((Carl, departure), λ) → (Employee, departure),

– nc8 = ((Alice, submit reimburseForm), (Alice, departure)< (Digi, email-
form)) → (Employee, declare cost),

– nc9 = ((Bob, submit reimburseForm), (Bob, departure) < (Digi, email-
form)) → (Employee, declare cost),

– nc10 = ((Carl, submit reimburseForm), (Carl, departure)< (Digi, email-
form)) → (Employee, declare cost),

– nc11 = ((Alice, email PT ) ∧ (Alice, attach flightInfo), λ)→ (Employee,
book agency),

– nc12 = ((Bob, email PT ) ∧ (Bob, attach flightInfo), λ) → (Employee,
book agency),

– nc13 = ((Carl, email PT ) ∧ (Carl, attach flightInfo), λ) → (Employee,
book agency),

– nc14 = ((Alice, book 5?), λ) → (Employee, book luxuryHT ),
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– nc15 = ((Bob, book 5?), λ) → (Employee, book luxuryHT ),

– nc16 = ((Carl, book 5?), λ) → (Employee, book luxuryHT ),

– nc17 = ((Digi, email form), λ) → (App system, inform declaration),

– nc18 = ((Digi, email violation), λ) → (App system, inform violation),

– nc19 = ((Digi, email bill), λ) → (App system, inform extra),

– nc20 = ((Alice, pay card), (Digi, email bill)) → (Employee, pay extra),

– nc21 = ((X, calculate salary), λ) → (Employer, calculate salary),

According to the construction of NN10, we can then build a hierarchical CPN
model according to the mapping rules presented in Chapter 5. Figure 10.1 shows
the prime module of the CPN model. As for the submodules, we take nc8 as an
example and show the corresponding CPN model in Figure 10.2.

10.3 Individual Preferences
From an individual perspective, everyone in this traveling group has his or her
own preferences over the actions that can be taken:

• Alice prefers booking a flight herself over booking a flight through the travel
agency and over booking a train;

• Bob prefers booking a flight through the travel agency over booking a train if
both Alice and Carl book a flight through the travel agency, and Bob prefers
booking a 3? hotel over booking a 4? hotel if Bob book a flight through the
travel agency;

• Carl prefers booking a 5? over not booking a 3? if Carl books a train, and
Carl prefers booking a flight through the travel agency over booking a flight
herself.

Taking into account different levels of importance (indicated by numeric val-
ues), we exemplify the formalization of the preference specification of each person
for this case as follows:

• Alice: {(Alice, (Alice, book self ), true)(20) � (Alice, (Alice, book agency),
true)(25) � (Alice, (Alice, book train), true)(30)}.

• Bob: {(Alice, book agency) ∧ (Carl, book agency): (Bob, (Bob, book agency),
true)(30) � (Bob, (Bob, book train), true)(35), (Bob, book agency): (Bob,
(Bob, book 3?), true)(18) � (Bob, (Bob, book 4?), true)(70)}

• Carl: {(Carl, book train): (Carl, (Carl, book 5?), true)(25)
� (Carl, (Carl, book 3?), false)(70), (Carl, (Carl, book agency), true)(10)
� (Carl, (Carl, book self ), true)(50)},
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Accordingly, we can build three CPN models for the preferences of the three
people following the mapping rules presented in Chapter 7. The results are shown
respectively in Figure 10.3, 10.4 and 10.5.
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Figure 10.3: CPN model representing the preferences of Alice

The type declarations for the color sets used in the CPN models of the norm
nets and preferences shown above are listed in Figure 10.6.
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Figure 10.4: CPN model representing the preferences of Bob

Figure 10.6: Type declarations in the CPN models shown in Figures 10.1 to 10.5.
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Figure 10.5: CPN model representing the preferences of Carl

10.4 Interaction Plans
Now suppose there are three possible interaction plans for the traveling group, as
shown in Figure 10.7. Each plan starts with an action grant travel corresponding
to organization X, indicating that the employer grants the travel. Thereafter,
each plan continues with four sequences of events with respect to the four agents,
i.e., Alice, Bob, Carl and Digi. The ordering of the events is indicated by their
positions relative to the time line at the bottom. Notice that the order of an event
does not imply the real time of its occurrence. Moreover, we mix the actions of
the events in the physical world and institutional events in the representation of
interaction plans only to simply the description.

10.5 Combined Reasoning
With both the normative constraints and individual preferences defined, a com-
bined reasoning of the three interaction plans can be obtained. To do this, we
make use of the CPN models presented in Section 10.2 and 10.3, and follow the
compliance checking approach presented in Section 5.4 and the preference evalu-
ation approach presented in Section 7.4.3 to obtain the compliance status of each
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Figure 10.7: Interaction Plans.

plan and the satisfaction status of all the individuals. Finally, we get the results
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as shown in Table 10.1.

interaction norm personal preferences
plans compliance Alice Bob Carl
IP1 C∗ 20 70 200
IP2 V 25 35 10
IP3 C 30 18 170

Table 10.1: Compliance status and preference satisfaction of the three interaction plans

The first plan is in sub-ideal compliance because Alice books the flight herself
and a 5? hotel but she pays the extra cost. The second plan is in non compliance
since neither does Alice declare the cost nor pay the extra cost on time. According
to the normative consequence, the third plan is mostly favorable since it is fully
compliant with the norms. From the aspect of the satisfaction level, Alice prefers
the first plan, Bob prefers the third plan, and Carl prefers the second plan. Notice
that Carl has a satisfaction value 200 for the first plan because none of the
alternatives in his two preferences are satisfied.

For individual agents, whether a plan is indeed the choice of an agent depends
on the combined-reasoning strategy of the agent. For example, if Alice is selfish,
her choice would be the first plan since she will try to maximize her preference
satisfaction without considering the normative consequence. If Alice is norm-
aware, the third plan would be her choice since she will try to minimize the
violations.

From an organizational perspective, on top of norm compliance (both full and
sub-ideal compliance), if the agents are situated in a horizontal organization, the
third plan would be a favored choice for the whole group. Assuming that Alice is
the leader of the group, if the agents are situated in a hierarchical organization,
the first plan would be the choice.

10.6 Conclusions
In this chapter, we demonstrated the application of the preference structure of
OperA+ and the approach of combined reasoning with norms and preferences,
through an example of a travel scenario. We used a simple example to illus-
trate the working mechanism of the approach because the basic techniques are
similar to that of the compliance evaluation in NNs we have shown before. The
approach can be applied to more complex domains such as supply chains and
subcontracting, where a number of actors collaborate with each other under sets
of regulations. With possibly different values and interests, these actors might
have varying preferences over the actions they can take.

At an agent level, we have shown how agents may be assisted in selecting
alternative plans considering both the normative constraints and personal prefer-
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ences with respect to their combined-reasoning strategies. At an organizational
level, we have shown how combined-reasoning strategies may be adopted to eval-
uate alternative plans from a global perspective. In this application case, we as-
sumed the preferences of all the individuals in the traveling group, which enables
an analysis of the agents’ interactions from an organizational perspective. In prac-
tice, however, it may be difficult to acquire the preferences of individual agents,
especially when privacy issues are concerned. Therefore, the organizational level
analysis of preference satisfaction, which heavily depends on the availability of
individual agents’ preferences, need to seek for means of reasoning with imperfect
information.





Chapter11
Conclusions

This dissertation focused on the design of organizational models that support dy-
namic and autonomous interactions in regulated environments. The motivation
for such models came from the need to devise and evaluate solutions for ensur-
ing organizational compliance that consider both the stability of organizational
control and the flexibility of individual operation.

The OperA+ framework proposed in this research, uses the paradigm of norm-
ative multi-agent systems as the basis of conceptual design. At an abstract level,
the concept of agents can refer to any autonomous entity including humans, soft-
ware and organizations, and the concept of norms can refer to any explicit rules
that govern the behavior of those autonomous entities. However, throughout the
dissertation, we have used theoretical models of agents, agent interaction and
norms to build models for organizations. The focus of OperA+ is not only the
design of the regulated environment where the individual entities that form the
organization interact, but also the representation of the preferences of those in-
dividual entities, such that a balance can be obtained between the stability of
organizational control and the flexibility of individual operation.

This final chapter discusses the results of this research in Section 11.1, and
identify directions for future work in Section 11.2

11.1 Discussion of Results
There are three main assumptions that underlie this research. Firstly, the devel-
opment of an organization has the aim of accomplishing some global objectives
that can be realized by coordinating the behavior of some individual participants.
Secondly, the individual participants are autonomous entities with personal in-
terests and needs, without necessarily sharing the same objectives of the organ-
ization in which they play a role. Finally, in order to ensure the achievement of
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the global objectives, the establishment of organizational compliance is needed to
guide and regulate the behavior of the participants and their interactions. These
assumptions are the basis to the research questions formulated in Chapter 1, which
are listed as follows:

1. What are the constructs and structures that are needed for the representa-
tion of organizational compliance in organizational design?

2. How can we evaluate the actual behavior of the organizational participants
with respect to the compliance requirements of organizational regulation?

3. How can we evaluate the consistency of different sources of compliance re-
quirements that are relevant to the regulation of organizational behavior?

4. How to take into account the autonomy of individual participants in the
evaluation of organizational compliance?

In the remainder of this section, we look back at the realized work, and discuss
the main findings related to these questions.

11.1.1 Representing Organizational Compliance
Our first research question relates to the identification of constructs and structures
that are needed for representing organizational compliance. In Chapter 1, we have
identified the following main requirements that, in our opinion, should guide the
establishment of organizational compliance for (virtual) organizations:

• coverage of multiple levels of the participants’ activities and interactions
through the roles they enact in the organization (compositionality)

• reflection of the important features borrowed from or impressed upon by
the context to which the organization must adapt (contextualization)

The OperA+ framework presented in Chapter 3 was designed to fulfill both
these requirements. By providing a multi-level and multi-context structure of or-
ganizational design, we demonstrate how compositionality and contextualization
are embedded in the representation of organizational compliance. The multi-level
approach enables the description of increasingly more detailed specifications for
organizational compliance. The multi-context approach enables the explicit rep-
resentation of the possible contexts to which the achievement of organizational
compliance must adapt. The combination of these two approaches provides a
contextual link between organizational values and implementation details. This
not only enables a gradual understanding of how the dynamics of organizational
compliance is coupled with the changes of applying contexts, but also facilitates
the reuse of control components for ensuring organizational compliance across
different contexts.
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At a single level and within a single context, three structures are identified to
be needed for the representation of organizational compliance. Firstly, the social
structure presented in Chapter 4 provides a way of encapsulating compliance re-
quirements of organizations through the specification of roles in the organization
and role enactments of the participants. In OperA+, a role can be enacted by
an organizational agent which can further elaborate the role into an organization
of more finer-grained components (roles). Such a design choice enables specific-
ation of open systems in which the participants can make further decisions on
how an accepted role is divided and assigned. In this way, organizational design
can be performed in a distributed manner, i.e., organizations (participants in a
larger organization) can take the responsibility to refine different parts of organ-
izational design at a high abstraction level into more concrete ones. Secondly,
the normative structure presented in Chapter 5 and 6 describes the compliance
rules that govern the behavior of the participants in terms of the roles they en-
act in the organization. Finally, the preference structure presented in Chapter
7 describes the preferences of the individual participants. The social structure
and normative structure indicate the requirements of organizational control while
the preference structure indicates the the autonomy of individual participants, in
achieving organizational compliance. Thus, the three structures together provide
the constructs through which we are able to find the right balance between the
level of control of the organization and the level of autonomy of the participants.

11.1.2 Evaluating Individual Compliance
The normative structure of an OperA+ model presents, from an organizational
perspective, the expected behavior of the organizational participants in achieving
organizational objectives. Based on the notion of norms (obligations, prohibi-
tions, and permissions), we proposed a normative language Norm Nets (NNs) in
Chapter 5 for the construction of normative structures in OperA+. NNs are not
only capable of modeling single norms, but also provide the constructs to capture
the interrelations between norms in a modular way. Moreover, by differentiating
between constitutive norms and regulative norms, NNs are able to create a link
between the occurrences of participants’ behavior in the physical world and the
perceived behavior of organizations. In a nutshell, a NN presents

• a set of regulative norms (conditional obligations/prohibitions with dead-
lines) and their interrelations (conjunction, disjunction, reparation/sanction)
to regulate the behavior of the organizational participants in terms of the
roles they take in the organization, and

• a set of constitutive norms (counts-as statements) to translate the behavior
of the participants in the physical world into the behavior that is relevant
to the control of the organization.

The specification of NNs gives a complete illustration of how participants’ be-
haviors are interpreted by the organization and how such behaviors collectively
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impact the compliance status of the organization.
NNs specify at a conceptual level the expected behavior of the organizational

participants for the achievement of organizational compliance. While the parti-
cipants are autonomous entities who are capable of controlling their own actions,
it is necessary to check whether the actual behavior of the participants is in ac-
cordance with the expected behavior desired by the organization. To this end, a
mapping from NNs to Colored Petri Nets (CPNs) is presented in Chapter 5, which
captures the structural as well as the behavioral properties of NNs. As a result,
we are able to computationally check whether the behavior of the participants
is compliant with the normative specification. Moreover, we are able to make
use of the state space analysis techniques of CPNs for the analysis of compliance
properties of organizational behavior.

Together with its mapping to CPNs, NNs provide a way of formalizing com-
pliance rules and their interrelations, and operationalizing the evaluation of par-
ticipants’ actual behavior with respect to the obligations and prohibitions of the
compliance rules. The specification of the interrelations between norms in NNs
enables us to do more sophisticated evaluation of the participants’ behavior, e.g.,
with respect to ideal and sub-ideal compliance. The evaluation results present
evidence about whether organizational compliance is actually achieved. In case
of non-compliance, the participants who have misbehaved can be identified by
checking the states (or markings) of CPN models. Moreover, by using CPNs, we
also benefit from the tool support in the CPN community, which facilitates the
evaluation process.

11.1.3 Evaluating Regulation Consistency
Besides the evaluation of the compliance of individual participants, another as-
pect of compliance we have investigated relates to the consistency between the
compliance rules coming from different regulation sources, e.g., internal policies,
legal regulations, business agreements. This is an important issue especially in
the setting of virtual organizations where multiple institutions are employed for
the regulation of the participants’ behavior.

Based on the observation of human society, we regard the process of designing
an institution as not only the definition of a set of norms but also the character-
ization of its governance scope, i.e., what kinds of situations are under control of
the institution, since this is what gives the institution its ‘footprint’. To this end,
in Chapter 6 we presented an extension of the normative model NNs described in
Chapter 5 such that the governance scope of an institution can be formally cap-
tured. On the basis of the extended normative model, we further illustrated how
multiple institutions cooperatively work together to regulate the behavior of the
actors in a virtual organization, which then leads us to the problem of norm con-
flicts. Such a setting of multiple institutions distinguishes our approach of dealing
with norm conflicts from the others, since the existence of normative conflicts is
then not just by the definition of mutually exclusive deontic expressions but also
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the overlap of governance scopes. Furthermore, we presented a formal analysis of
the definition of norm conflicts using the model of NNs. To detect the conflicts, a
computational mechanism based on the CPN models of NNs is provided. In this
way, we are able to check the consistency of the norms within an institution as
well as the norms across different institutions.

In law systems, there are typically several layers of legislation and rule-giving
from the constitutional one to the most concrete one of judicial interpretations.
Such a characteristic is realized in the design of the normative structure of Op-
erA+ models through contextualization of norms from abstract to concrete. In
Chapter 6, we illustrated how a set of abstract norms captured in NNs can be re-
fined with respect to the refinement of the contexts where the norms are applied.
The link between the concepts used in abstract norm nets and the ones used in
contextual norm nets is realized through counts-as statements. In this way, the
construction of normative structures is extended to multiple levels of abstraction
and the construction process gives a reflection of how changes of context lead to
the structuring of the norms that govern the behavior in the context.

11.1.4 Integrating Individual Autonomy
Organizational participants are the actors upon whom organizations depend to
achieve organizational objectives and ensure organizational compliance. Com-
pliance refers to the regularized aspects of organizational design which provide a
description of the legitimate ways that participants should follow in their collective
pursuit of organizational objectives. While participants are autonomous entities
with personal preferences, they are capable of controlling their own actions to
pursue personal satisfaction and involvement. In such cases, it is important to
take into account individual preferences in the design and evaluation of solutions
to achieve organizational compliance.

In Chapter 7, we presented a preference language to capture various types
of preferences of individual actors (participants), through which the preference
structure of OperA+ models can be built. The preference language is built over
the actions that the actors may take. It not only allows preference specifications
over an actor’s own actions but also over the other actors’ actions and the actions
relating to the roles specified in the organization. Different degrees of preference
are indicated by numeric values that are attached to alternative courses of actions.
Moreover, we investigated how actors may adapt their abstract preferences to the
concrete contexts they encounter. The specification of the preferences of an actor
implies the possible decision of the actor when there are alternative choices of
actions. The decision making of the actor largely depends on the extent to which
its preferences are satisfied. In order to operationalize the evaluation of preference
satisfaction, we proposed a mapping of the preference language to CPNs such that
we can computationally obtain to what extent a preference is satisfied with respect
to the actions of the actors in the organization.

In OperA+, the preference structure presents the personal needs of individual
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participants while the normative structure presents the compliance requirements
of organizational control. Both structures reflect important aspects that should be
considered in the devise and evaluation of solutions for ensuring organizational
compliance. To this end, we proposed a mechanism of integrating preference
reasoning with normative evaluation, such that these two sources of information
can be analyzed in a unified way. From an individual perspective, this can provide
the necessary information for actors to make decisions considering both normative
constraints and personal preferences. From an organizational perspective, if we
have the knowledge of all the actors’ preferences in the organization, the overall
evaluation of the actors’ interactions can be elaborated.

11.2 Future Work
Our ideas for future research concern the link between abstract and concrete
concepts in the ontology of organizational models, practical issues of compliance
and preference, emergence of norms, and unification of concepts and incorporation
of mechanism design, which are detailed in the remainder of this section.

11.2.1 Linking Abstract and Concrete Concepts
One of the extensions of OperA+ as compared to OperA is that it extends or-
ganizational modeling to multiple abstraction levels. Accordingly, the ontology
of organizations is built with increasing details, from concepts relating to ab-
stract values, to concepts relating to concrete implementation. It is important to
provide an integrated framework for linking abstract and concrete concepts and
facilitate the reasoning of organizational behavior at different abstraction levels.
To this end, further exploration of CPNs is needed, which will lead to a potential
approach for the construction of multi-level organizational models. One direction
is to formalize the hierachical structure of roles by encoding them into color sets
or data types in CPNs.

11.2.2 Putting Compliance and Preference into Practice
In Chapter 5 we presented a normative language NNs for the representation of
compliance rules. The types of compliance rules that can be dealt with by NNs in
this dissertation are limited to the control-flow related compliance rules presented
in [174]. Given the variety of compliance rules in practice, it is important to have
a rich formalism that is capable of representing different aspects of compliance
rules, e.g., time, resource, etc.

The current CPN-based computational model for NNs can be improved in
many directions. One direction is to apply methods like the one presented in
[176] to label transitions with costs so that the degree of compliance can be
elaborated for each event sequence. Based on the degree of compliance, better
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alternative processes can be recommended to stakeholders or decision makers. A
further step is to devise approaches to associate the costs on transitions with
richer information in event logs, as similar to the methods proposed by [137, 136].

As mentioned in Chapter 7, our preference language is an extension of the work
presented in [210], in which agent preferences are specified only over the actions
of agents. In practice, actions may relate to other types of information such as
resource usage, and therefore agents might need to specify their preferences over
the consumption of resources. For instance, one may have a preference of buying
cheaper tickets over traveling in less time. To this end, further investigation is
needed to incorporate more types of information in the specification of preferences.
The combination of different preferences in the satisfaction evaluation is now
accomplished by a simple function of summation, which may limit the use of
the model. It is necessary to have a deeper research on the possible relations
between preferences and employ more sophisticated combination strategies. For
example, a possible relation between two preferences might be that the fulfillment
of one preference will cancel the other preference. As for the combination strategy,
weights may be assigned to different preferences to represent their priority in the
choice of an agent.

Furthermore, one of the main challenges in norm compliance is to bridge the
gap between informal descriptions and formal specifications [147, 184, 173]. There-
fore, a direction for future research is to integrate approaches of (automated)
norm extraction and elicitation with formal normative languages such as the one
proposed in this dissertation. Similarly to norms, individual preferences are usu-
ally specified in natural languages or more often hidden in the traces of events
occurred. In the literature, there has been a lot of research on mining and eli-
citing preferences of actors (e.g., [107], [125]). However, how to integrate those
approaches with formal preference models still needs further research.

11.2.3 Emergence of Norms
In this dissertation, we assume that compliance rules can be obtained from vari-
ous regulation sources such as legislation, guidelines, policies, etc. The main
focus is on the representation of such rules and the evaluation of agent behavior
against these rules, following a top-down manner of norm enforcement. From the
perspectives of both organizations and individuals, it is important to learn from
interaction experiences. For example, a new participant needs to learn about the
social conventions in an organization by finding behaviors that are (not) favored
among the other participants. An organization may need to adopt a new norm
to enhance its performance by restricting certain behaviors. In these cases, how
norms should be automatically generated and evaluated are important questions
to explore. Such issues on norms are closely related to the studies in the field
of norm emergence (e.g., [191, 190]) where game-theoretic frameworks are often
employed. Learning from log data, process mining techniques [1] have been suc-
cesfully used for model discovery. Integration of such approaches would provide
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a bottom-up support for norm compliance.

11.2.4 Unifying Concepts and Introducing Mechanisms
There has been a large number of normative models presented in the literature,
which are grounded in different theories. A challenge for the whole normative
community is to devise a unified framework that can be used to facilitate the
communication and comparison between these different models. For example,
though there are a lot of similarities between NNs and the normative models
based on commitment life cycles, it is still difficult to map from one to the other.
Besides, given the link between the notion of norms in normative systems and
compliance rules in process mining, it would be a promising task to transfer the
research results between these two domains.

Another promising direction of future research is to regard norms as a mech-
anism for agents to coordinate themselves and incorporate game-theoretic tech-
niques for the analysis of agent behavior [25]. For example, by using games, we
can explore the types of properties that a normative system should satisfy in order
to be effective as a mechanism to obtain desirable behavior. This will enable a
new perspective on how organizational control and individual autonomy can be
analyzed and evaluated in a unified way.



AppendixA
List of Algorithms

In this appendix we present the algorithms of generating CPN models of Norm
Nets, norm compliance checking and norm conflict detection.

A.1 References of CPN Elements
In order to reference to some special elements in a CPN model N , we introduce
the following notations:

• SCPN : the set of source places in N ,

• SKPN : the set of sink places in N ,

• ITp: the set of input transitions of a place p in N ,

• OTp: the set of output transitions of a place p in N ,

• IPt: the set of input places of a transition t in N ,

• OPt: the set of output places of a transition t in N ,

• LBp: the label of a place p in N ,

• LBt: the label of a transition t in N ,

In the following algorithms, italic statements follow the CPN syntax.
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A.2 Mapping from an event to CPNs
Algorithm 9 gives the procedure of generating the CPN model of a given event
(external event or institutional event).

Algorithm 9 CPN mapping of an event: Event CPN

Require: ε . An external or institutional event
Ensure: N . A CPN model
1: (ra, α)← ε
2: . (1) Create a transition representing the action α in the event
3: TN ← {α}

4: . (2) Create two places representing the state whether the event occurs
5: PN ← {pi, po}
6: AN ← {(pi, α), (α, po)}

7: . (3) Assign color sets to the places according to the type of the event ε
8: colset Agent = string . create a color set representing agents
9: if isExternalEvent(ε) then

10: ΣN ← {Agent}
11: CN ← {(pi, Agent), (po, Agent)}
12: end if
13: if isInstitutionalEvent(ε) then
14: colset r = with namera . create a color set representing a role
15: colset r ag = product r ∗ Agent . create a color set representing agents

enacting a specific role
16: ΣN ← {Agent, r, r ag}
17: CN ← {(pi, r ag), (po, r ag)}
18: end if

A.3 Mapping from an event formula to CPNs
Algorithm 10 gives the procedure of generating the CPN model of a given event
formula which consists of a set of events (external and institutional) combined
with the three operators ∧ (and), ∨ (or), < (before).
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Algorithm 10 CPN mapping of an event formula: EventFormula CPN

Require: ψ . An event formula
Ensure: N . A CPN model
1: . The combined relation is ∧ (and)
2: function AND CPN(ψl, ψr)
3: N1 ← EventFormula CPN(ψl)
4: N2 ← EventFormula CPN(ψr)
5: PN ← PN1 ∪ PN2 ∪ {p∧}
6: TN ← TN1 ∪ TN2 ∪ {null∧}
7: AN ← AN1 ∪AN2 ∪ {(SKPN1 , null∧), (SKPN2 , null∧), (null∧, p∧)}
8: colset cl = union C(SKPN1) + C(SKPN2)
9: ΣN ← ΣN1 ∪ ΣN2 ∪ {cl}

10: CN ← CN1 ∪ CN2 ∪ {(p∧, cl)}
11: return N
12: end function

13: . The combined relation is ∨ (or)
14: function OR CPN(ψl, ψr)
15: N1 ← EventFormula CPN(ψl)
16: N2 ← EventFormula CPN(ψr)
17: PN ← PN1 ∪ PN2 ∪ {p∨1, p∨2}
18: TN ← TN1 ∪ TN2 ∪ {null∨1, null∨2, null∨3}
19: AN ← AN1 ∪ AN2 ∪ {(SKPN1 , null∨1), (SKPN2 , null∨2), (null∨1, p∨1),

(null∨2, p∨1), (p∨1, null∨3), (null∨3, p∨2)}
20: colset cl = union C(SKPN1) + C(SKPN2)
21: ΣN ← ΣN1 ∪ ΣN2 ∪ {cl}
22: CN ← CN1 ∪ CN2 ∪ {(p∨1, cl), (p∨2, cl)}
23: return N
24: end function

25: . The combined relation is < (before)
26: function BEFORE CPN(ψl, ψr)
27: N1 ← EventFormula CPN(ψl)
28: N2 ← EventFormula CPN(ψr)
29: n← |SCPN2 |
30: P ′ ← {p′1, . . . , p′n}
31: PN ← PN1 ∪ PN2 ∪ P ′

32: TN ← TN1 ∪ TN2 ∪ {null<}
33: for all p ∈ SCPN2 do
34: i← 1
35: A′ ← A′ ∪ (p′i, OTp)
36: i← i+ 1
37: end for
38: AN ← AN1 ∪AN2 ∪ {(SKPN1 , null<)} ∪ {(null<, p′1), . . . , (null<, p

′
n)} ∪A′

39: ΣN ← ΣN1 ∪ ΣN2

40: CN ← CN1 ∪ CN2 ∪ {(p′1, C(SKPN1)), . . . , (p′n, C(SKPN1))}
41: return N
42: end function
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43: . determine the combined relation
44: if COψ = ∧ then
45: N ← AND CPN(LTψ, RTψ)
46: else if COψ = ∨ then
47: N ← OR CPN(LTψ, RTψ)
48: else if COψ = < then
49: N ← BEFORE CPN(LTψ, RTψ)
50: else
51: N ← Event CPN(ψ) . Call the algorithm of generating the CPN model

of a given event
52: end if

A.4 Mapping from a regulative norm to CPNs
Algorithm 11 gives the procedure of generating the CPN model of a given regu-
lative norm.

Algorithm 11 CPN mapping of a regulative norm: RN CPN

Require: (nr, REA) . A regulative norm and a color set for the list
of the union of all roles in the normative system

Ensure: (N , Ps, Pv, Pvr, pso, pvo) . A CPN mapping of NN
1: (D, ρ, δ, σ)← nr

2: . (1) Construct the CPN model of the target ρ, deadline δ and precondition σ
3: Nρ ← EventFormula CPN(ρ)
4: Nδ ← EventFormula CPN(δ)
5: Nσ ← EventFormula CPN(σ)

6: . (2) Distinguish the satisfied and violated states according to the deontic type of
the regulative norm

7: if D = O then
8: (Pso, Pvo)← (SKPNρ , SKPNδ )
9: end if

10: if D = F then
11: (Pso, Pvo)← (SKPNρ , SKPNδ )
12: end if
13: (Ps, Pv)← (Pso, Pvo)

14: . (3) Connect the CPN models of the target, deadline and precondition
15: PN ← PNρ ∪ PNδ ∪ PNσ
16: TN ← TNρ ∪ TNδ ∪ TNσ
17: AN ← ANρ ∪ANδ ∪ANσ ∪{(SCPNρ , ITSKPNδ

), (SKPNσ , ITSKPNρ ), (SKPNσ ,

ITSKPNδ
)}
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18: ΣN ← ΣNρ ∪ ΣNδ ∪ ΣNσ
19: (C(SKPNρ), C(SKPNδ))← (REA,REA)
20: CN ← CNρ ∪ CNδ ∪ CNσ

A.5 Mapping from a regulative norm net to CPNs
Algorithm 12 gives the procedure of generating the CPN model of a given regu-
lative norm net.

Algorithm 12 CPN mapping of a regulative norm net: RNN CPN

Require: RNN . A regulative norm net
Ensure: (N , Ps, Pv, Pvr, pso, pvo) . A CPN mapping of regulative norm net

1: . The compliance relation is AND
2: function AND CPN(RNNl, RNNr, REA)
3: (N1, Ps1, Pv1, Pvr1, pso1, pvo1)← RNN REA(RNNl)
4: (N2, Ps2, Pv2, Pvr2, pso2, pvo2)← RNN REA(RNNr)
5: PN ← PN1

∪ PN2
∪ {ps, pv}

6: TN ← TN1
∪ TN2

∪ {nulls, nullv1, nullv2}
7: AN ← AN1∪AN2∪{(pso1, nulls), (pso2, nulls), (pvo1, nullv1), (pvo2, nullv2),

(nulls, ps), (nullv1, pv), (nullv2, pv)}
8: ΣN ← ΣN1

∪ ΣN2

9: CN ← CN1
∪ CN2

∪ {(ps, REA), (pv, REA)}
10: (Ps, Pv, Pvr, pso, pvo)← (Ps1∪Ps2∪{ps}, Pv1∪Pv2∪{pv}, Pvr1∪Pvr2, ps, pv)
11: return (N , Ps, Pv, Pvr, pso, pvo)
12: end function

13: . The compliance relation is OR
14: function OR CPN(RNNl, RNNr, REA)
15: (N1, Ps1, Pv1, Pvr1, pso1, pvo1)← RNN REA(RNNl)
16: (N2, Ps2, Pv2, Pvr2, pso2, pvo2)← RNN REA(RNNr)
17: PN ← PN1 ∪ PN2 ∪ {ps, pv}
18: TN ← TN1 ∪ TN2 ∪ {nulls1, nulls2, nullv}
19: AN ← AN1

∪ AN2
∪ {(ps1, nulls1), (ps2, nulls2), (pv1, nullv), (pv2, nullv),

(nulls1, ps), (nulls2, ps), (nullv, pv)}
20: ΣN ← ΣN1

∪ ΣN2

21: CN ← CN1 ∪ CN2 ∪ {(ps, REA), (pv, REA)}
22: (Ps, Pv, Pvr, pso, pvo)← (Ps1∪Ps2∪{ps}, Pv1∪Pv2∪{pv}, Pvr1∪Pvr2, ps, pv)
23: return (N , Ps, Pv, Pvr, pso, pvo)
24: end function
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25: . The compliance relation is OE
26: function OE CPN(RNNl, RNNr, REA)
27: (N1, Ps1, Pv1, Pvr1, pso1, pvo1)← RNN REA(RNNl)
28: (N2, Ps2, Pv2, Pvr2, pso2, pvo2)← RNN REA(RNNr)
29: PN ← PN1 ∪ PN2 ∪ {pvr, ps, pv}
30: TN ← TN1 ∪ TN2 ∪ {nulls1, nullv1, nulls2, nullv2}
31: for all p ∈ SCPN2

do
32: A′ ← A′ ∪ (pvr, OTp)
33: end for
34: AN ← AN1 ∪ AN2 ∪ A′ ∪ {(ps1, nulls1), (pv1, nullv1), (nullv1, pvr),

(ps2, nulls2), (pv2, nullv2), (nulls1, ps), (nulls2, ps), (nullv2, pv)}
35: ΣN ← ΣN1

∪ ΣN2

36: CN ← CN1
∪ CN2

∪ {(ps, REA), (pv, REA), (pvr, REA)}
37: (Ps, Pv, Pvr, pso, pvo) ← (Ps1 ∪ Ps2 ∪ {ps}, Pv1 ∪ Pv2 ∪ {pv}, Pvr1 ∪ Pvr2 ∪
{pvr}, ps, pv)

38: return (N , Ps, Pv, Pvr, pso, pvo)
39: end function

40: . (1) Create a color set representing all the role enacting agents that are
regulated by the norms defined in the regulative norm net RNN

41: {r1, . . . , rn} ← getRoles(RNN)
42: for all i = 1→ n do
43: colset cri = with nameri
44: end for
45: colset rea = union cr1 + . . .+ crn
46: colset REA = list rea

47: . (2) Determine the compliance relation of a given RNN and obtain its
CPN mapping

48: function RNN REA(RNN,REA)
49: if CRRNN = AND then
50: (N , Ps, Pv, Pvr, pso, pvo) ← AND CPN(LTRNN , RTRNN , REA)
51: else if CRRNN = OR then
52: (N , Ps, Pv, Pvr, pso, pvo) ← OR CPN(LTRNN , RTRNN , REA)
53: else if CRRNN = OE then
54: (N , Ps, Pv, Pvr, pso, pvo) ← OE CPN(LTRNN , RTRNN , REA)
55: else
56: (N , Ps, Pv, Pvr, pso, pvo) ← RN CPN(RNN,REA)
57: end if
58: end function
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A.6 Mapping from a constitutive norm to CPNs
Algorithm 13 gives the procedure of generating the CPN model of a given con-
stitutive norm.

Algorithm 13 CPN Mapping of a constitutive norm: CN CPN

Require: nc . A constitutive norm
Ensure: NH . A hierarchical CPN model
1: (β, κ, ν)← nr

2: . Construct a CPN module based on the institutional event ν
3: Nν ← Event CPN(ν)
4: Tsub ← TNν
5: NPM ← (Nν , Tsub, ∅, ∅)

6: . Construct a CPN module based on the external events β and κ
7: (r, α)← ν
8: Na ← Event CPN(r, null)
9: Nb ← EventFormula CPN(κ < β)

10: Nc← (PNa∪PNb , TNa∪TNb , ANa∪ANb∪(SKPNb , OTSCPNa ), ΣNa∪ΣNb , CNa∪CNb
11: Pport ← {SCPNa , SKPNa}
12: PT ← {(SCPNa , IN), (SKPNa , OUT )}
13: NSM ← (Nc, ∅, Pport, PT )

14: . Construct a hierarchical CPN based on the counts-as relation between the ex-
ternal events β, κ and the institutional event ν

15: S ← {NPM ,NSM}
16: SM ← (TNν ,NSM )
17: PS ← {(SCPNPM , SCPNa), (SKPNPM , SKPNa)}
18: NH ← (S, SM,PS)

A.7 Norm Compliance Checking
Algorithm 14 gives the procedure of checking the compliance status of a norm net
with respect to a given interaction plan.
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Algorithm 14 Compliance Query: CLQ

Require: (NN i, IP ) . A norm net instance and an interaction plan
Ensure: CE . Compliance evaluation results

1: . Obtain the new marking of a CPN model N given the occurrence of an enabled
step Y with the current marking M

2: function UpdateState(Y,M,N )
3: for all p ∈ PN do

4: M ′(p)← (M(p)−− ++
MS

∑
(t,b)∈Y E(p, t)〈b〉) + +

++
MS

∑
(t,b)∈Y E(t, p)〈b〉

5: end for
6: if EStep((∗, null),N ,M ′) 6= ∅ then
7: M ′ ← UpdateState(EStep((∗, null),N ,M ′),M ′,N )
8: end if
9: return M ′

10: end function

11: . Evaluate the compliance evaluation state given two normative states
12: function ComplianceEva(M,M ′, Pvr, pvo)
13: if M ′(pvo)−−M(pvo) 6= ∅ then
14: ce← violated
15: else
16: ce← compliant
17: end if
18: if ce = compliant then
19: for all p ∈ Pvr do
20: if M ′(p)−−M(p) 6= ∅ then
21: ce ← sub-ideal compliant
22: end if
23: end for
24: end if
25: return ce
26: end function

27: . (Step 1) Obtain the CPN mapping of the norm net instance NN i

28: 〈(N , Ps, Pv, Pvr, pso, pvo),M〉 ← Θ(NN i)

29: . (Step 2) Obtain the changes of the compliance evaluation state of NN i with
respect to the interaction plan IP

30: for j ← 1 to |IP | do
31: . (Step 2.1) Obtain the new normative state of NN i given the occurrence

of the event IP [j]
32: M ′ ← UpdateState(EStep(IP [j],N ,M),M,N )
33: . (Step 2.2) Evaluate the compliance status of NN i with respect to the

occurrence of the event IP [j]
34: (CE[j])← ComplianceEva(M,M ′, Pvr, pvo)
35: M ←M ′

36: end for
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A.8 Norm Conflict Detection
Algorithm 15 gives the procedure of detecting norm conflicts in a norm net in-
stance with respect to the occurrence of an external event.

Algorithm 15 Conflict Query: CFQ

Require: (NN i, e) . A norm net instance and an external event
Ensure: CFS . Conflicting status

1: . Obtain the new marking of a CPN model N given the occurrence of an enabled
step Y with the current marking M

2: function UpdateState(Y,M,N )
3: for all p ∈ PN do

4: M ′(p)← (M(p)−− ++
MS

∑
(t,b)∈Y E(p, t)〈b〉) + +

++
MS

∑
(t,b)∈Y E(t, p)〈b〉

5: end for
6: if EStep((∗, null),N ,M ′) 6= ∅ then
7: M ′ ← UpdateState(EStep((∗, null),N ,M ′),M ′,N )
8: end if
9: return M ′

10: end function

11: . (Step 1) Obtain the CPN mapping of the norm net instance NN i

12: 〈(N , Ps, Pv, Pvr, pso, pvo),M〉 ← Θ(NN i)

13: . (Step 2) Obtain the new normative state of NN i after the event e occurs
14: M ′ ← UpdateState(EStep(e,N ,M),M,N )

15: . (Step 3) Check the normative state changes of all the component regulative
norm nets in NN i

16: . (Step 3.1) Check whether the normative state of NN i is evaluated to be
violated with respect to the occurrence of the event e

17: CFS ← false
18: if M ′(pvo)−−M(pvo) > 0 then
19: for all (ps, pv) ∈ Ps × Pv do
20: . (Step 3.2) Check whether there are two component regulative norm nets

in NN i such that one is evaluated to be satisfied and the other is evaluated to be
violated with respect to the occurrence of the event e

21: if (M ′(ps)−−M(ps))> 0 and (M ′(pv)−−M(pv))> 0 then
22: CFS ← true
23: end if
24: end for
25: end if
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A.9 Combined Evaluation of Norm Compliance and Preference
Satisfaction

Algorithm 16 gives the procedure of checking the compliance status of a norm net
and the satisfaction status of a set of agents with respect to a given interaction
plan.

Algorithm 16 Evaluation of norm compliance and preference satisfaction

Require: (〈(NH , Ps, Pv, Pvr, pso, pvo, PPS),M〉, IP )
Ensure: (CE,PS)

. Obtain the new marking of a CPN model N given the occurrence of an enabled
step Y with the current marking M
function UpdateState(Y,M,N )

for all p ∈ PN do

M ′(p)← (M(p)−− ++
MS

∑
(t,b)∈Y E(p, t)〈b〉) + +

++
MS

∑
(t,b)∈Y E(t, p)〈b〉

end for
if EStep((∗, null),N ,M ′) 6= ∅ then

M ′ ← UpdateState(EStep((∗, null),N ,M ′),M ′,N )
end if
if EStep((∗,min),N ,M ′) 6= ∅ then

M ′ ← UpdateState(EStep((∗,min),N ,M ′),M ′,N )
end if
if EStep((∗, sum),N ,M ′) 6= ∅ then

M ′ ← UpdateState(EStep((∗, sum),N ,M ′),M ′,N )
end if

return M ′

end function

. Norm compliance and preference satisfaction
for j = 1 to |IP | do

M ′ ← UpdateMarking(ESteps(IP [j],N ,M),M,NH)

. (1) Compliance checking
CE[j]← ComplianceEva(M,M ′, Pvr, pvo)

end for

. (2) Satisfaction evaluation
for all p ∈ PPS do

i← 1
PS[i]←M ′(p)
i← i+ 1

end for
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ance temporal logic model checker. In Proceedings of the 6th Starting AI
Researchers’ Symposium, pages 168–179. 2012.

[128] M. E. Kharbili, A. K. A. de Medeiros, S. Stein, and W. M. P. van der Aalst.
Business process compliance checking: Current state and future challenges.
In Modellierung Betrieblicher Informationssysteme, pages 107–113. 2008.

[129] S. Kim. IT compliance of industrial information systems: Technology man-
agement and industrial engineering perspective. Journal of Systems and
Software, 80(10):pages 1590–1593, 2007.
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2001.

[180] A. Ross. Directives and Norms. New York: Humanities Press, 1968.

[181] N. Russell, A. H. M. ter Hofstede, W. M. P. van der Aalst, and N. Mulyar.
Workflow control-flow patterns: A revised view. Technical Report BPM-
06-22, BPM Center, 2006.

[182] S. Sadiq, G. Governatori, and K. Namiri. Modeling control objectives for
business process compliance. In Proceedings of the International Conference
on Business Process Management , pages 149–164. 2007.

[183] G. Sartor. Normative conflict in legal reasoning. Artificial Intelligence and
Law , 1:pages 209–235, 1992.

[184] B. T. R. Savarimuthu, S. Cranefield, M. Purvis, and M. Purvis. A data
mining approach to identify obligation norms in agent societies. In Agents
and Data Mining Interaction, pages 43–58. 2010.

[185] C. Schneeweiss. Distributed decision making - a unified approach. European
Journal of Operational Research, 150:pages 237–252, 2003.

[186] W. R. Scott. Organizations: Rational, Natural and Open Systems. Prentice
Hall, 1992.

[187] J. R. Searle. Speech Acts. An Essay in the Philosophy of Language. TCam-
bridge University Press, 1969.

[188] J. R. Searle. The construction of social reality . The free press, 1995.

[189] K. Segerberg. A deontic logic of action. Studia Logica, 41(2):pages 269–282,
1982.

[190] S. Sen and S. Airiau. Emergence of norms through social learning. In Pro-
ceedings of the 20th International Joint Conference on Artifical Intelligence,
pages 1507–1512. 2007.

[191] Y. Shoham and M. Tennenholtz. On the emergence of social conventions:
modeling, analysis, and simulations. Artificial Intelligence, 94(1–2):pages
139–166, 1997.

[192] H. A. Simon, editor. Administrative Behavior (4th ed.). Simon and Schuster
Inc., 1997.

[193] J. Simpson and E. Weiner, editors. The Oxford English Dictionary . Oxford
University Press, 1989.



226 BIBLIOGRAPHY

[194] M. P. Singh. An ontology for commitments in multiagent systems: To-
ward a unification of normative concepts. Artificial Intelligence and Law ,
7(1):pages 97–113, 1999.

[195] M. P. Singh. Semantical considerations on dialectical and practical commit-
ments. In Proceedings of AAAI , pages 176–181. 2008.

[196] M. P. Singh. Norms as a basis for governing sociotechnical systems. ACM
Transactions on Intelligent Systems and Technology , 5(1):pages 1–23, 2013.

[197] T. C. Son and E. Pontelli. Planning with preferences using logic program-
ming. Theory and Practice of Logic Programming , 6(5):pages 559–607, 2006.

[198] J. F. Sowa. Conceptual Structures: Information Processing in Mind and
Machine. Addison-Wesley, New York, 1984.

[199] J. F. Sowa. Using a lexicon of canonical graphs in a semantic interpreter.
In Relational Models of the Lexicon: Representing Knowledge in Semantic
Networks, pages 113–137. 1988.

[200] F. Steimann. On the representation of roles in object-oriented and concep-
tual modelling. Data & Knowledge Engineering , 35:pages 83–106, 2000.

[201] Y. H. Tan, N. Bjørn-Andersen, S. Klein, and B. Rukanova, editors. Accel-
erating Global Supply Chains with IT-Innovation. Berlin: Springer-Verlag,
2011.

[202] Y. H. Tan and L. van der Torre. How to combine ordering and minimizing
in a deontic logic based on preferences. In Proceedings of DEON , pages
216–232. 1996.

[203] N. A. M. Tinnemeier, M. Dastani, J.-J. Ch. Meyer, and L. van der Torre.
Programming normative artifacts with declarative obligations and prohibi-
tions. In Proceedings of IAT , pages 145–152. 2009.

[204] S. C. Tosatto, G. Governatori, and P. Kelsen. Detecting deontic conflicts in
dynamic settings. In Deontic Logic and Normative Systems, pages 65–80.
2014.

[205] T. R. Tyler and S. L. Blader. Can businesses effectively regulate employee
conduct? the antecents of rule following in work settings. The Academy of
Management Journal , 48(6):pages 1143–1158, 2005.

[206] W. Vasconcelos, M. Kollingbaum, and T. Norman. Normative conflict resol-
ution in multiagent systems. Autonomous Agents and Multi-Agent Systems,
19(2):pages 124–152, 2009.



BIBLIOGRAPHY 227

[207] W. Vasconcelos, M. J. Kollingbaum, and T. J. Norman. Resolving conflict
and inconsistency in norm-regulated virtual organizations. In Proceedings
of the 6th International Joint Conference on Autonomous Agents and Mul-
tiagent Systems, pages 644–651. 2007.

[208] J. Vázquez-Salceda. The role of norms and electronic institutions in multi-
agent systems applied to complex domains. The HARMONIA framework .
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Summary

The motivation of this research comes from the need of devising and evaluating
solutions to achieving organizational compliance, which is an important factor in
ensuring the success of business operations, the safety of business environments
and the social welfare. With the dramatic increase in both the amount and com-
plexity of compliance requirements, organizations are confronted with challenges
in handling the dynamics of organizational compliance with respect to changing
environments/contexts, dealing with the combination of multiple sources of com-
pliance requirements and facilitating the reuse of solutions across different con-
texts. Moreover, since organizational participants are autonomous entities that
are capable of controlling their own actions to pursue personal satisfaction, it
is necessary to take into account individual preferences in both the design and
evaluation of solutions to achieving organizational compliance.

The OperA+ framework presented in this dissertation provides a set of form-
alisms and mechanisms for the representation and evaluation of organizational
compliance. It uses organizational theory and normative multi-agent systems as
the basis of conceptual design. An organization is specified in OperA+ by three
interrelated structures, i.e., Social Structure, Normative Structure and Preference
Structure. The Social Structure, based on role theory, specifies how compliance
requirements are encapsulated through the identification of roles which present the
standards for the recruitment of agents in an organization and link the evaluation
to the agents’ performance. By introducing the concept of composite roles, we are
able to design and analyze organizations at different scales from abstract values
to implementation details. The Normative Structure, based on Searle’s notion of
the construction of social reality and deontic logic, specifies the compliance rules
of organizational control by means of constitutive norms and regulative norms.
Taking into account the interrelations between norms, we devise a method, based
on modularization, of formalizing normative structures from sets of compliance
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rules. The combination of the Social Structure and Normative Structure provides
a representation of organizational compliance by indicating what desired beha-
vior (norms) should be ensured by whom (role enacting agents). The Preference
Structure, based on preference languages in the domain of automated planning,
specifies the individual preferences of the participating agents in organizations,
providing a formalization of individual autonomy.

In OperA+, environmental characteristics of organizational compliance are
captured by the notion of contexts, based on the observation that different organ-
izational behaviors may be expected when the environment in which the organ-
ization exists changes. Combined with the compositional role model in the social
structure, OperA+ enables a multi-level and multi-context modeling paradigm.
This not only enables designers to characterize the situations to which specific
compliance requirements are applied, but also adds meaningful links between dif-
ferent levels of descriptions and facilitates the modularization of organizational
design into reusable blocks. Such characteristics of OperA+ enhance organiza-
tional compliance modeling and reasoning in changing environments.

In OperA+, the evaluation of organizational compliance consists of two parts.
The first part relates to the normative structure, in which both conflict detection
and compliance checking of norms are considered. Conflict detection determ-
ines whether there are any norms that cannot be complied with simultaneously,
providing a mechanism for the analysis of compliance requirements from different
regulation sources. Compliance checking determines whether the participants’
behavior violates any norms (obligations and prohibitions) specified in the norm-
ative structure. The second part relates to the preference structure, in which we
incorporate agent autonomy into the evaluation of organizational compliance by
including the analysis of preference satisfaction. The evaluation of organizational
compliance is operationalized via a computational model developed on the basis of
Colored Petri Nets (CPNs). By leveraging the existing analytical tools of CPNs,
we unify the analysis of norm compliance and preference satisfaction, which fa-
cilitates the process of finding a balance between comformity and autonomy in
achieving organizational compliance.

We demonstrate the applicability of OperA+ by conducting a series of case
studies concerning organizational interactions in railway systems and international
trade systems. The case studies provide evidence on how organizational compli-
ance can be modeled and analyzed by OperA+. We summary the case studies by
a list of guidelines in using OperA+. The framework is the first step towards an
integral approach to the most important aspects in the design and evaluation of
organizational compliance.



Samenvatting

De motivatie van dit onderzoek komt vanuit de noodzaak om oplossingen voor
het bereiken van organizationele conformiteit te creren en te evalueren. Conform-
iteit is een belangrijke succesfactor voor de bedrijfsvoering, de veiligheid in de
bedrijfsomgeving en het maatschappelijke welzijn. De enorme toename in zowel
de hoeveelheid als de complexiteit van conformiteitseisen biedt een uitdaging voor
organizaties om om te gaan met de dynamiek van organizationele conformiteit ten
opzichte van veranderende omgevingen/contexten, met verschillende bronnen van
conformiteitseisen, en het faciliteren van het hergebruik van oplossingen binnen
verschillende contexten. Verder, omdat organizationele participanten autonome
entiteiten zijn, die in staat zijn om hun eigen acties te bepalen en hun eigen
doelen nastreven, is het noodzakelijk om individuele voorkeuren te betrekken in
het ontwerp en de evaluatie van de oplossingen die organizationele conformiteit
bereiken.

De OperA+ framework, gepresenteerd in dit proefschrift, biedt formalismen
en mechanieken voor het representeren en evalueren van organizationele conform-
iteit. Het maakt gebruik van organizatietheorie en normatieve agentsystemen als
de basis voor het conceptuele ontwerp. Een organizatie wordt in OperA+ gerep-
resenteerd door drie onderling verbonden structuren, namelijk: Social Structure,
Normative Structure, en Preference Structure. De Social Structure, gebaseerd
op role theory, specificeert hoe de conformiteitseisen zijn ingebed in de organiza-
tie door de identificatie van de rollen die de standaarden zijn voor het recruiten
van agents in de organizatie en die de verbinding vormt naar de evaluatie van de
prestaties van de agents. Door de introductie van samengestelde rollen zijn we in
staat om het ontwerp en de analyses van de organizatie te maken op een schaal
van de abstracte waarden tot de implementatie details. De Normative Struc-
ture, gebaseerd op Searles conceptualisatie van de constructie van sociale real-
iteit en deontische logica, specificeert de conformiteitsregels van organizationele

231



232 SAMENVATTING

controle door het gebruik van constitutieve en regulatieve normen. Met het in
oog houden van de onderlinge relaties tussen normen, hebben wij een methode
ontwikkeld, gebaseerd op modularisatie, om normatieve structuren te formuleren
vanuit verzamelingen van conformiteitsregels. De combinatie van de Social Struc-
ture en de Normative Structure biedt een representatie van organizationele con-
formiteit door aan te geven welk het verwacht gedrag (de normen) moet worden
bereikt door wie (agents die een rol spelen). De Preference Structure, gebaseerd
op preference languages uit het gebied van automatische planning, specificeert de
individuele voorkeuren van de deelnemende agents in de organizaties, en biedt
daarmee een formalisatie van de individuele autonomie.

In OperA+ worden de omgevingseigenschappen van organizationele conform-
iteit omvat door de noties van context, gebaseerd op de observatie dat ver-
schillende organizationele gedragingen verwacht kunnen worden als de omgeving
waarin de organizatie gesitueerd is verandert. Gecombineerd met het samengestelde
rollenmodel in de Social Structure, maakt OperA+ een modelleerparadigma voor
meerdere niveaus en contexten. Naast dat dit ontwerpers in staat stelt om de
situaties van organizationele conformiteit te karakteriseren, zorgt het er ook voor
dat betekenisvolle relaties gelegd kunnen worden tussen verschillende niveaus van
beschrijving en vergemakkelijkt het daarmee de modularisatie van organization-
eel ontwerp door de introductie van herbruikbare blokken. Deze eigenschappen
van OperA+ versterken het modelleren van organizationele conformiteit en het
redeneren in veranderende omgevingen.

In OperA+ bestaat de evaluatie van organizationele conformiteit uit twee on-
derdelen. Het eerste onderdeel is gerelateerd aan de Normative Structure, waarin
zowel conflict detectie als conformiteitschecking worden beschouwd. De conflict
detectie bepaalt of er normen zijn waaraan niet kan worden voldaan op hetzelfde
moment. Dit biedt een mechanisme voor het analyseren van de conformiteit-
seisen uit meerdere regulatieve bronnen. De conformiteitscheck bepaalt of een
van de participanten normen (obligaties of verboden) van de Normative Struc-
ture overtreden. Het tweede onderdeel is gerelateerd aan de Preference Struc-
ture, waarin we de autonomie van de agents gebruiken in de evaluatie van de
organizationele conformiteit door de analyse van de volbrachte van individuele
voorkeuren. De evaluatie van organizationele conformiteit is geoperationaliseerd
door de ontwikkeling van een computationeel model gebaseerd op Colored Petri
Nets (CPNs). Door gebruik te maken van de bestaande analytische mogelijkheden
van CPNs, hebben we een uniforme analyse gemaakt voor de conflict detectie en
conformiteitscheck, waardoor het vinden van een balans tussen de conformiteit en
autonomie makkelijker wordt gemaakt bij het trachten te bereiken van organiza-
tionele conformiteit.

We hebben de toepasbaarheid van OperA+ gedemonstreerd door het doen
van een reeks van casestudies naar organizationele interactie in treinsystemen en
internationale handelssystemen. De casestudies bewijzen hoe organizationele con-
formiteit gemodelleerd en geanalyseerd kan worden in OperA+. Uit de casestudies
hebben we een lijst met richtlijnen voor het gebruik van OperA+ samengevat. Het
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OperA+ framework is de eerste stap naar een integrale aanpak voor de belangrijk-
ste stappen in het ontwerp en evaluatie van organizationele conformiteit.
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