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 A B S T R A C T

Residual trapping is a critical mechanism influencing the efficiency of Underground Hydrogen Storage (UHS). 
This study investigates the underlying processes of residual trapping by bypassing, through bifurcating 
geometries, focusing on how geometrical parameters and flow characteristics affect the trapping process. 
We develop a dynamic simulation framework based on the lattice Boltzmann method (LBM) to simulate 
full drainage/imbibition cycles. Various geometries, based on the pore doublet model, were investigated and 
supported by theoretical analysis. In addition, trapping behavior of hydrogen was compared to that of CO2
and CH4. It is found that the channel width ratio, specially across the local bifurcating geometries, and the 
roundness of the grains, are among the key factors which control hydrogen trapping. Results indicate that the 
suited reservoirs for underground hydrogen storage have narrower channel-size ratios and smoother edges at 
micro-scale. Operational conditions also play a significant role. Lower flow rates enhance bypassing, which 
increases trapping.
1. Introduction

For a successful transition towards net-zero goals, it is crucial to 
upscale green energy systems, from production to transportation and 
specially storage [1–4]. Hydrogen, H2, with its high gravimetric en-
ergy density and clean combustion products, can be a remedy to the 
long-standing challenge of TWh-scale energy storage [5–7]. Indeed, hy-
drogen can be stored in large quantities in geological formations, such 
as depleted hydrocarbon reservoirs, aquifers, and salt caverns [8–12].

The efficiency of underground hydrogen storage (UHS) in porous 
reservoirs is highly dependent on the flow and transport behavior 
during alternating injection and withdrawal cycles in the reservoir, 
which is governed by complex pore-scale processes [9,13,14]. Among 
the major mechanisms influencing UHS efficiency, residual trapping 
plays a critical role and is considered a significant source of hydrogen 
loss [14,15]. This is specially due to the fact that for UHS, hydro-
gen has to be trapped only temporarily and become mobile when 
extracted [16]. Residual trapping, however, is a mechanism that perma-
nently traps hydrogen molecules in the subsurface microchannels. As 
such, residual trapping of hydrogen needs to be extensively investigated 
and properly managed in field-scale operations. Note that experimental 
studies have reported residually-trapped hydrogen saturation values as 
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high as 44%, underscoring the importance of investigating its value 
upfront for proper site selection and effective operation [17–23].

Residual trapping, or capillary trapping, is defined as the fraction of 
hydrogen fluid that becomes immobile as disconnected volumes within 
the brine-saturated porous channels. The trapping is influenced by the 
pore geometry and the fluid-fluid and solid-fluid interactions [24], 
and can occur when capillary forces dominate over the other acting 
mobilizing forces, such as buoyancy, inertia, and viscous forces [25]. 
The two main capillary trapping mechanisms are bypassing trapping 
and snap-off [26,27]. Bypass trapping can be studied using the pore 
doublet model, i.e., a bifurcating channel splitting geometry [28–30]. 
This bifurcating geometrical structure consists of two channels with 
different channel widths splitting from a main flowing stream. It is 
specially used as a conceptualized model of the pore structure for the 
interpretation of the bypassing trapping mechanism, when non-wetting 
phase is displaced by the wetting phase [31,32]. Although conceptu-
alized, the pore doublet model is used to gain deep understanding of 
the actual flow paths within complex pore networks, specially when 
channel splitting with sharp corners occurs. It can also serve as a 
building block for a larger network of channels, when scaled up into 
forming a microfluidic-type structured channelized system [33]. Re-
cently, significant analytical and numerical advances have been made 
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in understanding the pore doublet model, including the development 
of an analytical solution describing immiscible displacement dynam-
ics [34]. In addition, Gu et al. [35] established a mathematical model 
and conducted numerical simulations to characterize the imbibition 
preference within the pore doublet. The pore doublet model has been 
extensively used in both experimental and analytical studies to inves-
tigate oil entrapment [26,28–30,36,37]. However, it has not yet been 
applied to the H2/brine system, which exhibits significantly different 
fluid properties.

Residual trapping can be studied experimentally using core flood 
experiments [17,32,38–40,40] and micromodels [32,41,42]. However, 
these experiments can be challenging, time-consuming, and expensive 
and can only be carried out at limited conditions and with a lim-
ited number of samples [43–45]. Alternatively, numerical pore-scale 
simulations can be used to predict and understand trapping [38,46–51].

There are two main types of pore-scale simulations: Pore-Network 
Modeling (PNM) and fully-resolved simulations computational fluid 
dynamics (CFD) approach. In PNM, simulations are carried out us-
ing extensively simplified representations extracted from rock sam-
ples [9]. Pore volumes are represented as interconnected pores con-
nected through throats. In fully-resolved CFD simulations, the pore 
structures are represented more explicitly, from either experimental 
characterization or numerical reconstruction, using what is referred to 
as digital rock technology [52]. Commonly employed CFD methods in-
clude the lattice Boltzmann method (LBM) [53], Level-Set method [54], 
and the Volume of Fluid (VoF) method [55].

LBM simulates the movement of an ensemble of particles on a lattice 
using the Boltzmann equation [45]. More traditional CFD methods are 
based on Navier–Stokes equations and use methods such as the VoF 
or the Level-Set method for interface tracking. Due to its good mass 
conservation properties and sharp interface representation, the VoF ap-
proach has been used in the literature [45,56]. However, LBM presents 
several notable advantages. One of its key strengths is its suitability 
for simulating flow in porous media, as it effectively handles complex 
geometries and boundary conditions with a relatively simple approach. 
Furthermore, LBM is amenable for parallel processing, enhancing its 
domain size relevance to what is expected to be a representative 
elementry volume in porous media systems [57–60].

In the context of UHS, various experimental and numerical stud-
ies at the core- and/or pore-scale have investigated residual trapping 
mechanisms and flow efficiency [9,16–23,61–65]. However, a limited 
number of studies have systematically focused on the underlying pro-
cesses of residual trapping, specifically examining the physical and 
geometrical conditions that facilitate residual trapping in UHS scenar-
ios. Similar as more structured micro-channel geometries [33], Lysyy 
et al. [21,63] also used microfluidics to study the displacement and 
trapping mechanisms of hydrogen in an aquifer storage scenario. Trap-
ping by bypassing was one of the observed trapping mechanisms within 
their experiments. Wang et al. [52] conducted pore-scale simulations 
through the VoF method, to analyze hydrogen transport within a pore 
network representative under varying wetting conditions. They re-
ported that, as expected, increasing hydrogen wettability is unfavorable 
for the extraction process. Similarly, Bagheri et al. [66] employed the 
VoF method in pore-scale simulations, to investigate the effect of flow 
regime, compressibility, and hysteresis on flow pattern, trapping mech-
anisms, and efficiency of hydrogen storage and found that lower flow 
rates favor capillary trapping through snap-off. Lastly, Yu et al. [25] re-
ported the only study systematically focussing on the influence of pore 
geometry on trapping, a study that was also investigated in PNM on 
more simplified geometries [9]. They conducted pore-scale simulations 
through the VoF method to investigate the effects of pore geometry 
and injection rate on trapping via dead-end bypassing. They reported 
that higher injection rates cause more trapping by this mechanism. 
However, studies investigating other pore geometries than dead-end 
pores and their effect on trapping relevant to UHS are currently missing 
in the literature.
2 
The objective of this study is to systematically investigate how 
physical and geometrical conditions influence the underlying trapping 
mechanisms in the context of UHS. Specifically, for bifurcating ge-
ometries, we examine the impact of (a) channel width ratio, (b) pore 
shape, (c) capillary number and flow velocity, and (d) fluid properties, 
through a comparison of the trapping behavior of H2 with that of 
CH4 and CO2, on residual trapping by bypassing. To achieve this, we 
perform pore-scale simulations using our in-house developed lattice 
Boltzmann method, exploring various geometries. These geometries are 
chosen to conceptualize the splitting of streamlines, with and without 
sharp corners, into separate channels with various width aspect ratios. 
This fundamental study allows to identify what mechanism is driving 
hydrogen trapping in porous media with a wide range of channel 
widths and sharp corners. Specially we aim to analyze if those trapped 
hydrogen volumes can be mobilized by changing the flow rate, i.e., cap-
illary number. What comes next indeed reveals the strength of LBM in 
allowing us to identify the process that leads to entrapment of hydrogen 
in bifurcating situations, and revealing in what way this can also help 
for better site selection based on the rock channel width distribution.

The structure of this paper is as follows: Section 2 outlines the 
methodology, including the governing equations and simulation meth-
ods. Section 3 describes the simulation setup, fluid properties, and 
pore geometries. In Section 4 we present a theoretical analysis, and in 
Section 5, we present the simulation results, and their application to un-
derground hydrogen storage. Finally, the key findings are summarized 
in Section 6.

2. Methodology

2.1. Lattice Boltzmann method for immiscible two-phase flow

In this work, an immiscible two-phase color gradient LBM model 
[67–69] is developed. Two immiscible fluids are described by two sets 
of distribution functions 𝑓𝑅

𝛼  and 𝑓𝐵
𝛼 , where the two fluids are marked 

as red and blue phases. The total distribution function is defined as 
𝑓𝛼 = 𝑓𝑅

𝛼 + 𝑓𝐵
𝛼 , which undergoes the collision step of 

𝑓 ∗
𝛼 (𝐱, 𝑡) = 𝑓𝛼(𝐱, 𝑡) +𝛺𝛼(𝐱, 𝑡) + 𝐹𝛼(𝐱, 𝑡), (1)

where 𝑓𝛼(𝐱, 𝑡) is the total distribution function along 𝛼-direction at time 
𝑡 and position vector 𝐱, 𝑓 ∗

𝑖  is the post-collision distribution function, 
𝛺𝛼 is the collision operator, and 𝐹𝛼 is the forcing term. To enhance 
the numerical stability, the multiple–relaxation–time (MRT) [70–73] 
scheme is used, and the collision operator reads 

𝛺𝛼(𝐱, 𝑡) = −
(

𝐌−1𝐒𝐌
)

𝛼𝛽

(

𝑓𝛽 (𝐱, 𝑡) − 𝑓 𝑒𝑞
𝛽 (𝐱, 𝑡)

)

. (2)

The transformation matrix 𝐌 maps the distribution functions and their 
equilibrium ones onto the moment space, that is, 𝐦 = 𝐌𝐟 , 𝐦eq =
𝐌𝐟 eq, where 𝐦 (and 𝐦eq) denote the vector of macroscopic moments, 
specifically defined as: 
𝐦 =

(

𝜌, 𝑒, 𝜀, 𝑗𝑥, 𝑞𝑥, 𝑗𝑦, 𝑞𝑦, 𝑝𝑥𝑥, 𝑝𝑥𝑦
)𝑇 , (3)

where 𝜌 is the density, 𝑒 is the internal energy, 𝜀 is the square of 
internal energy, 𝑗𝑥 and 𝑗𝑦 are the momentum components in the 𝑥 and 
𝑦 directions, respectively, 𝑞𝑥 and 𝑞𝑦 are the energy fluxes, and 𝑝𝑥𝑥 and 
𝑝𝑥𝑦 represent the diagonal and off-diagonal components of the stress 
tensor. The transformation matrix 𝐌 is explicitly given by 

𝐌 =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

1 1 1 1 1 1 1 1 1
−4 −1 −1 −1 −1 2 2 2 2
4 −2 −2 −2 −2 1 1 1 1
0 1 0 −1 0 1 −1 −1 1
0 −2 0 2 0 1 −1 −1 1
0 0 1 0 −1 1 1 −1 −1
0 0 −2 0 2 1 1 −1 −1
0 1 −1 1 −1 0 0 0 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

. (4)
⎝

0 0 0 0 0 1 −1 1 −1
⎠
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The MRT operator allows each moment to relax at its own rate, with 
the relaxation rates stored in a diagonal matrix given by 
𝑆 = diag(𝑠0, 𝑠1, 𝑠2, 𝑠3, 𝑠4, 𝑠5, 𝑠6, 𝑠7, 𝑠8), (5)

where the 𝑠𝛼 denote the relaxation time for the 𝛼th moment in Eq. (5), 
in which 𝑠0−6 are constants and the values are followed the work of Xu 
et al. [68], specifically, 𝑠0 = 1, 𝑠1 = 1.64, 𝑠2 = 1.54, 𝑠3 = 1, 𝑠4 = 𝑠6 = 1.9, 
𝑠5 = 1; the parameter 𝑠7 and 𝑠8 are equal to 1𝜏 , where 𝜏 is the relaxation 
time that related to the kinematic viscosity 𝜈, i.e., 
𝜈 = (𝜏 − 0.5)𝑐2𝑠 𝛿𝑡. (6)

Here, 𝑐𝑠 is the lattice sound speed in the D2Q9 model, defined as 
𝑐𝑠 = 𝑐∕

√

3 with 𝑐 = 𝛿𝑥∕𝛿𝑡. In this study, both 𝛿𝑥 and 𝛿𝑡 are set to unity. 
To account for the viscosity difference of the two phases, a harmonic 
mean is used to determine the viscosity of the fluid mixture [67], i.e., 
1
𝜈
=

1 + 𝜌𝑁

2𝜈𝑅
+

1 − 𝜌𝑁

2𝜈𝐵
, (7)

where 𝜈𝑅 and 𝜈𝐵 are the kinematic viscosity of the fluids, and 𝜌𝑁  is the 
phase field and is defined as 

𝜌𝑁 (𝐱, 𝑡) =
𝜌𝑅(𝐱, 𝑡) − 𝜌𝐵(𝐱, 𝑡)
𝜌𝑅(𝐱, 𝑡) + 𝜌𝐵(𝐱, 𝑡)

. (8)

𝑓 𝑒𝑞
𝛼  is the discrete equilibrium Maxwellian distribution function ex-
pressed by 

𝑓 𝑒𝑞
𝛼 = 𝜌𝜔𝛼

[

1 +
𝐞𝛼 ⋅ 𝐮
𝑐2𝑠

+
(𝐞𝛼 ⋅ 𝐮)2

2𝑐4𝑠
− 𝐮2

2𝑐2𝑠

]

, (9)

where 𝜌 = 𝜌𝑅 + 𝜌𝐵 is the total density, and 𝜌𝑅 and 𝜌𝐵 are the densities 
of red and blue fluids, respectively, 𝐮 is the velocity of the fluid, 𝐞𝜶 is a 
vector of discrete velocities, 𝑐𝑠 is the speed of sound, 𝜔𝛼 is the weighting 
factor. Here the two-dimensional nine-velocity (D2Q9) model is used, 
with the discrete velocities given by 𝐞𝟎 = (0, 0), 𝐞𝟏 = −𝐞𝟑 = (𝑐, 0), 
𝐞𝟐 = −𝐞𝟒 = (0, 𝑐), 𝐞𝟓 = −𝐞𝟕 = (𝑐, 𝑐), and 𝐞𝟔 = −𝐞𝟖 = (−𝑐, 𝑐), where 
𝑐 = 𝛿𝑥∕𝛿𝑡 =

√

3𝑐2𝑠 , 𝛿𝑥 and 𝛿𝑡 are lattice spacing and time step, which 
are defined as unity; the weighting factor 𝜔𝛼 is given by 𝜔0 = 4∕9, 
𝜔1−4 = 1∕9, and 𝜔5−8 = 1∕36.

The forcing term 𝐹𝛼 generates the interfacial tension between 
phases. In MRT scheme [74], the forcing term, first proposed by Guo 
et al. [75], is expressed as 

𝐅̄ = 𝐌−1
(

𝐈 − 1
2
𝐒
)

𝐌𝐅̃, (10)

where 𝐈 is a 9 × 9 unit matrix, 𝐌 is the transformation matrix defined 
by Eq. (4) and 𝐅̃ is given by 

𝐹𝛼 = 𝜔𝛼[
𝐞𝛼 − 𝐮
𝑐2𝑠

+
(𝐞𝛼 ⋅ 𝐮)𝐞𝛼

𝑐4𝑠
] ⋅ 𝐅𝐬𝛿𝑡, (11)

where 𝐅𝐬 is the body force that produces the local stress jump across the 
interface. Based on the continuum surface force (CSF) model of Brack-
bill et al. [76], the body force can be expressed as  [77] 

𝐅𝐬 = −1
2
𝜎𝜅∇𝜌𝑁 , (12)

where 𝜎 is the interfacial tension, and 𝜅 is the local interface curvature, 
which is calculated by 
𝜅 = −∇𝑠 ⋅ 𝐧 = −(𝐈 − 𝐧𝐧) ⋅ ∇ ⋅ 𝐧. (13)

Here, 𝐧 is the unit normal vector defined as 𝐧 = − ∇𝜌𝑁
|∇𝜌𝑁 |

. The local 
velocity takes the form as in 

𝜌𝐮(𝐱, 𝑡) =
∑

𝛼
𝑒𝛼𝑓𝛼(𝐱, 𝑡) +

𝛿𝑡
2
𝐅𝐬(𝐱, 𝑡), (14)

to incorporate the spatially varying body force [75]. In order to mini-
mize the discretization errors, the nine-point compact finite-difference 
stencil is used in calculating the partial derivatives of the normal vector 
and the interface curvature.
3 
To promote phase segregation and maintain a reasonable interface, 
the recoloring algorithm proposed by Latva-Kokko and Rothman [78] 
is adapted, the recolored distribution function of the fluids, 𝑓𝑅∗∗

𝛼  and 
𝑓𝐵∗∗
𝛼 , are 

𝑓𝑅∗∗
𝛼 =

𝜌𝑅
𝜌
𝑓 ∗
𝛼 (𝐱, 𝑡) + 𝛽

𝜌𝑅𝜌𝐵
𝜌

𝜔𝛼 cos(𝜑𝛼)|𝐞𝜶|,

𝑓𝐵∗∗
𝛼 =

𝜌𝐵
𝜌
𝑓 ∗
𝛼 (𝐱, 𝑡) − 𝛽

𝜌𝑅𝜌𝐵
𝜌

𝜔𝛼 cos(𝜑𝛼)|𝐞𝜶|,
(15)

where 𝛽 is the segregation parameter and is free to adjust, in this work, 
it is set to be 0.7, 𝜙𝛼 is the angle between the phase field gradient ∇𝜌𝑁
and the lattice vector 𝐞𝜶 , defined by 

cos(𝜑𝛼) =
𝐞𝜶 ⋅ ∇𝜌𝑁

|𝐞𝜶∥∇𝜌𝑁 |

. (16)

After the recoloring step, the distribution functions of red and 
blue phases propagate to the neighboring lattice nodes, known as 
propagation or streaming step: 
𝑓𝑅
𝛼 (𝐱 + 𝐞𝜶𝛿𝑡, 𝑡 + 𝛥𝑡) = 𝑓𝑅∗∗

𝛼 (𝐱, 𝑡),
𝑓𝐵
𝛼 (𝐱 + 𝐞𝜶𝛿𝑡, 𝑡 + 𝛥𝑡) = 𝑓𝐵∗∗

𝛼 (𝐱, 𝑡).
(17)

The post-propagation distribution functions are then used to obtain 
the local density of both fluids by 𝜌𝑅 =

∑

𝛼 𝑓
𝑅
𝛼  and 𝜌𝐵 =

∑

𝛼 𝑓
𝐵
𝛼 . 

Eqs. (1)–(17) together define the complete evolution process, consist-
ing of collision (Eqs. (1)–(2) and (10)), recoloring (Eq. (15)), and 
propagation/streaming (Eq. (17)).

2.2. Wetting boundary condition

In this work, the wetting boundary condition is imposed to achieve 
the prescribed contact angle 𝜃 at the solid surface, following the ap-
proach of Xu et al. [68]. The main steps are as follows: (1) estimate the 
𝜌𝑁  at the boundary solid nodes, (2) evaluate the color gradient 𝛥𝜌𝑁∗ in 
boundary fluid nodes using the estimated 𝜌𝑁 , and (3) correct the color 
gradient so that the local contact angle matches the desired value.

First, for each boundary solid node 𝑥 ∈ 𝐶𝑆𝐵
, the 𝜌𝑁  is estimated by 

a weighted average of the neighboring fluid nodes, i.e., 

𝜌𝑁 (𝑥) =

∑

𝛼, 𝑥+𝐞𝛼𝛿𝑡∈𝐶𝐹𝐵
𝜔𝛼 𝜌𝑁 (𝑥 + 𝐞𝛼)

∑

𝛼, 𝑥+𝐞𝛼∈𝐶𝐹𝐵
𝜔𝛼

, 𝑥 ∈ 𝐶𝑆𝐵
(18)

where 𝐶𝐹𝐵  is the set of fluid nodes at the solid-fluid interface, 𝐶𝑆𝐵
 is 

the set of boundary solid nodes, 𝜔𝛼 are the weight coefficients, and 𝐞𝛼
are the discrete lattice velocities. The color gradient 𝛥𝜌𝑁∗ at each fluid 
node near the boundary is then computed through nine-point compact 
finite-difference stencil, which needs to be modified to achieve the 
desired contact angle.

Next, the orientation of 𝛥𝜌𝑁∗ in 𝐶𝐹𝐵  is calculated as 

𝐧∗ =
𝛥𝜌𝑁∗

|𝛥𝜌𝑁∗
|

. (19)

In two dimensions, there are two possible candidate interface nor-
mal vectors at the contact line, 𝐧1 and 𝐧2 corresponding to the pre-
scribed contact angle 𝜃, which can be obtained by rotating the unit 
normal vector of the solid surface 𝐧𝑠 = (𝑛𝑠,𝑥, 𝑛𝑠,𝑦) by 𝜃 in the positive 
and negative senses, i.e., 
𝐧1 = (𝑛𝑠,𝑥 cos 𝜃 − 𝑛𝑠,𝑦 sin 𝜃, 𝑛𝑠,𝑦 cos 𝜃 + 𝑛𝑠,𝑥 sin 𝜃),

𝐧2 = (𝑛𝑠,𝑥 cos 𝜃 + 𝑛𝑠,𝑦 sin 𝜃, 𝑛𝑠,𝑦 cos 𝜃 − 𝑛𝑠,𝑥 sin 𝜃).
(20)

The correct unit normal vectors for the color gradient in 𝐶𝐹𝐵  are 
selected by comparing the Euclidean distances to 𝐧∗, i.e., 
𝐷1 = |𝐧∗ − 𝐧1|
𝐷2 = |𝐧∗ − 𝐧2|,

(21)

The unit normal vector is then selected as 

𝐧 =

⎧

⎪

⎨

⎪

𝐧1, 𝐷1 < 𝐷2

𝐧2, 𝐷1 > 𝐷2 (22)
⎩

𝐧𝑠, 𝐷1 = 𝐷2
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Fig. 1. Schematic of capillary intrusion.

Fig. 2. Capillary intrusion tests: comparison between LBM simulations and 
theoretical predictions.

Finally, the color gradient vector at the boundary is modified as 
𝛥𝜌𝑁 = |𝛥𝜌𝑁∗

|𝐧, (23)

ensuring that the local interface orientation matches the desired contact 
angle. This algorithm provides robust and accurate wetting boundary 
conditions for arbitrary contact angles and complex geometries, and is 
effective for two-phase lattice Boltzmann simulations in porous media.

The above color-gradient LBM was programmed in MATLAB, with 
the computational efficiency enhanced through parallel computing on 
the graphics processing unit (GPU), utilizing MATLAB’s built-in func-
tions (i.e. 𝑐𝑜𝑛𝑣2 for calculating the partial derivatives and 𝑝𝑎𝑔𝑒𝑓𝑢𝑛
for three-dimensional matrix operations). The simulations in this work 
were performed using the RTX 4090 GPU on workstations.

2.3. Capillary intrusion validation

To verify the developed model, the capillary intrusion test is per-
formed. As sketched in Fig.  1, the simulation domain is a 2D capillary 
tube placed horizontally: The wetting phase penetrates the tube that 
initially filled by the non-wetting phase. This imbibition process is 
determined by the balance between capillary and viscous forces of the 
fluids, which can be expressed as 

𝜎 cos(𝜃) = 6
𝐻

[

𝜇𝐿𝑥 + 𝜇𝑉 (𝐿 − 𝑥)
] 𝑑𝑥
𝑑𝑡

, (24)

where 𝜃 is the contact angle, 𝐿 and 𝐻 are the length and width of the 
capillary tube, respectively; 𝑥 is the location of the interface, 𝜇𝐿 and 𝜇𝑉
are dynamic viscosities of liquid and vapor phases [67]. The domain is 
discretized into 600 × 15 lattice points with 𝐿 = 300 and 𝐻 = 5 for 
the capillary tube with periodic boundary conditions in the 𝑥 direction. 
Here we take brine displacing H2 as example, and the parameters used 
in the simulation is listed in Table  2, Periodic boundary conditions are 
imposed on the region occupied by fluid.

We consider two cases with the contact angle given by 𝜃 = 35◦ and 
𝜃 = 70◦. Fig.  2 presents the comparisons between numerical simulations 
4 
from LBM and the analytical predictions of Eq. (24). Good agreement 
was observed with capillary width 𝐻 being 5, which was smaller 
than the smallest pore width in the following cases, ensuring that grid 
resolution is sufficient to capture the underlying dynamic processes.

3. Simulation setup and pore-scale characterization

3.1. Fluid properties

The physical properties of H2, CH4, and CO2 are listed in Table  1. 
These properties represent the conditions of a temperature of 40 ◦C 
and a pressure of 11 MPa, corresponding to a reservoir at a depth 
of 1100 m, which is identified as the optimal depth for hydrogen 
storage [79]. For the brine, a molality of 2.0 mol NaCl/L was selected, 
and the corresponding properties were applied. The contact angles, 
which are similar for the three gases, were derived from experimental 
measurements [80–82]. All measurements were conducted in the same 
laboratory using the Captive Bubble method on sandstone samples, 
providing a consistent basis for comparison. To convert the physical 
properties into lattice units, fixed scaling parameters for length, mass, 
and time were applied, resulting in the values presented in Table  2.

The densities of both the gas and the brine were set to one, assuming 
negligible inertial forces in the system, consistent with low Reynolds 
numbers and laminar flow conditions [83]. This simplification excludes 
gravitational (buoyancy-driven) effects, which may become relevant in 
larger-scale systems, but were not the focus of this capillarity-driven 
trapping study [83,84]. The mass scaling factor was calculated based on 
the liquid density. In these simulations, dynamic viscosity ratios were 
used. Using dynamic viscosities ensures a realistic representation of the 
mobility of both the gas and the liquid phase.

3.2. Pore geometry

The primary pore geometry used in this study is the pore doublet 
model, shown in Fig.  3 (left). Although highly idealized compared to 
real pore networks, this geometry captures key aspects of preferential 
flow and multiphase displacement behavior in porous media [34,91]. 
Its simplicity allows for isolating the fundamental physical mechanisms 
governing trapping due to bypassing, which are relevant to more 
complex geological systems. The pore doublet model comprises an inlet 
channel that bifurcates into two parallel channels with different widths, 
𝑑1 and 𝑑2, before merging into a single outlet channel. To investigate 
the effect of pore shape, a rounded version of the pore doublet model 
is also employed (Fig.  3 (right)). The rounded model has the same 
inlet width, 𝑑1, as the rectangular pore doublet model, to maintain 
consistency. In all geometries 𝑑1 is set as 15, and the corresponding 
𝑑2 is set based on the channel width ratio.

3.3. Simulation setup

The Zou–He type boundary conditions are adopted in this study [92,
93], with a constant pressure prescribed at the inlet and a zero-pressure 
condition at the outlet. To achieve no-slip condition, the halfway 
bounce-back scheme [94,95] is applied at the solid walls.  The inlet 
velocity caused by the set pressure gradient, is used to define the 
capillary number, which is defined as 

𝐶𝑎 ≡
𝜇𝑔𝑎𝑠 ⋅ |𝑉𝑖𝑛𝑙𝑒𝑡|

𝜎
. (25)

The investigated capillary numbers are in the range of 10−4, which is 
relevant for the UHS systems [96]. At the start of the simulation, the 
system is fully saturated with brine, and a volume fraction of 100% gas 
is set at the left boundary. As the pressure gradient is applied, gas flows 
into the system from the left boundary, simulating the drainage process. 
During the drainage phase, no gas trapping is expected. However, this 
phase is included to establish a realistic initial phase distribution for the 
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Table 1
Physical units of H2, CH4, CO2, and brine (2.0 mol NaCl/L) at 𝑇  = 40 ◦C and 𝑃  = 11 
MPa. Values are taken based on the literature [80–82,85–90].
 Property Unit H2 CH4 CO2  
 Density gas, 𝜌𝑔𝑎𝑠 kg/m3 8.00 77.6 683  
 Density liquid, 𝜌𝑏𝑟𝑖𝑛𝑒 kg/m3 1066 1066 1066  
 Dynamic Viscosity gas, 𝜇𝑔𝑎𝑠
(𝜈𝑔𝑎𝑠 ⋅ 𝜌𝑔𝑎𝑠)

μPa s 9.47 14.3 54.1  

 Dynamic Viscosity liquid, 𝜇𝑏𝑟𝑖𝑛𝑒
(𝜈𝑏𝑟𝑖𝑛𝑒 ⋅ 𝜌𝑏𝑟𝑖𝑛𝑒)

μPa s 790 790 790  

 Viscosity ratio gas/brine 𝑀 – 0.012 0.018 0.068 
 Surface tension, 𝜎 mN/m 66 58 39  
 Contact angle, 𝜃 ◦ 35 35 30  
Table 2
Lattice units H2, CH4, CO2, and brine, used in the numerical simulations, expressed in 
units of mass (M), length (T) and time (T).
 Property Unit H2 CH4 CO2  
 Density gas, 𝜌𝑔𝑎𝑠 M/L3 1 1 1  
 Density liquid, 𝜌𝑏𝑟𝑖𝑛𝑒 M/L3 1 1 1  
 Dynamic Viscosity gas, 𝜇𝑔𝑎𝑠
(𝜈𝑔𝑎𝑠 ⋅ 𝜌𝑔𝑎𝑠)

M/L T 0.0060 0.0091 0.034 

 Dynamic Viscosity liquid, 𝜇𝑏𝑟𝑖𝑛𝑒
(𝜈𝑏𝑟𝑖𝑛𝑒 ⋅ 𝜌𝑏𝑟𝑖𝑛𝑒)

M/L T 0.50 0.50 0.50  

 Viscosity ratio gas/brine 𝑀 – 0.012 0.018 0.068 
 Surface tension, 𝜎 M/T2 0.19 0.16 0.11  
 Contact angle, 𝜃 ◦ 35 35 30  
Fig. 3. Pore geometries used in this study: (left) Rectangular pore doublet model, (right) Rounded pore doublet model.
subsequent imbibition phase. Once the gas reaches the right boundary 
of the simulation box, the imposed pressure gradient is reversed and 
adjusted, resulting in the specific capillary number of the test (which 
are in the range of 10−4). The volume fraction at the right boundary is 
then set to 100% brine, simulating brine injection from this boundary 
(imbibition). The simulation ends when no further changes in phase 
distribution occur.

3.4. Test cases

The goal of the simulations is to understand trapping due to bypass-
ing in H2/brine systems. More specifically, we aim to understand the 
impact of (a) channel width ratio, (b) pore shape, (c) capillary number 
and flow velocities, and (d) fluid properties, through a comparison of 
the trapping behavior of H2 with that of CH4 and CO2.

A series of simulations have been carried out in which the channel 
width ratio (𝑑2∕𝑑1) was varied in the rectangular pore doublet from 
2.5 to 5.0. To investigate the influence of pore/grain shape, similar 
simulations were carried out using the rounded pore doublet with a 
channel width ratio from 4.0 to 6.0. To assess the role of fluid properties 
in trapping behavior, simulations are carried out for H2 as well as for 
CH4 and CO2.

4. Theoretical analysis of the pore doublet model

To understand the outcome of our numerical simulations, we con-
duct a theoretical analysis of bypassing in the pore doublet model. The 
5 
pore doublet model is a parallel arrangement of a small and large-
diameter channel, and is used as an idealized model of a pore structure 
for the interpretation of trapping of the non-wetting phase by the 
displacing wetting fluid during immiscible displacement in permeable 
porous media [31,32]. A schematic pore doublet model is presented in 
Fig.  4.

The entrapment of oil, as a non-wetting fluid, has been studied 
extensively by various researchers [28,29,37,97]. Their analyses in-
dicate that, under specific conditions, the fluid interface in the small 
capillary at point A will progress towards point B, while the interface 
in the larger capillary remains stationary. This behavior is attributed 
to the higher capillary pressure in the narrow channel, which makes 
it the preferential flow path. However, once the interface in the larger 
capillary reaches point B, it may also become stationary. This occurs 
because further advancement requires the expansion of the interface 
area, which affects the capillary pressure.

In some cases, the interface expands until it contacts the opposite 
wall of the channel, leading to a snap-off event. When this happens, the 
non-wetting fluid becomes trapped in the larger capillary. Conversely, 
under different conditions, the interface in the smaller capillary may 
also advance towards point B, preventing fluid trapping in the system.

4.1. Pressure balance and trapping conditions

The pressure drop across each channel is the sum of the capillary 
pressure and the viscous pressure drop [28]. Because the two channels 
are interconnected at both ends, the overall pressure difference in the 
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Fig. 4. Pore doublet model representation of imbibition. (Inspired by Chatzis 
and Dullien [32]).

two channels is identical [30,32]. During imbibition, as the wetting 
fluid enters the system, capillary pressure enhances the flow velocity, 
while the viscous forces act to resist the flow. Consequently, capillary 
forces and viscous forces operate in opposing directions. When the 
pressure gradients in the inlet and outlet channels are negligible, this 
equivalence approximates the overall pressure difference between the 
inlet and outlet: 
𝑃𝑖𝑛𝑙𝑒𝑡 − 𝑃𝑜𝑢𝑡𝑙𝑒𝑡 ≈ 𝑃c1 − 𝛥𝑃1 = 𝑃c2 − 𝛥𝑃2, (26)

where 𝑃𝑖𝑛𝑙𝑒𝑡 and 𝑃𝑜𝑢𝑡𝑙𝑒𝑡 denote the set pressures at the inlet and outlet, 
respectively. The terms 𝑃c1  and 𝑃c2  represent the capillary pressures in 
channels 1 and 2, and 𝛥𝑃1 and 𝛥𝑃2 correspond to the viscous pressure 
drops in channels 1 and 2, respectively.

The viscous pressure drop in each channel can be estimated by the 
Hagen–Poiseuille equation [37,97], i.e., 

𝛥𝑃𝑗 =
128𝑞𝑗𝜇𝑙

𝜋𝑑4𝑗
(𝑗 = 1, 2), (27)

where 𝑑1 and 𝑑2 are the diameters of the large and small capillaries, 
respectively, 𝑙 is the length of the flow path in the doublet, and 𝜇 is the 
dynamic viscosity. Eq.  (27) assumes cylindrical capillaries and laminar 
flow.

The magnitude of capillary pressure 𝑃𝑐 can be estimated by the 
Young–Laplace equation: 

𝑃c𝑗 ≡
(

𝑃nw − 𝑃w
)

𝑗 =
4𝜎 cos 𝜃

𝑑𝑗
(𝑗 = 1, 2), (28)

where 𝜎 is the interfacial tension, 𝜃 is contact angle, and the subscripts 
nw and w indicate the non-wetting and wetting phases, respectively.

Trapping of the non-wetting phase in the pore doublet model will 
occur during the imbibition phase when capillary forces dominate over 
viscous forces [32]. Various attempts have been made to predict the 
exact conditions at which snap-off occurs [31,32]. The entrapment of 
the non-wetting phase is despite the fluid properties, largely dependent 
on the exact pore geometry [32], and therefore general trapping criteria 
are challenging to find and there is no consensus reached in the 
literature. However, the impact of various factors can be predicted 
by comparing the relative importance of capillary forces to viscous 
forces. Although the simulations are conducted in 2D, Eqs.  (27) and 
(28) are based on 3D theory. These 3D expressions are more commonly 
used in the literature and provide a better representation of realistic 
porous media behavior. Since our analysis focuses on relative trends 
rather than absolute magnitudes, applying the 3D form allows for more 
general and transferable insights. In addition, it serves as a check 
on whether the 2D simulations reproduce the qualitative behavior 
expected from 3D systems.

4.2. Impact of flow velocities, channel width ratio, channel geometry, and 
fluid properties

Eqs.  (27) and (28) indicate that the capillary pressure within each 
channel is independent of the flow rate (𝑞). In contrast, the viscous 
pressure drop increases with flow rate. Consequently, at higher flow 
rates, viscous forces become more dominant relative to capillary forces. 
6 
Since higher flow rates require a greater overall pressure gradient, 
this corresponds to higher capillary numbers. Trapping is most likely 
to occur when capillary forces dominate over viscous forces. This 
condition is met at low flow rates, which correspond to lower pressure 
gradients and capillary numbers. Therefore, as the capillary number 
decreases, the probability of trapping increases.

Eq.  (28) shows that capillary pressure increases as channel width 
decreases. As a result, very narrow channels exhibit significantly higher 
capillary pressures. When the width ratio between the larger and 
smaller channels is greater, the capillary pressure within the narrow 
channel becomes more dominant within the system, promoting flow 
through the narrow channel and causing bypassing of the larger chan-
nel. Consequently, a higher channel width ratio increases the likelihood 
of trapping at certain capillary numbers.

As illustrated in Fig.  4, trapping is highly influenced by local forces 
that determine whether a snap-off event occurs. At the junction where 
the two channels reconnect, there is always a localized resistance due 
to the expansion of the interfacial area. The exact geometry of this 
junction plays a critical role in determining whether trapping occurs. 
In wider and more rounded geometries, the interfacial area at the 
potential snap-off location is larger, which reduces the likelihood of 
snap-off. Conversely, in sharper or more constricted geometries, the 
interfacial area is smaller, increasing the probability of trapping.

Eqs.  (27) and (28) show that fluid properties such as viscosity, 
interfacial tension, and contact angle influence the balance between 
viscous and capillary forces. Higher viscosity increases viscous forces, 
while higher interfacial tension and lower contact angle increase cap-
illary forces. Based on the fluid properties in Table  1, CO2 shows the 
strongest dominance of viscous forces over capillary forces due to its 
high viscosity and low interfacial tension and contact angle, followed 
by CH4 and then H2. As a result, at the imposed same pressure gradients 
or velocities, CO2 is most likely to bypass and become trapped, followed 
by CH4 and finally H2. Increasing brine salinity affects both viscosity 
and interfacial tension. It leads to higher viscosity [87] and also higher 
interfacial tension [88], which suggests that both viscous and capillary 
forces may increase. Therefore, the impact is expected to be minimal.

The fluid properties used in this study correspond to conditions at 
11 MPa and 40 ◦C. While fluid properties vary with pressure and tem-
perature, particularly for gases, these variations are less pronounced for 
the liquid-phase brine. At greater depths, the viscosity and density of 
H2 would increase slightly, reducing the viscosity and density contrast 
with brine. However, given the inherently low viscosity and density of 
H2 compared to brine, these changes are expected to have a minimal 
impact on the trapping behavior in this study. The H2-brine surface 
tension is not significantly dependent on pressure, and is expected 
to decrease with temperature [88], suggesting less pronounced capil-
lary forces in deeper reservoirs. The contact angle is expected to be 
independent of pressure and temperature [80].

5. Results and discussion

Our results reveal the conditions under which trapping due to 
bypassing occurs within a pore doublet model. Specifically, we quantify 
the trapping percentage observed after a drainage-imbibition cycle in 
cases where trapping occurs, which is summarized in Fig.  6. The fol-
lowing sections provide a detailed discussion of our simulation results, 
offering a systematic understanding of the factors influencing trapping 
within the pore doublet model.

In Section 5.1, we examine the impact of capillary numbers, which 
correlate with flow velocities representing specific injection and pro-
duction rates. Section 5.2 explores the impact of the channel width 
ratios and pore size distributions in various geometries. In addition, 
the influence of pore shape is also investigated and discussed in this 
section. In Section 5.3, we discuss the influence of fluid properties on 
trapping by comparing the behavior of H , CH , and CO .
2 4 2
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Fig. 5. Frames from drainage (a) and imbibition (b and c) tests. Red represents brine and blue represents H2. Trapping occurred during imbibition with capillary 
number 4.0 × 10−4 (b), while it did not occur for a higher capillary number of 5.0 × 10−4 (c). (For interpretation of the references to color in this figure legend, 
the reader is referred to the web version of this article.)
5.1. Impact of capillary number

Theoretical analysis predicts that larger capillary numbers, corre-
sponding to higher flow velocities, result in a lower probability of 
trapping. Our results confirm this relationship. Fig.  5(a) illustrates the 
initial drainage phase for all tests, where the system is fully saturated 
with brine, and H2 is injected from the left. As anticipated, H2 preferen-
tially flows through the larger channel due to both lower capillary and 
viscous resistance. During this phase, trapping of H2 is not expected, 
so in the remainder of this section, the focus will be on the imbibition 
phase.

Once H2 reaches the outlet, the flow is reversed to initiate the 
imbibition phase, during which brine is injected from the right with 
varying capillary numbers. Fig.  5(b) shows the imbibition phase of a 
test with a capillary number of 4.0 × 10−4, showing brine flow through 
both channels initially. However, the smaller channel exhibits favorable 
conditions for flow due to the relatively large capillary pressure pulling 
the brine inward, eventually leading to snap-off in the third frame. 
Subsequently, brine flows exclusively through the smaller channel, 
leaving H2 trapped in the larger channel (fourth frame).

Fig.  5(c) shows results for a higher capillary number (5.0 × 10−4), 
where increased viscous forces decrease the influence of capillary 
forces. In this case, snap-off is observed in the second frame, but the 
detached bubble is mobilized again, and eventually, all H2 is swept 
from the system.

Fig.  6 shows the trapping percentages for various tests using a range 
of capillary numbers for the imbibition phase. As anticipated, there is 
a certain threshold in capillary numbers for trapping to occur. This 
‘‘threshold’’ or ‘‘critical capillary number’’ represents a sharp decrease 
7 
Fig. 6. Comparison of H2 trapping percentages after imbibition for various 
channel width ratio’s across capillary numbers in the rectangular pore doublet 
model.

in trapping percentage with increasing capillary numbers, due to the 
transition from dominating viscous forces to capillary forces. This sharp 
decrease in trapping has also been observed on the larger scale in 
both experiments and numerical simulations [36,98–101]. The exact 
threshold depends on the geometry of the system, which will be further 
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Fig. 7. Frames from imbibition tests with channel width ratios of 3 (a), 4 (b), and 5 (c) with capillary number of 4 × 10−4. Red represents brine and blue 
represents H2. The frames taken at the moment when (I) the wetting phase enters the large channel (II) snap-off is about to happen (III) snap-off just happened 
(IV) steady-state is reached. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
discussed in the next section. In some of the cases we can also observe 
a decrease in trapping percentage as capillary numbers decrease. This 
will also be further discussed in the next section.

5.2. Impact of channel width ratio and pore size distributions in various 
geometries

Fig.  7 illustrates four frames from three different test cases with 
channel width ratios of 3, 4, and 5, shown in panels (a), (b), and (c), 
respectively. All test cases shown in this figure were conducted at a 
similar capillary number of 4 × 10−4. It can be observed that trapping 
did not occur in the test case where the channel width ratio was 3, 
whereas trapping was observed in the test cases with larger channel 
width ratios of 4 and 5.

These results align with theoretical predictions, which suggest that a 
larger difference in channel width enhances the dominance of capillary 
forces over viscous forces. This increased influence of capillary forces 
leads to the trapping phenomenon observed in cases with higher chan-
nel width ratios. Consistent with this observation, Fig.  6 demonstrates 
that larger channel width ratios correspond to a higher threshold for 
trapping.

Furthermore, larger width ratios result in higher trapping percent-
ages. This can be attributed to the increased dominance of capillary 
forces in systems with greater channel width disparities. While trapping 
can still occur in cases with smaller channel width ratios, the flow of 
brine through the upper channel is slower relative to the flow in the 
larger channel compared to cases with larger ratios. In these instances 
with larger ratio, snap-off occurs more quickly and as a result, the brine 
does not advance as far in the lower channel, resulting in a higher 
trapping percentage.

Fig.  6 indicates that for smaller channel width ratios, trapping 
percentages decrease as capillary numbers drop below the trapping 
threshold. Interestingly, no trapping is observed for the lowest capillary 
8 
Fig. 8. Frame of the moment where snap-off nearly occurs, leading to trap-
ping.

numbers, which appears counterintuitive. To understand this behavior, 
it is essential to examine the geometry and the moment when snap-
off nearly occurs, as illustrated in Fig.  8, this point in the simulation 
corresponds to point B in Fig.  4.

At low capillary numbers, capillary forces dominate, resulting in 
preferential flow through the upper channel. However, when the fluid 
interface reaches the junction where the two channels merge into the 
outlet channel (point B in Fig.  4), the interface temporarily widens as 
though the channel abruptly expands. This widening reduces the local 
capillary pressure, while the narrower channel still experiences rela-
tively high viscous forces. Consequently, despite the general advantage 
of the upper channel, this temporary reduction in capillary pressure 
creates a local disadvantage, as also explained in the theoretical anal-
ysis (Section 4). When flow velocities are higher, the increased kinetic 
energy helps to overcome this local disadvantage, allowing snap-off to 
occur. Conversely, at very low velocities (low capillary numbers), this 
disadvantage significantly delays snap-off. In some cases, the delay is 
so pronounced that the flow through the lower, wider channel becomes 
dominant, and snap-off does not occur at all.

This analysis highlights the critical role of exact geometry in deter-
mining the trapping threshold. To further investigate, similar simula-
tions were conducted using a rounded pore doublet model, as described 
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Fig. 9. Frames from imbibition test with the rounded pore doublet with a channel width ratio (𝑑2/𝑑1) of 5 and capillary number of 3.5 × 10−4. Red represents 
brine and blue represents H2. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 10. Comparison of H2 trapping percentages within the rounded pore 
doublet model for various channel width ratio’s across capillary numbers.

in Fig.  3 (left), with varying channel width ratios. Trapping was also 
observed in this geometry under specific conditions, an example of 
which is presented in Fig.  9.

The results are summarized in Fig.  10. In this geometry, trapping 
occurs only for channel width ratios of 5 and higher, with trapping 
percentages ranging from 0% to 35%. When compared to the results 
obtained from the rectangular pore doublet model (Fig.  6), a similar 
trend can be observed. As the channel width ratio increases, both the 
trapping percentages and the capillary number thresholds for trapping 
increase. However, the absolute trapping percentages and thresholds 
are lower for the rounded pore doublet model at specific channel width 
ratios.

These findings suggest that the rectangular structure enhances trap-
ping compared to the rounded structure, while maintaining the same 
general relationships between channel width ratio, trapping percent-
age, and capillary number thresholds. This difference can also be 
understood in terms of the pore throat aspect ratio, defined as the ratio 
between the wider junction area (acting as a pore) and the narrower 
connecting channels (throats), as illustrated in Fig.  11. In the rounded 
geometry, the pore radius is larger than in the rectangular geometry 
(𝑟′pore > 𝑟pore), effectively increasing the aspect ratio. Consequently, the 
interface must extend further before reaching the opposite side of the 
channel (𝐿′ > 𝐿), which lowers the local capillary pressure. As a result, 
snap-off and the resulting trapping are delayed or less likely to occur. 
Overall, the smoother and more open junction in the rounded geometry 
contributes to reduced trapping under comparable conditions.

Our observations are consistent with the recent analytical work 
of Shan et al. [34], who derived an analytical solution for immiscible 
displacement in a pore doublet. They demonstrated that the displace-
ment process is governed by a critical capillary number, which depends 
on both the viscosity ratio and the channel radius ratio. When the 
9 
Fig. 11. Illustration of the influence of pore throat aspect ratio on capillary 
trapping. In the rectangular geometry (left), sharp transitions between throat 
and pore result in lower aspect ratios (𝑟pore∕𝑟throat) and less reduced local 
capillary pressure, promoting trapping. In contrast, the rounded geometry 
(right) features smoother transitions and a higher aspect ratio (𝑟′pore∕𝑟throat), 
as well as a lower capillary pressure due to the longer interface 𝐿′, reducing 
the likelihood of trapping under comparable conditions.

system operates below this critical number, preferential imbibition 
occurs in the narrow channel, leading to trapping in the wider channel. 
At higher capillary numbers, viscous forces dominate and trapping is 
reduced. These theoretical predictions align well with our LBM results, 
which show that increasing the channel width ratio promotes bypassing 
and enhances trapping at low capillary numbers.

5.3. Impact of gas type

Fig.  12 presents frames from an imbibition test conducted at a 
capillary number of 4×10−4 and a channel width ratio of 4. The top row 
(a) shows frames from a test using H2 properties for the non-wetting 
phase, with corresponding tests for CH4 and CO2 properties shown in 
panels (b) and (c), respectively. For this capillary number, trapping is 
observed for both H2 and CH4, while for CO2 no trapping is observed. 
It can be observed that the behavior of H2 and CH4 is quite similar, and 
similar gas saturations remain trapped, which is already expected due 
to their similar thermophysical properties.
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Fig. 12. Frames from imbibition tests with H2 (a), CH4 (b), and CO2 (c) with capillary number of 4 × 10−4. Red represents brine and blue represents the gas 
phase. Frames are taken at the moment when (I) the wetting phase enters the large channel (II) snap-off is about to happen (III) snap-off just happened (IV) 
steady-state is reached. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig.  13 shows the trapped saturations of H2, CH4, and CO2 as a 
function of the capillary number. Among the three gases, H2 exhibits 
the lowest capillary trapping threshold at 3.8 × 10−4, followed by CH4
at 4.1 × 10−4, and CO2 with a significantly higher threshold of 1.1 ×
10−3. The capillary number represents the ratio of viscous to capillary 
forces, which governs trapping through bypassing. However, it does 
not include the viscosity ratio between the gas and liquid phases. 
Our results show a clear influence of viscosity ratio on the trapping 
behavior. H2 has the lowest gas-to-liquid viscosity ratio (0.012), CH4 is 
slightly higher (0.018), and CO2 is much higher (0.067), which aligns 
with the observed trapping thresholds. Since only the gas viscosity is 
used in our capillary number definition, and not the liquid viscosity, 
the effect of gas viscosity is overestimated in systems that are not fully 
gas-saturated. This results in lower apparent capillary thresholds for 
gases with lower viscosities.

Based on our results, H2 and CH4 exhibit similar trapping behavior. 
The capillary number alone does not fully capture the dynamics of two-
phase flow, particularly when it includes only the viscosity of the gas 
phase. However, examining the inlet velocities 𝑉 𝑖𝑛𝑙𝑒𝑡 at which capillary 
trapping begins reveals that H2 and CH4 reach their trapping thresholds 
at higher velocities than CO2. This suggests that, at comparable produc-
tion rates, H2 and CH4 are more likely to be trapped due to bypassing, 
while CO2 may remain more mobile under the same conditions due to 
its higher viscosity and therefore stronger viscous forces.

5.4. Application to UHS systems

The findings of this study are relevant to underground hydrogen 
storage (UHS), where understanding and predicting trapping mecha-
nisms is critical for optimizing storage efficiency and minimizing losses. 
While the geometries used in this study do not replicate real pore 
10 
Fig. 13. Comparison of trapping percentages for H2, CO2, and CH4 across 
capillary numbers. A channel width ratio of 4, and the rectangular pore 
doublet were used in the numerical simulations.

structures, simplified geometries were intentionally chosen to develop 
a fundamental understanding of capillary trapping caused by bypassing 
and to identify trends applicable to UHS.

Our results show that trapping efficiency is strongly influenced by 
the distribution of pore sizes. A higher channel width ratio, represent-
ing a broader pore size distribution in rock formations, significantly 
enhances trapping due to bypassing. This indicates that reservoirs with 
wider pore size distributions are likely to immobilize greater amounts 
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of hydrogen through capillary trapping. This will reduce overall effi-
ciency, particularly during initial storage cycles, as some of the injected 
hydrogen may remain trapped and unrecoverable.

Additionally, pore geometry was found to have a significant in-
fluence on the extent of trapping. Trapping due to bypassing is less 
likely to occur in rounded pores compared to rectangular shapes with 
sharp corners, and the trapping percentages are correspondingly lower 
in geometries with rounded corners. This suggests that selecting a 
rock type with well-rounded grains, rather than angular grains with 
sharp edges and corners, could reduce trapping and improve storage 
efficiency.

The observed dependence of trapping on the capillary number 
highlights the critical role of flow conditions during withdrawal phases. 
Lower capillary numbers, associated with slower flow rates, were found 
to increase trapping within our pore geometry. Extrapolating this to 
larger UHS systems suggests that producing H2 from the reservoir at 
higher flow rates would enhance efficiency by reducing the amount of 
residually trapped H2.

Interestingly, the findings of Yu et al. [25] suggest that higher flow 
rates can promote trapping due to dead-end bypassing. However, the 
broader consensus at the core scale indicates that the total amount 
of capillary-trapped non-wetting phase after imbibition generally in-
creases with decreasing capillary number [100]. This conclusion is 
supported by both numerical and experimental studies [36,98,99,101]. 
In the context of H2, it is also observed in core flood experiments that 
injection of brine at higher flow rates reduced capillary trapping and 
increased H2 recovery [65]. These results reinforce our conclusion that 
higher production rates for H2 extraction are likely to reduce residual 
trapping percentages.

The geometries used in our study were intentionally simplified 
to investigate the fundamental processes of capillary trapping due to 
bypassing. This phenomenon is inherently complex and highly sensitive 
to specific pore geometries and flow regimes. While these simpli-
fied geometries are essential for understanding the mechanisms driv-
ing certain processes observed at larger scales, they are not directly 
representative of real-world UHS scenarios.

To address these limitations, future research should focus on in-
tegrating these pore-scale insights into larger-scale reservoir models 
or conducting more realistic pore-scale simulations. Such efforts will 
facilitate more accurate predictions of trapping behavior and storage 
efficiency under conditions that better reflect practical applications. 
Moreover, trapping due to bypassing represents only one of the two pri-
mary capillary trapping mechanisms. To develop a more comprehensive 
understanding of the total amount of capillary trapping, future studies 
should also investigate the dynamics of trapping caused by snap-off. 
This dual focus will provide a more complete perspective on the factors 
influencing trapping efficiency in subsurface systems.

In addition to UHS systems, the trapping behavior analyzed in 
this study may also have implications for natural hydrogen extraction 
and in situ hydrogen generation [102,103]. These promising technolo-
gies involve subsurface environments in which hydrogen may occupy 
different pore structures and regions compared to UHS, potentially 
making recovery more challenging. Understanding the mechanisms of 
bypassing and trapping can therefore provide valuable insight into 
efficiency and recoverability in such settings.

6. Conclusions

This study aimed to provide a deeper understanding of how pore 
geometry and flow rate influence the residual trapping of H2 by by-
passing and to connect these mechanisms to the pore size distributions 
of rocks. Pore-scale simulations were conducted using the lattice Boltz-
mann method (LBM) across a variety of geometries, including the pore 
doublet model, to investigate the impact of (a) channel width ratio, 
(b) pore shape, (c) capillary number and flow velocities, and (d) fluid 
properties, through a comparison of the trapping behavior of H  with 
2
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that of CH4 and CO2, on residual trapping by bypassing, which is a key 
trapping mechanism. Simulation results were supported by a theoretical 
analysis. The following key conclusions were drawn:

• Residual trapping due to bypassing predominantly occurs at low 
capillary numbers, emphasizing the role of capillary forces in 
controlling trapping mechanisms. These results suggest that pro-
ducing H2 at higher flow rates will result in less residual trapping, 
which is in line with experimental findings [65].

• Two types of geometries were studied: rectangular pore doublets 
and rounded pore doublets. A clear relationship between channel 
width ratio and trapping percentage was observed, with higher 
channel width ratios leading to increased trapping. This find-
ing indicates that rocks with a relatively narrow distribution of 
channel widths are more favorable for UHS, as less H2 will get 
trapped due to bypassing. While the use of simplified geometries 
enabled us to isolate and understand key physical mechanisms, 
future studies involving more realistic pore structures are needed 
to confirm and extend these findings.

• The likelihood of trapping is primarily governed by the balance 
between capillary and viscous forces, making it a useful predictor 
of the relative extent of trapping in a given system. However, 
local pore geometry plays a crucial role in determining whether 
snap-off occurs. Rounded pore geometries reduce trapping, while 
angular geometries enhance snap-off, leading to increased trap-
ping due to bypassing. Consequently, rocks composed of well-
rounded grains are more effective for UHS, whereas angular-
grained rocks are less favorable for UHS when considering this 
trapping mechanism.

• In addition to the capillary number, the mobility ratio plays a key 
role in predicting residual trapping. H2 and CH4 exhibit similar 
trapping thresholds in terms of capillary number due to their 
comparable mobility ratios, while CO2 behaves differently. At 
similar production rates, H2 and CH4 are more prone to trapping 
by bypassing, whereas CO2, with its higher viscosity and stronger 
viscous forces, tends to remain more mobile under the same 
conditions.

These findings provide valuable insights into the conditions and 
rock properties that enhance H2 trapping in subsurface reservoirs, with 
implications for optimizing underground hydrogen storage strategies.
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