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Abstract
Public technology has been shown to have a strong
dependence on physical touch, which increases the
transmission of diseases. Gesture recognition helps
to reduce this transmission, as the dependence on
physical touch is removed. Furthermore, the use
of visible light for gesture recognition would re-
duce the power consumption of public technology,
as less power would have to be supplied for a light
source. In this paper, a dataset for gesture recog-
nition using ambient light is presented, alongside
the design process and challenges faced. The ges-
tures were collected using three photodiodes in or-
der for a machine learning algorithm to identify the
patterns made by the shadows cast when the ges-
tures are performed. The dataset consists of 10
gestures performed by a total of 50 people 5 times
on each hand. This was collected under 5 different
light intensity ranges. This dataset was then passed
through a machine learning model to be trained and
tested, resulting in a 86.8% (3.s.f) validation accu-
racy. There are many factors related to the light
source that caused the accuracy of the algorithm
not to be as high as expected, however, the high-
est accuracy was found in environments with light
intensities of 100-1000 lux; a well-lit indoor room.

1 Introduction
The COVID-19 pandemic has highlighted how often interac-
tions with public technology require physical touch, which
increases the transmission of diseases [1]. An example of
this technology is automated teller machines (ATMs), which
require users to touch the screen and buttons in order to store
or withdraw money [2]. To prevent this spread, there has been
an urgent need for contact-less public technology.

Hand gesture recognition removes the need for this physi-
cal touch, as people can simply perform a gesture for a system
to understand the intended action. These gestures have to be
simple enough for a user to perform them with ease, but also
complex enough for the same actions that were done with
physical touch to still be possible with gesture recognition.
Simple public technology can make use of this, as they are
designed to have simple and intuitive interfaces [3]. This can
be seen in elevators, where a user can swipe to the floor they
would like to go to and tap to select it as opposed to pushing
the button with their finger.

Gesture recognition as a solution to the transmission of dis-
eases is viable, however, there needs to be a medium for it to
be detected. One common medium is the use of cameras to
perform feature extraction [4]. Nevertheless, cameras require
extra power to be run consistently. They also raise privacy
concerns, as a data breach could lead to the camera feed be-
ing used maliciously.

The use of a camera is a form of modulated light, which is
when the system provides the light source that will be used
and selects its frequency or wavelength. Any use of modu-
lated light will also face the issue of power consumption on

top of requiring pre-deployment and modification to the ex-
isting environment in order to work effectively.

An alternative to modulated light is the use of unmodulated
light (ambient light), which is light that is not changed by the
system. Examples of these are indoor lamps, sunlight or can-
dles. Ambient light is more energy efficient than modulated
light and it reduces the privacy risks.

For the reasons presented above, this study is going to in-
vestigate the use of ambient light and embedded AI for ges-
ture recognition in order to identify gestures in an energy ef-
ficient way. The system comprises of an Arduino 33BLE [5]
and 3 OPT101 photodiodes [6] to detect the shadow patterns
when gestures are performed.

1.1 Limitations of Existing Work
There are numerous existing papers related to gesture recog-
nition using ambient light which have shown to be highly
accurate, however, there are areas in which they could all
be improved. The main issue is related to the number of
sensors used, as systems such as GestureLite [7] and Light-
Digit [8] use a 3x3 grid of sensors, allowing them to recog-
nize a range of gestures. In comparison, SolarGest [9] utilizes
only one sensor, thus is only able to recognize very simple
gestures. Furthermore, existing research does not focus on
varying the environments and the candidates performing the
gestures, causing them to not accurately reflect results in real-
life scenarios.

1.2 Research Question
In order to create a machine learning (ML) algorithm that
recognizes different gestures effectively, an extensive dataset
is required to allow for proper training. Therefore, the
research question discussed in this paper is the following:

"What kind of gesture dataset should be constructed for
the purpose of training a machine learning model?"

Building the dataset is a necessity for this project, as
there is no existing dataset for the scope of this research.
A large majority of datasets for gesture recognition are
collected using cameras, which cannot be applied to this
project, as it utilizes photodiodes. Furthermore, the gestures
used in other similar datasets also cannot be applied to
this project due them using a different number of sensors,
thus being able to recognize more complex gestures or
oversimplified gestures. As a result, there are three main
challenges incurred during the building of the dataset.

Selection of Hand Gestures
The first challenge is selecting the hand gestures that can be
distinguished by an ML algorithm based on what the photo-
diodes see. As a result of there being no final ML algorithm
during the data collection phase, in order to argue that the
hand gestures can be distinguished by the algorithm, there
has to be a clear visual distinction between the graphs of the
gestures.

Diversification of Data
The diversification of data is an applicable challenge to any
project requiring data collection for machine learning. Di-



verse data improves the algorithm’s ability to adapt to differ-
ent situations [10]. Diversifying the data involves data being
collected in different scenarios, such as environments with
varying light intensities and people with varying hand sizes.
On top of this, it is also important to know when the dataset
is diverse enough.

Controlling the Experiment
In order to have reliable results, certain elements of the exper-
iment need to be controlled, such as the orientation of the sys-
tem or the way in which certain gestures are performed. This
has to be decided beforehand with evidence to argue why it is
done that way.

1.3 Contributions
This paper makes multiple contributions to the research of
gesture recognition using ambient light.

A large dataset is provided for recognizing gestures using 3
photodiodes which can be used and built upon by future work
related to this research.

Knowledge about how the environments with varying light
intensities affect the gesture detection is also provided. This
allows conclusions to be drawn on the environment the sys-
tem performs best in.

Initial insight into what gestures can be defined with three
photodiodes is also a result of this project. This increases
knowledge of whether the gestures collected are too complex
or too simple and ways in which they can be extended for
future work.

An evaluation of the intuitiveness of the gestures is pre-
sented based on the initial instincts of the candidates, which
can increase understanding on the relation between the ges-
tures and user experience.

2 Background
This section aims to give insight into the necessary back-
ground information required to understand the rest of this
paper. It provides definitions for frequently used terms and
explains how they are related to this project.

2.1 Gesture Recognition
Gesture recognition can be defined as "recognizing meaning-
ful human movements from image sequences" [11]. The hu-
man movements focused on in this project are hand gestures.
The gestures in this project are all dynamic, which means the
hand has to be moving in order for the gesture to be under-
stood.

2.2 Ambient Light
Ambient light can be defined as unmodulated light from the
environment. Some examples of this are natural sunlight, in-
door lamps and candles. The wavelengths and intensities of
these light sources are not controlled by the system, which is
why it is not as easy to work with as modulated light. How-
ever, it is more energy efficient, as power does not need to
be supplied by the system for the light source. Working with
ambient light requires an adaptable system to different envi-
ronments, therefore, the environments are varied during the
data collection process.

2.3 Photodiode
A photodiode is "a photoelectric semiconductor device for
detecting and often measuring radiant energy" [12]. It returns
a voltage value depending on the ambient light intensity. A
higher intensity would result in a higher value and a lower
intensity would result in a lower value. The photodiode used
in this project is the OPT101 photodiode [6]. The photodi-
odes are used to recognize the shadow pattern of the hand
performing the gesture.

3 System Overview
Section 3 provides an overview of the system and the main
technologies used during this project followed by a more de-
tailed overview of the sub-project.

3.1 Overview of entire project
The entire project can be split into different parts of the
pipeline. These sections will briefly be discussed below in
order to provide more context.

Hardware
The first part of the pipeline is the hardware, which consists
of an Arduino 33BLE, three OPT101 photodiodes and 3 sets
of multiple resistors with resistance values ranging from 1k
Ohms to 2M Ohms [6]. The range of resistors allow the pho-
todiodes to be calibrated based on the intensity of the ambient
light. The system also includes three 10 micro Farad capaci-
tors that act to smooth the values from the photodiodes. This
setup can be seen in Figure 8 [13].

Figure 1: The hardware setup of the final system. This consists of
three OPT101 photodiodes an Arduino 33BLE and three 10 micro
Farad capacitors

Processing pipeline
An important part of the system is the edge detection, which
detects when a live gesture starts and ends. This allows the
noise around the gesture to be cut off, therefore only the im-
portant data is passed through to the ML model. This data
is then processed through normalization in order to overcome



the difference in durations of the same gesture and the varia-
tions of the depth of the troughs as a result of changing light
intensities [14].

Data Collection
The data collection section of the entire project covers the se-
lection of which gestures can be detected by the system and
the actual collection of the data. Shadow analysis has to be
performed in order to know which gestures are distinguish-
able and a detailed experiment has to be carried out to build
the dataset. This is what this paper will focus on.

Machine Learning
Once the data is collected, it will have to be passed through
to the ML algorithm, where it will be trained. From then
on, the live data will be run on the model in order to classify
it [15, 16].

3.2 Overview of sub project
Gesture Detection
The way in which the gesture recognition works is utilising
the fact that photodiodes sense light intensity. As a result,
when one moves their hand over the photodiodes, the shadow
cast causes a reduction of values emitted by the photodiodes
due to a lower light intensity being detected. The gestures
are able to be distinguished based on the patterns of these
values, for example, swiping from right to left would cause
the values of the right-most photodiode to decrease first and
the left-most photodiode to decrease last. This is evident in
Figure 2.

Figure 2: Graph displaying the photodiode readings of a swipe left
gesture based on its shadow. The right-most photodiode (orange
line) dips and rises, as the shadow of the hand passes over it first.
Whereas, the left-most photodiode (green line) dips and rises last.

3.3 Research Question Sub-Questions
The research question was introduced in section 1.2 and bro-
ken down into general challenges that can be incurred from
it. These challenges can further be broken down in order to
have concrete sub-questions to answer. The sub-questions are
presented below.

What gestures would be identified using three
photodiodes
As most other research related to gesture recognition using
ambient light made use of more than 3 photodiodes, a more
diverse set of hand gestures is able to be detected. However,
as this research only uses 3 photodiodes, it is important to
initially figure out which hand gestures could be identified
with this setup and see how they differ from the hand gestures
selected in existing works.

What are the different habits people have when
performing the selected gestures?
Diversity is a very important attribute of datasets, as it al-
lows the machine learning algorithm to be able to adapt to
different environments, such as different users having differ-
ent habits when performing a gesture. In order to make the
dataset more diverse, it is crucial to know what habits to ex-
pect and to make sure they are represented in the dataset.

What are the major differences between the habits from
the photodiodes’ point of view?
Once the habits are identified, they would have to be analyzed
to see how they differ and whether the photodiodes detect a
similar pattern or a completely different pattern.

How does the intensity of the ambient light affect the
dataset?
When collecting the data for the dataset, there are certain con-
ditions of the environment that need to be controlled in order
to improve the quality of the dataset. Therefore, it is impor-
tant to find out whether varying intensities of ambient light
have a drastic effect on the patterns seen by the photodiodes
in order to know how to control them during the data collec-
tion phase.

How can the proportions of the person’s hand affect
gesture recognition?
It is also essential to investigate how the proportions of a per-
son’s hand affect gesture recognition, as different hand sizes
may produce different patterns. For example, the shape when
a large hand that covers all the photodiodes during a tap may
differ from when a small hand also performs a tap but is not
able to cover all photodiodes.

How to decide when the dataset is diverse enough?
The question of whether a dataset is diverse enough has fre-
quently been debated, as there is no one size fits all solu-
tion. For this situation, deciding whether the dataset is diverse
enough would involve reflection of the data collection meth-
ods and training a machine learning algorithm on the data,
examining how it handles unseen data.

4 Design
The design of the experiment is described and explained in
section 4. Alongside this, the reasoning behind the way the
implementing is carried out is also discussed.



4.1 Variables That Affect the System
There are many variables related to the system that can affect
the final dataset negatively. It is important to highlight these
variables and propose solutions to minimize their effects and
subsequently increase the quality of the dataset.

Impact of physical attributes of people
In order to allow for the final model to adapt to different peo-
ple using the system, the dataset it is trained with must con-
tain people with varying physical attributes.

The main physical attribute of a person that is likely to af-
fect the adaptability of the system is the proportions of the
person’s hand. A very small hand relative to the system
may not cover all photodiodes when a gesture is performed,
whereas a larger hand may cover all photodiodes for the same
gesture. These inconsistencies would make it difficult to rec-
ognize gestures across people. Although this problem can be
solved by adapting the placement and spacing of the photo-
diodes, it is also important to collect data for these varying
scenarios.

The ages and genders of the candidates are also able to
affect the results. Younger candidates may be more used to
doing the gestures, as they are used to performing gestures
on technology, whereas, older candidates may perform the
gestures incorrectly [17]. The gender of the candidates also
affect the hand sizes as males tend to have larger hands than
females.

To account for these changes based on physical attributes,
the candidates selected varied in hand sizes and ages and con-
sisted of a balanced split between male and female.

Impact of ambient light
The ambient light affects the shape of the gestures based on
its intensity and position. This can lead to inconsistent results
across environments of varying light intensities.

Environment with high light intensities, such as outside in
peak sunlight, causes the shape of the gestures to have steep
drops. Contrastingly, lower intensity environments cause
smoother, shallower curves [Image for proof]. This effect can
be reduced by selecting the appropriate resistors for the envi-
ronment.

The position of the light sources also heavily influences the
gestures and can lead to cases where the gestures are not rec-
ognized. This is evident when the light source is at a low an-
gle to the system. Despite the candidates hand being directly
above the photodiodes during the gesture, the position of the
light source causes the shadow to be cast further away from
the photodiodes. This has a massive impact, as the detection
of the gesture is heavily reliant on the shadow of the hand
passing over the photodiodes. Positioning the light source
directly above the system would mitigate this problem, how-
ever, as the ambient light is not controlled, this situation can-
not be guaranteed. Additionally, in the situation when there
are two light sources at different positions, two shadows may
be cast onto the photodiodes from one hand, which also af-
fects the shape of the gestures.

Impact of the way the gesture is performed
In order for the gestures to be correctly classified across dif-
ferent people, it is important to analyze the different ways in

which people perform them. Good gestures should not have
much variation across people, as it would be intuitive for ev-
eryone. On top of this, there may be differences between
right-handed and left-handed people which will also cause
the shapes of the gestures to not be similar. For the purpose of
avoiding skewed data that only represents right-handed peo-
ple, all candidates were asked to perform the gestures with
both their right and left hand.

Impact of placement of photodiodes
The placement of the photodiodes also has an effect on the
dataset, as it would need to allow for different gestures to be
recognized. The spacing of the photodiodes is also important,
as it should be close enough that the shadow of a hand can
cover all 3 photodiodes, yet not too close where there is no
lag between the dips of the photodiodes.

4.2 Selection of the hand gestures
The process of selecting the hand gestures requires careful
consideration into what gestures are possible to distinguish
between by three photodiodes. This task is not very simple
due to the fact that many existing datasets use cameras for
gesture recognition, which allows for the features of the hand
to be identified. Drastically reducing the resolution to only 3
photodiodes greatly limits the number of gestures that can be
identified.

The main factor that would allow to discern between ges-
tures would be the time at which the values of a photodiode
fall and rise relative to the other photodiodes. To cause this
effect, the hand would have to be moving during gestures,
therefore all gestures for this dataset have to be dynamic.

Swipe Gestures
As a result of this, the first four gestures are swipes in all four
directions (left, right, up and down). These can be distin-
guished due to the lag between the troughs of the photodiode
readings. For example, a swipe from right to left would cause
the values of the right-most photodiode to decrease first and
the left-most photodiode to decrease last. Not only are these
gestures easy to distinguish between, they are also practical
in everyday use and can be adapted to be used in different
technologies.

Tap Gestures
The values of the photodiodes don’t always have to have a lag,
but can also fall and rise at the same time. This occurs when
all photodiodes are covered and released simultaneously. The
gestures that can cause this pattern are a tap and a double tap.
These are also simple to visually distinguish between and can
also be applied to different settings.

Rotation Gestures
With the hardware setup, rotation gestures should also be able
to be distinguished. This pattern involves values of photodi-
odes falling and rising at different times and at least one of
the photodiodes having two dips.

Zoom Gestures
The zoom gestures are also able to be distinguished, however
the exact shape varies slightly. The ideal shape would be to



Light Intensity Range (lux) Number of Candidates
0-100 10

100-300 10
300-1,000 10

1,000-10,000 10
10,000-100,000 10

Table 1: The light intensity ranges in which the data was collected
and the number of candidates collected under each light intensity.

have one photodiode be dipped the whole time due to the bot-
tom of the hand covering it while the other two photodiodes
only dip briefly as the fingers pass over them.

4.3 Methodology
After considering the different factors that can affect the data
collection process and selecting the gestures that can be col-
lected, a detailed methodology can be constructed.

There are 50 candidates that data is collected from and each
candidate performs each hand gesture for a total of 5 times on
each hand. The number of candidates was chosen to have a
diverse group of people and the candidates perform the ges-
tures using both hands to account for both left-handed and
right-handed people.

There were five environments chosen with ranging lux val-
ues as shown in Table 1. The first range was 0-100 lux,
which covers dark indoor rooms, followed by 100-300 lux,
which is a poorly lit indoor room. Normal indoor light set-
tings were also covered with the range from 300-1000 lux
and then 1000-10,000 lux accounts for bright, indoor areas
next to windows. Finally, the range of 10,000-100,000 covers
outdoor environments ranging from cloudy days to peak sun-
light. There were 10 candidates for every lux range in order
to have an even split between the settings.

This methodology assures diversity in the data, as when
it is compared to other studies related to gesture recognition
with ambient light, it uses more candidates and a larger vari-
ety of environments.

When collecting data from people, the candidates were first
asked to perform the gesture naturally without instructions
and if it strays far from what is intended then they will be told
how to do it. This allows for more insight into how people
will intuitively do the gestures.

All gestures have to be performed with the palm facing
down and fingers close together. Certain gestures require
more instructions, for example, the swipe up and swipe down
gesture need the hand to be perpendicular. On top of that,
the rotational gestures require one and a half rotations to be
done. This was to allow the general patterns to be retained
across different people performing the gestures. It would not
work otherwise.

The resistors are also to be adjusted manually to be at a
base value of 400-800 [13]. They were changed manually, as
during the data collection stage, the final setup was not ready.

5 Implementation
This section aims to highlight the key aspects about the data
collection process. One system was used during the entire

data collection in order to allow for consistent results. The
data collection mostly happened on the campus on the TU
Delft in areas of varying light intensities. Figures 1-3 show
three areas where a large portion of data collection occurred.
The age, gender and hand sizes of the candidates were col-
lected in order to keep track of the diversity of people. The
candidates were also asked if they were left or right handed.

When collecting data, candidates were given minimal in-
structions at the start in order to see what the intuitive way
to do the gestures were. During the rotational gestures, can-
didates were also asked to start at whatever position is most
natural for them and aim to make one and a half circles.

The sampling frequency of the Arduino was changed
around halfway through the data collection process from
20Hz to 100Hz. This was due to the latter working best for
the edge detection [14]. It can be argued that the effect of
this should not be too great, as the shape of the gestures were
still the same between the two sampling frequencies. This is
evident in figure 4, where the

Once the data for all 50 candidates was collected, it was
cleaned by manually going through every instance to ensure
that the correct number of gestures were done and none were
missing. The final dataset contained 17 females and 33 with
hand widths ranging from 8.5cm to 12cm and hand lengths
ranging from 15.6cm to 21.4cm. The age range was also from
19 to 38 years and it had an overwhelming majority of right
handed people with only 5 left handed candidates.

6 Evaluation of Results
In this section, the results of the final dataset will be pre-
sented, analysed and evaluated. The section will reflect on
the overall performance when the dataset is used to train the
algorithm and consider how different factors may have led to
the results.

6.1 Overall Performance
The final dataset consists of 10 gestures performed by 50 can-
didates 5 times on each hand, therefore it contains 5000 in-
stances of gestures. The results of this dataset being passed
through the ML algorithm are as follows: When passing the
dataset through the processing pipeline [14] prior to training
the algorithm, the model had an 81.0% (3 s.f) validation ac-
curacy, whereas when the raw data was used directly to train
the algorithm, it achieved an 86.8% (3.s.f) validation accu-
racy [16].

Existing research showed to have accuracies of over 95%
[8, 9, 18]. The accuracy for the raw data being lower than
expected can partially attributed to the large buffers before
and after the gestures. This was meant to be solved by the
processing pipeline, which cuts off the part of the data that
does not contain the gesture so only the important information
is trained on, however, it does not perform well with the data
collected in poorly lit areas, thus causing its accuracy to be
lower than that of the raw data.

The lower than expected accuracy of the raw data is also
a cause of the variations in which people perform the ges-
tures. This highlights a very important trade-off between
data that would produce high accuracy and data that would
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Swipe Up Swipe Down Swipe Left Swipe Right

Clockwise Rotation Anticlockwise Rotation Tap Double Tap

Zoom In Zoom Out

Figure 3: The gestures that the dataset consists of along side example graphs of what each gesture looks like (larger version in appendix).
The gestures can be distinguished based on the lag between the dips in the graphs and the number of dips.

Figure 4: Comparison between the shape of the gesture recorded at
20Hz (left) and at 100Hz (right) to prove that the shape of the gesture
remains the same across the two sampling frequencies.

reflect real life scenarios. Due to the varying environments
and the varying ways people perform the gestures, the ac-
curacy through the algorithm is reduced, as it is not able to
generalize the gestures being performed under different con-
ditions well enough. However, the goal was to build a diverse
enough dataset that reflects real life data. Furthermore, the
system is meant to adapt to different environments, which is
why there were 5 different environment scenarios collected.
If they were all collected in one environment, the accuracy
would have been higher.

6.2 Ambient light
When analysing the dataset, some of the concerns raised in
section 4 regarding how ambient light would affect the data
were present.

When the light source was at an angle (mainly in the envi-
ronment near a window), the shadow of the gesture was offset
by a certain amount and sometimes caused the shadow to not
cover the photodiodes despite the gesture being done above
the photodiodes. This required the candidates to perform the
gestures vertically closer to the system with a horizontal off-
set in order to allow the shadow to move over the photodiodes
and avoid no gesture being recognized. This, however, did
not affect the accuracy, as it can simply be solved by shifting
the hand to counteract the offset caused by the angled light

source.
When there were two light sources (commonly in the envi-

ronment near a window with an indoor light source as well),
the shape of the gestures became less similar to what was ex-
pected, as the two shadows cast over the photodiodes created
many fluctuations. This is evident in figure 5, where a swipe
left gesture is shown. It is clear that it looks very dissimi-
lar to the swipe left gesture in figure 2/ This does affect the
accuracy, as the shape of the gesture is changed drastically.
Furthermore, this cannot be fixed with processing, as it is not
possible to salvage the intended shape from the noise.

Figure 5: Example of the shape of a swipe left gesture when there are
two light sources (sunlight and indoor light) causing two shadows of
the hand when a gesture is performed.

Contradictory to the hypothesis that environments with
high light intensities would reduce the accuracy due to ges-
tures being too steep, this did not cause any drastic prob-
lems with the accuracy when passed through the processing
pipeline due to the normalization. The main issue with out-



door environments was the fact that the light intensity can
change drastically over a matter of seconds as a result of the
clouds blocking the sunlight.

6.3 Performing Gestures
The way in which the candidates performed the gestures did
vary, which may have led to a lower accuracy and caused
certain gestures to be confused with others.

Figure 6: Confusion matrix when the raw dataset is run with a 10-
fold cross-validation.

Swipe left and swipe right
The swipe left and swipe right gestures were the most con-
sistent and intuitive across candidates. As these were the first
gestures that candidates were asked to perform, some candi-
dates performed them using one finger instead of their whole
palm before being instructed on how to perform them prop-
erly. These were shown to be accurately distinguished from
the other gestures in the confusion matrix in figure 6.

Swipe up and swipe down
When candidates were asked to perform gestures naturally
prior to the data being collected, the nomenclature of the
"swipe up" and "swipe down" gestures caused confusion, as
candidates ended up lifting their hands vertically up as op-
posed to a forward movement that was intended. This can
easily be solved by changing the name of the gestures to
"swipe forward" and "swipe backward" respectively.

Regardless of the name change, the way in which these
two gestures are meant to be performed are generally not in-
tuitive. For example, for a swipe up, most candidates moved
their hands forward fingers-first, thus ending the gesture with
their forearm still over the photodiodes. This can be seen in
figure 7. This would not be identifiable, as the shadow never
finished passing over the photodiodes, which is why the ges-
ture needs to be done with the side of the palm crossing first
and ending with the other side of the palm. This motion tends
to cause discomfort for candidates, however, there is no other
way to perform these gestures for them to be identifiable.

Incorrect Motion Correct Motion

Figure 7: A comparison of the incorrect (left) and correct (right)
motion for swiping up. A vast majority of the candidates had an
initial instinct to perform the gesture the incorrect way. The hand
needs to be horizontal so the entire shadow passes over all of the
photodiodes. The incorrect motion causes the forearm of the hand
to still cover the photodiodes once the gesture is done, thus making
the gesture unrecognizable.

Clockwise and anticlockwise rotations
The clockwise and anticlockwise rotations were intuitive
enough for most candidates. As the candidates had freedom
as to where to begin the gesture, it did cause some variance
within the final dataset, however, the general shape was still
very similar and the confusion matrix in figure 6 still showed
the algorithm to consistently identify it.

Zoom in and zoom out
The zoom in and zoom out gestures caused the most confu-
sion and variance between candidates. The initial way can-
didates expected to perform the gesture was over the photo-
diodes, whereas the hand is meant to be rotated so as to not
cover all photodiodes all the time. This gesture had the most
confusion as can be seen in figure 6.

6.4 Adaptability to new environments
The reason for changing the light intensities and the hand pro-
portions of the candidates was to allow the algorithm trained
on the dataset to adapt to a range of environments. This ul-
timately reduced the overall accuracy, however, it gave more
insight into the tolerance of the system under real-world sce-
narios. The changing of the hand sizes did not affect the
dataset in the end, as the placement of the photodiodes were
close enough for all hands to cover them at once. It is im-
portant to note that the hand widths ranged from 8.5 to 12cm,
therefore the effects of younger users using the system is not
known.

7 Related Work
There have been other works which also use ambient light for
gesture recognition that differ from this project in different
ways. These projects can be compared in terms of scope,
number of gestures and size of dataset.

7.1 LightDigit
LightDigit is a system that recognizes digits from 0-9 written
in the air. It also uses ambient light by having a 3x3 grid
of photodiodes to recognize the gestures. The scope is very
similar to this project and mainly differs due to the number of
photodiodes and the gestures being detected.

The dataset consisting of the same number of gestures but
with 20880 instances, which is much larger than the dataset
presented in this project. However, the data was collected by a
single person and the different environments it was performed



in (if any) were not recorded. As a result, the research mainly
focused on consistency of the data as opposed to this research,
which aims to present data that is representative of real-life
scenarios.

7.2 SolarGest
SolarGest also implemented gesture recognition using ambi-
ent light, however, this was done by utilizing a single solar
cell. Having only one sensor reduces the number of possible
gestures that can be recognized, therefore the dataset created
by SolarGest only consists of 6 gestures.

The dataset they created contains 6960 instances of ges-
tures, which is also slightly larger than the dataset for this
research. Their research also varied the environment by col-
lecting data under 5 different light intensities, as well as col-
lecting data with and without human interference in the back-
ground, such as people walking around. The former is similar
to this research, but the latter differs, as this research assumed
minimal interference during the data collection. 3 subjects
were used to collect the data, therefore the main focus of this
project was varying the environment and not the people.

7.3 GestureLite
GestureLite is another gesture recognition system using am-
bient light which utilizes a 3x3 grid of photodiodes to detect
the gestures. The scope mainly differs to that of this project
by the number of photodiodes, which makes the system for
this project more energy and cost efficient.

The dataset has 3300 instances of gestures, which is lower
than the number used in the dataset of this project. The en-
vironment was varied by collecting data in "light" and "dark"
environments and in two locations (a dorm room and a class-
room). Only one candidate performed all of the gestures,
which reduces the adaptability of the dataset to other peo-
ple, however, the candidate "did not perform more than 10
samples in one sitting", which may have slightly improved
this issue. The dataset assumes all future users will perform
the gestures the same way as how the candidate performed
it, which may not be the case. The gestures contained in the
dataset are very similar to the gestures in the dataset of this
project, as it has all four swipe gestures and the two rota-
tional gestures. It also has "flick open", "flick open twice",
"rise" and "fall".

8 Responsible Research
It is important to analyse the ethics of this research and to
prove reproducibility of the results.

The experiments carried out were done with candidates
who were talked through the entire process and gave con-
sent. With regards to the safety of the experiment, it was
minimal risk, as the candidates never touched the system, and
even if they did, the amount of voltage required by the sys-
tem does not affect humans. The ages, hand sizes gender and
whether the candidates were left handed or right handed were
collected in order to have general statistics about the dataset
and to prove diversity. This data is not published and cannot
be traced back to the candidates, therefore this is also minimal
risk.

The results are reproducible, as the detailed explanation of
the system used during data collection and the steps taken
are outlined in section 4.3. The dataset is also made publicly
available, along with all the code used to collect it [19].

9 Conclusion
In this paper, a dataset for gesture recognition using ambi-
ent light was designed and built and the results of passing
the dataset through a machine learning algorithm were anal-
ysed and evaluated. The overall accuracy of the algorithm
when trained on the dataset was 86.8%. The evaluations
showed that environments with light intensities ranging from
100-1000 lux performed better than those less than 100 lux.
The different factors that could have led to the lower accuracy
were described, such as having multiple light sources being
present that cause two shadows for one gesture to be cast and
also the different ways the candidates performed the gestures.

Throughout the paper, the sub-questions of the research
question have been answered. The gestures that could be
identified using three photodiodes were shown and the habits
and initial instincts people have when performing those ges-
tures were explained, such as for the swipe up gesture. The
intensity of the ambient light was shown to have an effect on
the dataset, as certain light intensities performed worse than
others, however, this effect was meant to be minimized by the
processing pipeline.

Overall, the dataset was set up to provide a diverse set of
data that reflects the real-world in which a machine learning
algorithm can be trained on. Extending the data to work with
the processing pipeline could result in a more accurate system
that can adapt to the different environments better. However,
the results thus far have shown the limitations of using ambi-
ent light for gesture recognition and has given insight into the
possible improvements to public technology to mitigate the
transmission of diseases through touch.

10 Future Work
There can be many conclusions drawn from this research,
which can then be built upon by future work. The differ-
ent ways in which the dataset can be extended and the whole
system can be built upon are as follows:

Include data with noise
One way to extend the dataset would be to have data with
noise in the background, such as people walking around and
slightly obstructing the light source. This would test the tol-
erance of the system against an even more realistic scenario,
as now the environment is expected to be unchanged during a
gesture.

Select environment
The system was built with no single preconceived environ-
ment in mind in which it will be deployed, therefore multiple
environments were tested. If one environment was selected,
it would allow for more data to be collected for that environ-
ment, potentially providing a higher accuracy.



Orientation of system
The system is also assumed to be laid horizontally on a flat
surface. The effects of changing this orientation to be more
vertical would produce different results, as it may cause more
issues with the obstruction of the light source.

Fix light offset
As mentioned in section 4, when the light source is at an an-
gle, it causes the shadow of the gesture to be shifted further
away from the system. Research into a way to mitigate this
effect would be beneficial in order to avoid shadows not pass-
ing over the photodiodes.
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Figure 8: The gestures that the dataset consists of along side example graphs of what each gesture looks like. The gestures can be distinguished
based on the lag between the dips in the graphs and the number of dips.
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