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ABSTRACT

The PocketQube is an emerging satellite class, which pushes the miniaturization of space tech-
nology beyond the well-established CubeSats, promising rapid design-to-orbit cycles while
lowering the cost of accessing space. A showstopper in the success story of nano- and pi-
cosatellites are their high mission failure rates. Environmental testing before flight is an effec-
tive means to identify design flaws and workmanship errors, and thus improve the chances
of mission success. However, inefficiencies in the design process, low-budgets, and stringent
schedule requirements often motivate small satellite developers to postpone environmental
testing towards the end of the design lifecycle, where recovering for design flaws is inefficient.
The project circumstance of nano- and picosatellite missions require, therefore, cost- and time-
effective test strategies that facilitate early design evaluation.

This research proposes and implements a thermal screening method for PocketQube subsys-
tems to identify temperature hotspots and verify their compliance against operational hard-
ware limits. Key elements of the test method are a thermal IR temperature scan at ambient
conditions and an estimation of the worst-case flight temperature using experimentally de-
rived graphs that describe the vacuum heating of thermal hotspots. The study of subsystem
layout options complements the screening method by providing solutions to mitigate hotspot
overheating.

Moreover, the study proposes to lower the required pressure levels for thermal-vacuum test-
ing of PocketQube subsystems. The analysis shows that, due to the small form factor, pressure
levels by four orders of magnitude larger than those used in environmental test standards for
larger satellites suffice to maintain the resulting temperature errors below 5K on the hot side
of the temperature spectrum.

Both the screening method and moderation in vacuum requirements contribute to the de-
velopment of subsystem test methods that match the needs of small satellite developers.
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1 INTRODUCT ION

1.1 pocketqubes
The PocketQube promises to be the next step in the miniaturization of space technology. The
introduction of the CubeSat form factor demonstrates the disruptive potential that standardiza-
tion offers for the space sector. The form factor creates a market for standardized components
and subsystems, as well as increasing launch opportunities (Jones, 2014; Woellert et al., 2011).
The consequent reduction in cost and technical complexity lowers the entry barrier for devel-
oping satellites. As a result, the space sector opened to new actors traditionally excluded by
the high upfront costs (Swartwout, 2016).

A cube of 5cm builds the basic unit of the PocketQube reducing the length scale of the
popular CubeSat standard by a factor of two (Deepak and Twiggs, 2011). The miniaturiza-
tion promises faster and cheaper design-to-orbit cycles, which make PocketQubes a promis-
ing platform for technology demonstrations and education purposes (Speretta et al., 2016;
Bouwmeester et al., 2018).

The Institute for Space Systems at the TU Delft contributes to the promotion of PocketQubes
through the development of the Delfi-PQ satellite. The institute’s objective is to launch Delfi-
PQ satellites regularly to improve the capabilities of its core platform iteratively. The Delfi-PQ
will, therefore, provide a test bed for new technologies while stimulating educational needs.
The ambition to launch PocketQubes in short time frames including frequent reconfiguration
and design changes requires effective test and verification strategies to maintain the competi-
tiveness of PocketQubes concerning cost and development time.

1.2 nanosatellite mission failures
A showstopper in the success story of nano- and picosatellites are their high mission failure
rates (Swartwout, 2016; Bouwmeester and Guo, 2010). Design flaws and workmanship errors
are primary reasons for the low mission success rates (Venturini et al., 2018; Swartwout, 2016).
Testing and verification before flight are typically effective means to reveal design deficiencies
and detect incorrect assemblies.

The scope and extent of test and verification campaigns vary among the actors engaging
in small satellite design (Swartwout, 2016). Traditional satellite developers participating in
small satellite design typically perform extensive test and verification campaign, such as they
would for a large satellite. On the other hand, cost and schedule restrictions, together with
inefficiencies throughout the design process, often motivate inexperienced design teams to
cut back on verification and testing programs (Venturini et al., 2018; Swartwout, 2016; Langer
and Bouwmeester, 2016). As a result, inexperienced satellite developers skip subsystem-level
tests in favor of system-level verification towards the end of the design lifecycle (Venturini
et al., 2018; Swartwout, 2016). At this stage, recovering for design issues becomes inefficient,
which, ultimately, motivates sending the hardware to the launch provider with known defects
(Venturini et al., 2018).

Several authors argue that spending more project resource on testing and verification will
improve the mission success rate of nano- and picosatellites (Swartwout, 2016; Venturini et al.,
2018; Langer and Bouwmeester, 2016; Guo et al., 2016; Dubos et al., 2010). Langer and
Bouwmeester (2016) state that more cost- and time-efficient test strategies are necessary to
match the needs and project circumstances of small satellite developers.

1



2 introduction

1.3 thesis project - thermal test methods for pock-
etqube subsystems

The aim of the thesis is to develop a test method to provide a means to quickly check com-
pliance of PocketQube subsystems with the hardware temperature requirements. Moreover,
the study aims to provide design solutions to mitigate thermal issue in response to non-
compliance with the temperature requirements. The next chapter describes the proposed test
method in detail and relates it to the chapters of this report.

The steps to implement the test method enable, moreover, to investigate suitable pressure
levels for thermal-vacuum testing of PocketQube subsystems. The pressure level determines
the cost for the necessary laboratory equipment. The definition of appropriate pressure levels
contributes to developing cost-effective test strategies for PocketQubes.

The development and implementation of the thermal test method is main part of this thesis
project. Accordingly, the main research question states as follows:

What are necessary elements to facilitate quick testing and re-design of PocketQube subsystems?

The following sub-questions relate to the main research questions and help in answering
them:

• What measurement techniques are appropriate for thermal testing of PocketQube sub-
systems?

• Which pressure levels are necessary to support thermal-vacuum testing of PocketQube
subsystems?

• What are effective design solutions to mitigate thermal issues?



2 PROPOSAL OF A THERMAL TEST
METHODOLOGY

2.1 thermal test methods for satellite subsystems

Thermal testing supports the design and verification process. A thermal test exposes satellite
hardware to flight-like conditions, such as temperature extremes or vacuum. The exposure
enables to verify functional performance, characterize the operational performance for system
budgeting, and validate simulation models. Moreover, the operation of hardware in relevant
environmental conditions demonstrates compliance with the temperature requirements deriv-
ing from the hardware specifications. (Welch, 2002; Brieß et al., 2009)

Table 1 presents an overview of the objectives for thermal testing and the related test meth-
ods. The last row introduces the thermal test methodology that builds the primary motivation
for this thesis project. The remainder of this section details the thermal test methodology and,
moreover, relates it to the chapters of this report.

Table 1: Summary of subsystem-level test objective and the relevant hardware models. The abbreviations
PT, EM and FM, refer to prototype, engineering model and flight model. Information adopted from
Welch (2002); Brieß et al. (2009).

Class Objective Description Hardware
Model

Functional char-
acterization

Determining the perfor-
mance characteristics for
system budgeting.

Operating a subsystem at the
operational worst-case tempera-
ture conditions.

EM / FM

Performance
verification

Demonstrating that the
system survives the
environmental condi-
tions while maintaining
functionality.

Operating a subsystem in envi-
ronment similar to orbital con-
ditions, such as temperature cy-
cles and vacuum.

EM / FM

Thermal model
correlation

Providing measurement
data to validate thermal
simulation models.

Operating a subsystem or com-
ponent or interface in an envi-
ronment with well-known ther-
mal boundary conditions.

PT / EM
/ FM

Stress screening Reveal hardware flaws
and workmanship errors.

Cycling the subsystem to the
worst-case temperatures to in-
duce thermo-mechanical loads.

EM / FM

Thermal screen-
ing method

Identification of thermal
hotspots and verification
of their compliance with
hot-side temperature re-
quirements.

Operating a subsystem at am-
bient conditions and estimating
the worst-case operational tem-
perature in flight conditions.

PT / EM
/ FM

3



4 proposal of a thermal test methodology

2.2 thermal screening method for pocketqube subsys-
tems

The introduction of the PocketQube poses new challenges to thermal engineering. Two con-
ditions motivate the development of a test methodology to verify compliance of subsystem
boards with temperature requirements on the hot side of the allowable temperature range:

• The low mass of PocketQubes implies larger temperature oscillations (Speretta et al.,
2016) and on-going research by Avila de Luis (2018) indicates that PocketQubes reach
steady-state conditions during the sunlit part of the orbit.

• Moreover, the aspiration for miniaturization drives toward increasing the energy density
of subsystem boards. Both aspects motivate the study of the hot-side thermal spectrum
of PocketQubes.

(a) (b)

Figure 1: PocketQube subsystem design. (a) Structural representation of the subsystem assembly for
PocketQubes inside the satellite. (b) Representative PocketQube subsystem board including
electronic components. Images taken from (DelfiSpace, 2016).

The thermal screening method aims at inspecting PocketQube subsystem board for critical
thermal hotspots. The term thermal hotspot refers to components on a subsystem board that
reaches high temperatures compared to the board. Thermal hotspots occur to components
with poor heat sinking capabilities and high power density. The overheating of electrical
components can jeopardize the functionality the component, and thus of a satellite subsystem.

The test method leverages the benefits of thermal IR imagery as a simple means to scan a
subsystem board for thermal hotspots and measure their temperature. The IR scan, together
with graphs describing the heating characteristics in flight conditions, enables to perform a
judgment call about critical temperature conditions concerning the hardware specifications.

The application of a thermal camera for temperature screening of PCB based subsystems
was applied in the Shuttle program (Foster, 1992), as well as in the development of the Cube-
Sats UWE-3 (Busch et al., 2015) and the PharamaSat (Diaz-Aguado et al., 2009). The purpose of
the IR scan in these publications is in identifying local thermal hotspots for the application of
thermocouples in subsequent thermal-vacuum testing. On the other hand, this methodology
uses IR imaging as the primary temperature acquisition technique.

The flowchart in figure 2 illustrates the steps to evaluate a subsystem board for critical
temperature hotspots. The following list details each step of the methodology. The schematic
in figure 3 outlines how to estimate a components flight temperature from the ambient IR
scan.

1. A thermal IR camera enables to acquire a global temperature map of a subsystem. The
temperature map contains information about thermal hotspots and their temperature in-
crease relative to the subsystem board. Thermal hotspots are a target for further analysis
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to verify that the components remain within the allowable temperature ranges during
flight.

2. An IR scan is beneficial to capture the thermal behavior of the board. However, an IR
scan of a subsystem yields the isolated behavior without the thermal interaction with
other subsystems. Thermal simulation models describe the interaction of all satellite
subsystems during various operational scenarios. The discretization in thermal simula-
tion models during early development phases is typically low to keep the computational
effort and accommodate for design changes. Early thermal simulation models typically
represent subsystem boards by a few thermal nodes averaging the power dissipation
over the area or volume of the board, see the thermal modelling strategies for previous
Delfi satellite projects:

• DelFFi The preliminary thermal model considers a single node per subsystem,
while the detailed model discretizes the battery and propulsion payload into fur-
ther nodes. (Van Boxtel, 2015)

• Delfi-n3xt The thermal model considers each subsystem as a single node, which
additional nodes assigned to the batteries. Macco (2014) reports that the lack of
discretization results in discrepancies between model prediction and flight data.

• Delfi-C3 The preliminary simulation model uses a single node per subsystem, while
the detailed thermal model assigns dedicated nodes to the power amplifiers and
batteries providing discretization for the component with the highest heat density
per volume. (Graziosi, 2008).

The combination of a simulation model of the entire satellite and a subsystem IR scan
captures the system-level thermal interaction and resolves the board-level thermal behav-
ior. The combination of both techniques provides a simple means to describe the thermal
behavior of subsystems during early development phases. The measured hotspot tem-
perature increase ∆Top adds to the maximum subsystem temperature that the thermal
simulation model predicts Tsubsystem.

3. The previous bullet points implicitly assume that the IR scan occurs at ambient pressure
and room temperature. The presence of natural convection at ambient conditions im-
plies that the IR scan will yield a lower temperature increase of a hotspot than an equiv-
alent test in a vacuum. An estimation of the maximum flight temperature, therefore,
requires to consider the additional temperature increase between ambient and vacuum
conditions ∆Tamb→vac = Tvac − Tamb. This project will use experiments on representative
PocketQube subsystems to describe the additional temperature increase. The resulting
diagrams enable to estimate the maximum flight temperature of thermal hotspots with-
out the necessity to perform thermal-vacuum testing.

4. Thermal simulation models rely on parameter and modelling assumptions. The assump-
tions and simplifications typically translate into differences between predicted and actual
flight temperatures. A thermal model uncertainty margin accounts for the differences
between model and reality. The methodology accounts for the uncertainties by adding
a margin to the predicted subsystem temperature. The magnitude of the uncertainty
margin varies among actors and space missions. This thesis defines a thermal model un-
certainty margin for PocketQubes by comparing simulation and flight data of nanosatel-
lites.

5. The summation of all previous contributions yields an estimate of the maximum flight
temperature of thermal hotspots. The temperature prediction enables to perform a judg-
ment call whether the hotspot temperatures are critical concerning hardware limitations,
Tmargin = Tallowable − Testimate. A hotspot component complies with the temperature re-
quirements if the difference is above zero. Non-compliance implies that either more
accurate analysis or re-design is necessary. The thermal screening method is a worst-
case estimation because the IR scan measures thermally-isolated subsystem boards. Ac-
cordingly, the IR scan will show larger hotspot temperatures than in the actual satellite
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assembly. More accurate analysis refers to either using higher fidelity thermal simula-
tion models or measuring the hotspot temperature in a thermal-vacuum test. The choice
for more accurate analysis or re-design depends on the necessary effort. This study in-
vestigates PCB layout parameters that provide solutions to mitigate hotspot overheating.
The re-design of a subsystem board requires to re-iterate the screening method to verify
the effectiveness of the design measure in lowering the hotspot temperature.
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Figure 2: Proposed early thermal screening methodology flow and decision criterion. The image in
step 2 derives from temperature data of the Delfi-PQ thermal simulation model provided by
(Avila de Luis, 2018).
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Figure 3: Evaluation scheme for checking compliance of thermal hotspots with the maximum hardware
temperatures.

The chapters of this report describe the process of implementing the proposed thermal
screening method. Necessary steps include characterizing the measurement performance of
IR cameras, determining the temperature increase of components in the absence of natural
convection, defining a thermal uncertainty margin and evaluating thermal design solutions.

Table 2: Outline of the chapters in the thesis report in relation to the proposed thermal screening method.

Step Description and corresponding chapters in the report

1 Performance characterization of IR thermal imaging (Chapter 3) .

2 Prediction of the worst-cases subsystem temperatures. Inputs provided by
parallel thesis project by Avila de Luis (2018) .

3 Investigation of the relative temperature increase between ambient and vac-
uum conditions. Analytical and experimental approach to describe the natu-
ral convection heat transfer coefficient (Chapter 4), experimental study using
representative PocketQube subsystem boards (Chapters 6 and 8).

4 Defining thermal model uncertainty margin (Chapter 2.4).

5 Design of thermal design solutions by first analyzing the dominant thermal
parameters on a PocketQube subsystem-level (Chapter 5) and then studying
several design solutions through an experimental test campaign (Chapters 6

and 8).

2.3 thermal-vacuum testing of pocketqube subsystems

The thermal screening method relies on graphs describing how much thermal hotspots heat
up in vacuum conditions (step 3). The derivation of these graphs includes thermal-vacuum
testing. The experiments provide an opportunity to characterize the error that arises from
inaccuracies in the vacuum quality of a test facility. Quantification of the temperature error
is a starting point to define the necessary pressure levels for thermal-vacuum testing of Pock-
etQube subsystems.

The vacuum of space limits heat transfer to conduction and radiation. Test facilities repro-
duce the vacuum conditions on ground. The vacuum quality of a test facility determines its
price and the amount of residual gas in the test environment. Residual gases introduce inac-
curacies concerning flight conditions. The residual gas creates additional heat paths through
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convection and gas conduction that introduce temperature errors compared to ideal vacuum
conditions.

The test objectives determine the acceptable temperature error due to residual gas in the
test environment. This thesis uses thermal balance testing as a case study to define a reference
value for the acceptable temperature error. The objective of a thermal balance test is to provide
experimental data to correlate a thermal simulation model for unknown parameters (Welch,
2002). The temperature error due to inaccuracies in the test environment must be lower than
model uncertainty to improve the accuracy of the simulation model. The next section defines
a thermal model uncertainty margin in support of the thermal screening method (step 4). The
margin describes the uncertainty of thermal simulations models in predicting the subsystem
flight temperatures. The margin will serve as a reference value for the parameter uncertainty
in a subsystem simulation model before a thermal balance test. The uncertainty builds a
threshold of the maximum temperature error due to imperfections of a test facility relative to
ideal vacuum conditions.

2.4 thermal model uncertainty margin

The proposed thermal screening methodology relies on inputs from a simulation model of
the satellite. Thermal simulation models rely on assumptions on thermal parameters and
geometries. The assumptions typically translate into inaccuracies of the model predictions
with respect to the measured flight temperatures. Thermal design standards describe ther-
mal model uncertainty margins to ensure that the actual flight temperatures remain within
the predicted boundaries. The margin policy typically varies among commercial, military,
and governmental actors The thermal model uncertainty margin typically varies among the
commercial, military, and governmental actors (Gilmore, 2002; ECSS, 2016).

A reference value for the thermal model uncertainty margin is ±11K applied for early sim-
ulation models according to the MIL-STD-1540 standard(Gilmore, 2002). The ±11K margin
derives from statistical analysis of simulation and flight temperatures of traditional satellites
in the 70s and aims to achieve 95% (2σ) confidence that the actual flight temperatures remain
within the predicted boundaries (Welch, 2016; Gilmore, 2002).

Nano- and picosatellite developers typically adopt higher risk strategies than traditional ac-
tors (Venturini et al., 2018; Swartwout, 2016; Guo et al., 2014). The different risk-management
approach motivates reducing margins, such as the thermal model uncertainty. For instance,
the thermal design of the Delfi-n3xt uses half the uncertainty margin proposed in the guide-
lines by the European Cooperation for Space Standardization (ECSS) (Macco, 2014). Moreover,
small satellites typically employ less temperature-critical hardware than traditional satellites
and employ primarily passive thermal control hardware (Baturkin, 2005). The differences in
risk management approach and thermal design justify revising the existing model uncertainty
margin.

As of November 2018, only a handful of PocketQubes has been in orbit (Speretta et al., 2016)
and temperature flight data are rare (Kovács and Józsa, 2018). The analysis, therefore, consid-
ers thermal flight data of CubeSat missions, see table for the reference missions 3. The graph
in figure 4a shows the comparison between simulation and flight data for the temperatures of
internal subsystems.

Table 3: Reference CubeSat missions to derive thermal model uncertainty margin for nano- and picosatel-
lites.

Satellite Class Thermal Control System Data Type Reference

Delfi-n3xt 3U Passive Flight (Macco, 2014)
MinXSS 3U Active (heater) Flight (Mason et al., 2017)
CSSWE 3U Active (heater) Flight (Gerhardt et al., 2013)

StepCubeLab 1U Passive Test (Kang and Oh, 2016)
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The temperature data yield an ±8K(1σ) standard deviation for the subsystem temperatures
assuming a Gaussian distribution of the data, see the histogram in figure 4b. The standard
deviation corresponds to a 68% confidence level that the thermal simulation results remain
within the predicted boundaries, see graph 4c for the relation between confidence level and
thermal model uncertainty. This thesis assumes that a 1σ-confidence level is appropriate for
PocketQubes considering the higher acceptance for risk.

The comparison between simulation and measurement data shows that thermal simulation
models perform better in predicting the temperatures of the satellite interior than the exterior.
Internal components are typically more temperature sensitive, which using a higher level of
detail in modelling the satellite interior (Mason et al., 2017). The higher modelling accuracies
in the thermal simulation model result in better prediction of the internal than external tem-
peratures. The focus of this thesis is on internal subsystem boards, which justifies using the
thermal uncertainty margin for the internal subsystems.

Table 4: Thermal uncertainty data assuming a Gaussian distribution of the deviation between simulation
and flight data for the CubeSats in table 3. All values are given in [◦C]

Mean µ Std. deviation σ

Internal and external -2.4 10.6

Internal -1.3 8.2
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Figure 4: Derivation of a thermal uncertainty margin appropriate for nano- and picosatellites. (a) Com-
parison measurement with simulation data for four CubeSats. (b) Histogram of the tempera-
ture error. (c) Corresponding confidence graph assuming a Gaussian distribution of the error
between simulation and flight data.





3 PERFORMANCE CHARACTER I ZAT ION -
THERMAL IR IMAG ING

Temperature is the fundamental measurement parameter for thermal testing. Temperature
measurements verify that the components remain within operational boundaries and validate
thermal simulation models.

The thesis methodology relies on a thermal IR scan to identify local thermal hotspots and
measure their temperature increase. Thermal IR imaging is a contactless measurement tech-
nique that samples the emitted IR radiation of an object. Thermal IR imaging presents inherent
error sources due to background radiation and the emissivity of the body.

This study investigates the performance of thermal IR imaging in comparison to contact
measurements using thermocouples, the most common temperature measurement technique
in spacecraft thermal testing (Döring et al., 2016; Gilmore, 2002). The chapter starts with theo-
retical background information on thermal IR imaging. The analysis highlights the challenges
of thermal IR imaging. An experimental test campaign uses the microcontroller of an Arduino
UNO as a case study to compare the measurement performance of IR imaging with thermo-
couples. The comparison shows that thermal IR imaging can achieve the same accuracy as
thermocouples in measuring relative temperature increases of electronics components. The
experimental study, moreover, highlights that the correct application of thermocouples can be
challenging.

3.1 thermal ir imaging
Thermal IR imaging, or thermography, is the process of deriving temperature images form
IR signals. Bodies with a temperature above absolute zero emits IR radiation. Planck’s law
describes the radiative energy that a body emits, I(T, λ), as a function of its temperature
and wavelength per unit area (Vollmer and Möllmann, 2010; Carlomagno and Cardone, 2010;
Breitenstein et al., 2010).

I(λ) = Mλ(T)dλ =
2πhc2

λ5
1

e
hc

λkBT − 1
dλ (1)

3.1.1 Wavelength bandwidths for IR imaging

Thermal IR cameras sample radiation in specific bandwidths of the IR spectrum. Table 5 lists
the typical IR sampling bandwidths.

Table 5: Wavelength-classification of thermal IR cameras according to Vollmer and Möllmann (2010)

Classification Wavelength range [µm]

Short-wave infrared (SWIR) 0.9 to 1.7
Mid-wave infrared (MWIR) 3 to 5
Short-wave infrared (LWIR) 8 to 14

The application of Planck’s law over the entire wavelength spectrum yields the characteris-
tics blackbody radiation curves, see the graph in figure 5a. The gray areas in the graph indicate
the common bandwidths of thermal IR, and the red line describes Wien’s displacement law.

11
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Wien’s law relates the temperature of a blackbody to the wavelength, at which the maximum
IR radiation occurs.

The operational temperature range of COTS electronic components is of primary interest for
this study. The graph in figure 5b shows Planck’s law for the corresponding temperature rang-
ing, which spans from −40 to 85◦C. Planck’s law illustrates that maximum IR radiation occurs
in the LWIR bandwidth. The maxima in the Planck curves imply that the LWIR spectrum is
most suitable for thermal IR imaging of COTS electronics components, and thus PocketQube
subsystems. Moreover, the graph shows that the spread between the temperature curves is
smaller in the MWIR spectrum and almost non-existent in the SWIR spectrum. The lower
spreading between the curves implies that sampling in the MWIR or SWIR spectrum requires
better temperature resolutions. The higher temperature resolution typically implies higher
cost for the equipment, see price list in table 7.
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Figure 5: Planck Spectrum for a blackbody. (a) Planck spectrum over the visible, infrared, and microwave
spectrum. (Image modified from (Vollmer and Möllmann, 2010)) (b) Planck spectrum for tem-
peratures in the typical operational temperature range of COTS electronics components.

3.1.2 Emissivity and background radiation

The IR signal that a camera measures, Iin, is a superposition of IR radiation from various
sources including the body of interest. An uncalibrated measurement will, therefore, show an
apparent temperature of a body, instead of its real temperature. Error sources that add to the
incoming IR signal are the to the IR measurement are reflected background radiation from the
body of interest, absorption of IR radiation by the atmosphere and IR radiation that the optica

Iin = Ibody + Ire f l + Iatmosphere + Iinstrument (2)

The reflected background radiation, Ire f l , is the most relevant signal that adds to the IR radia-
tion of a body. This study considers that the distance between camera and object is 10cm. The
atmosphere exerts a negligible error source for these measurement distance (Carlomagno and
Cardone, 2010; Meola and Carlomagno, 2004; Breitenstein et al., 2010). Moreover, thermal cam-
eras typically compensate for the internal IR radiation, Iinstruement, through auto-calibration.

The IR radiation that a body emits, Ibody, is usually a fraction of the radiation that a black-
body of the same temperature emits. The emissivity is a material parameter that describes
the ratio between the emitted and potential radiation of a blackbody, ε = I(λ)/Iblack(λ) (Car-
lomagno and Cardone, 2010). Gray bodies are objects with an emissivity lower than unity.
Kirchhof’s law describes that the emissivity of gray bodies ε(λ) equals their absorptivity α(λ)
for a specific wavelength. Kirchhof’s law yields the relation 3 between emissivity ε and re-
flectively ρ for intransparent gray bodies. The relationship illustrates that emitted radiation
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dominates over reflected radiation for high-emissivity bodies, whereas for low-emissivity bod-
ies the opposite applies. High-emissivity bodies, therefore, favor thermal IR imaging, whereas
low-emissivity bodies are challenging to measure. PocketQube subsystems consist of PCBs
with electronics components built on them. The electronics components entail both shiny and
black plastic packages.

ε(λ) + ρ(λ) = 1 (3)

The IR radiation that a body emits is a function of its emissivity, εb, and temperature, Tb.
Equation 4 describes the radiative energy that a gray body emits in a wavelegnth spectrum.
The equation highlights that determining the true temperature of a body, Tb, from an IR
measurement, Ibody, requires knowledge about the emissivity, εb. The emissivity derives either
from material databases in the literature or requires calibration.

Ibody =
∫ λ2

λ1

εb(λ)Ibb(λ, T) =
∫ λ2

λ1

εb(λ)
C1

λ5
(

e
(

C2
λTb

)
− 1
)dλ C1 = 2hc2 C2 = hc/kB (4)

Uncertainty about a body’s emissivity translates into a temperature error ∆T. The graph in
figure 6a shows the temperature error in LWIR spectrum when assuming an emissivity of
unity, εest = 1, for a body with an actual emissivity, εb. In other words, the graph shows
the temperature error of assuming that an uncalibrated measurement yields the true body
temperature.

Iobj(εb, Tb) = Iest(εest, Test)εb

∫ λ2

λ1

1

λ5
(

exp
(

C2
λTb

)
− 1
)dλ = εest

∫ λ2

λ1

1

λ5
(

exp
(

C2
λTest

)
− 1
)dλ

(5)

Thermal IR cameras allow the user to set emissivity values to correct temperature readings.
The graph in figure 6b shows the temperature error, ∆T, that derives from over- or underes-
timating the emissivity of a body at a particular wavelength, λ. The asymmetry in the graph
derives from the logarithm in the error function, ∆T.

Iobj(εb, Tb) = Iest(εest, Test) = Iest(εb + ∆ε, Tb + ∆T) ∆T =
1

1
Tb
− λ

C2
ln
(

εb
εb+∆ε

) − Tb (6)

The error graphs highlight the challenges of obtaining precise temperature measurements.
Moreover, it becomes clear why high-emissivity bodies are suitable targets for thermal IR
imaging, whereas low-emissivity bodies are challenging to measure.
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Figure 6: Temperature error due to emissivity in IR measurements. (a) Temperature error, when assum-
ing blackbody radiation with εb = 1 (default camera setting). (b) Temperature error ∆T when
estimating the emissivity incorrectly at each emissivity.

3.2 thermocouple measurements

Thermocouples are contact sensors to measure temperature. A thermocouple consists of two
wires with the tips being soldered or welded together to form a junction. The probe, when
properly applied to a surface, obtains the same temperature as the surface. The temperature
difference between the measurement junction and a second junction point induces a voltage
difference. The underlying physical principle is Seebeck effect and the factor that relates volt-
age difference to thermocouple difference the Seebeck coefficient (Martynenko and Khramtsov,
2005; Bentley, 1998). The relative temperatures difference translates into an absolute tempera-
ture measurement with knowledge of the cold junction temperature. An option is to maintain
the cold-junction at a known temperature, e.g., by placing the junction in an ice bath, or to de-
termine the junction temperature with an absolute temperature sensor, such as a a thermistor.
(Bentley, 1998)

Seebeck effect

Hot junction Cold junction

(a)

Thermocouple

Measurement
junction

Reference
junction

(b)

Figure 7: (a) Seebeck effect. (b) Thermocouple working principle. Images modified from Kinzie and
Rubin (1973).

A challenge for contact measurements is the correct application of the probe to the surface.
The measurement requires sufficient contact pressure between the surface and the probe to
sample the temperature. Attachment methods for thermocouples include removable and per-
manent techniques. A popular removable application technique include acrylic or silicone
adhesive tapes. Permanent application techniques include soldering and epoxy adhesives.
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3.3 thermocouples vs. thermal ir imaging
Thermal IR imaging and thermocouple measurements offer both advantages and disadvan-
tages. The thermal IR imaging offers high spatial resolution considering that each pixel is
temperature measurement point. Moreover, the IR imaging is contactless, whereas the appli-
cation of a contact sensor introduces additional heat paths and changes the optical surface
properties. On the other hand, thermocouples present a higher measurement accuracy than
thermal IR imaging. Besides, thermocouples are flexible towards application locations and
test environments. Thermal IR cameras can only measure parts that are visibly accessible, and
thermal IR cameras are rated for operation at ambient conditions.

Table 6 compares the performance of a thermal IR imaging with thermocouple measure-
ments. The performance parameters derive from the available equipment, shown in table
7.

Table 6: Comparison of the performance characteristics of thermal IR imaging and thermocouple contact
measurements. The quantitative performance parameters derive from the datasheets of the
FLIR A35 camera (FLIR, 2018) and the NI9211 thermocouple DAQ device (National Instruments,
2015).

Thermocouples IR camera

Utilization Popular measurement technique in
thermal testing of space hardware
(Döring et al., 2016; Gilmore, 2002).

Emerging in space thermal testing
(Döring et al., 2016; Robinson et al.,
2017), application in electronics devel-
opment (Bagavathiappan et al., 2013;
Fishburne, 2000).

Spatial resolu-
tion

Limited by the space for application
and the available DAQ channels, e.g.,
4 channels for NI9211.

Limited by camera resolution, each
pixel provides a measurement point,
e.g., 320 × 265 pixel camera provides
81.920 measurements.

Limit resolution Limited by the physical size of the
junction.

Limited by the instantaneous field of
view, e.g., f = 9mm focal length re-
solves 0.28mm objects at 100mm dis-
tance.

Nominal abso-
lute accuracy

±1.5K (National Instruments, 2015;
DSPE, 2018).

±5K nominal, ±2− 3 with calibration
(FLIR, 2018).

Applicability Flexible towards application of various
surfaces and liquids.

2D-mesurement in the field of view.

Handling Manual application. Modification of
the optical surface properties and ther-
mal capacitance.

Contactless measurement without
modification of the test object.

Error introduc-
tion

Insufficient surface contact pressure,
introduction of additional heat paths,
modification of the optical surface
properites and thermal capacitance
(Shaukatullah and Claassen, 2003).

Background radiation, incorrect emis-
sivity setting.
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Table 7: Performance characteristics of COTS thermal IR cameras and thermocouples. The information
on the performance characteristics derive from the datasheets (FLIR, 2018) and (National Instru-
ments, 2015).

Category ID Resolution Accuracy
(nominal)

Object tem-
perature
range

Cost [e] Availability

IR cam. ETS320 320x240 ±3◦C or 3% −20− 250 2.5k 7

IR cam. A35 320x256 ±5◦C or 5% −20− 130 5.6k 3

IR cam. A65 640x512 ±5◦C or 5% −20− 130 8.6k 7

IR cam. A315 320x240 ±2◦C or 2% −20− 350 9.5k 3( DASML)
Thermoc. K-type N/A ±1.5◦C −75− 250 8 3

Thermoc. DAQ & USB 4-TCs ±1.5◦C N/A 860 3

3.4 case study - arduinouno
Emissivity and background radiation present inherent challenges to thermal IR imaging. How-
ever, the benefits of thermal IR imaging are at hand. This section uses an ArduinoUNO board
as a test case to evaluate the performance of the available thermal IR camera. The section
evaluates, first, techniques to calibrate for background radiation and, second, for emissivity.
Contact measurements using thermocouples serve as a reference to evaluate the IR measure-
ments considering their higher nominal accuracy, see table 7.

3.4.1 Similarity to PocketQube subsystems

An ArduinoUNO board resembles PocketQube subsystems in several aspects. The ArduinoUNO
is a PCB employing various types of electronic components, see the image in figure 8a. The
Arduino PCB is a two-layer board including a 35µm-thick copper ground plane on the bottom.

The ATmega16U2 microcontroller is the primary component of interest for this case study.
The microcontroller has a 5× 5mm2 footprint and is a 32 pin connector (Atmel, 2012). The
physical size of the microcontroller resembles the geometry of critical components for Pock-
etQube subsystems, such as the power amplifier of the Delfi-PQ satellite (RFMD, 2018).

The PCB schematic in figure 8b illustrates the circuitry of the ATmega16U2 microchip. The
mounting includes an exposed thermal pad (red) and a VIA that connects the chip with the
ground plane on the bottom of the board (blue). The microcontroller resembles PocketQube
components in size, tracing and mounting. The microchip, therefore, serves as a case study to
evaluate the performance of thermal IR imaging for temperature measurements of electrical
components on PocketQube subsystem boards. The execution of a continuous integration loop
and communication script yields an operational temperature increase of the microcontroller.

3.4.2 Uncalibrated IR measurement

The default operation of the thermal IR camera assumes an emissivity of unity, ε = 1, over the
entire field of view. Moreover, the default measurement assumes that all incoming radiation
originates from the emission of the body, Iin = Ibody.

The IR image in figure 9a shows the camera read-out for a non-operational ArduinoUNO
board. The center of the image is brighter than the edges meaning that the camera measures
a temperature gradient between center and edges. However, the physical reality is that the
ArduinoUNO is inactive, and thus at a uniform temperature. The observed temperature gra-
dients imply that the uncalibrated IR measurement is incorrect. Table 8 shows the measured
temperature at several locations and compares them with an absolute temperature measure-
ment through a thermocouple applied on the ArduinoUNO board.

The IR image in figure 9b shows the camera read-out when operating the ArduinoUNO.
The ATmega16U2 chip in the right corner heats up with the operation and spreads heat over
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Figure 8: ArduinoUNO board providing a case study for evaluating measurement techniques for Pock-
etQube subsystem boards. (a) ArduinoUno on Delrin block. The image includes two thermo-
couples applied with polyimide foil. The thermocouples are removed for thermal IR measure-
ments. (b) PCB schematic of the ATmega16U2 component illustrated in the EAGLE software
program. (PCB schematic is taken from (Adafruit.com, 2010)).

the surrounding area. Several dark spots interrupt the continuous temperature map around
the microcontroller. The dark spots occur on shiny, i.e., low-emissivity, components, see the
image of the ArduinoUNO in figure8a.

The hottest component in both images is the 16MHz crystal oscillator. Other than the micro-
controller, however, the oscillator shows no uniform heat spreading to the surrounding. More-
over, the oscillator appears as a bright spot, despite its metallic housing, and thus similarity
to the dark spots around the microcontroller. Both the dark spots and the high temperature
of the oscillator are a direct result of low emissivity considering the relation ε + ρ = 1. The
high temperature of the oscillator is due to reflection of background radiation, whereas the
low temperature of the dark components is a consequence of the lower IR signal compared to
the emission of the adjacent PCB area.

The comparison of the images proves that image correction techniques are necessary to
compensate background radiation and emissivity. The next sections present techniques to
compensate for both disturbances, ultimately, demonstrating that accurate temperature mea-
surements are possible.

(a) (b)

Figure 9: Absolute IR measurement for the ArduinoUNO at (a) non-operational conditions and (b) op-
erational conditions
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Table 8: Overview of the absolute temperature measurement of the IR camera when the ArduinoUNO is
inactive and operational, as well as the temperature difference to a thermocouple measurement.
The parameter TIR refers to the absolute measurement with the IR camera and ∆TIR−2−TC to
the temperature difference between the IR and thermocouple measurement. The measurement
locations refer to figure 8a. All values are given in [◦C]

Arduino state Microcontroller Oscillator Board PS (+)

TIR Inactive 30.5 40.4 30.5
∆TIR−2−TC Inactive 5.6 15.5 5.6

TIR Operational 38.3 40.5 33.3
∆TIR−2−TC Operational 4.5 9.7 5.0

3.4.3 Calibration for IR background radiation

Background radiation reflects from gray bodies and adds to the measurement signal that a
thermal IR camera samples. The thermal IR image of the ArduinoUNO in figure 9a and 9b
shows that a hot temperature source disturbs the thermal IR image. This subsection explores
two approaches to correct for the background radiation in the ArduinoUNO case study. The
first method consists of covering the ArduinoUNO from ambient light through a card box.
The second method is to use digital image processing.

Card box

Heat sources around a test item emit thermal IR radiation. The disturbing thermal IR radiation
reflects from the body of interest and adds to the measurement signal. An approach to correct
the signal for the reflection of hot sources is to block their IR radiation.

A card box removes the influence of disturbing IR radiation sources that surround the test
item. The card box material is opaque in the IR spectrum. The card box material, therefore,
homogenize the background radiation to the thermal IR radiation that the card box emits
due to its temperature, i.e., the environmental temperature. The homogenization enables to
subtract the constant background signal from the signal of the body. The image in figure 10b
illustrates a card box enclosure used for the ArduinoUNO case study. The thermal IR acquires
temperature measurements through an opening on the top.

A simple means to test the effectiveness of this technique is to compare with a measurement
without the card box. The images in figure and 10b illustrate the measurement set-ups for both
cases. The resulting IR images illustrate that the disturbance persists despite the obstruction
of the background radiation, see thermal IR images in figure 10c and 10d. The similarity in
the pictures demonstrates that the IR emission by the camera itself is the major disturbance to
the measurement. On the other hand, the PCB area on the edges shows the same temperature
offset as in the uncalibrated measurement of the previous section. The alignment shows that
the background radiation is equivalent to theIR radiation that the card box emits.

The alignment between the pictures leads to the conclusion that the usage of the card box is
unnecessary. The thermal IR camera provides the dominant disturbance to the measurement.
Moreover, the illumination conditions in the clean room of the faculty are stable, particu-
larly when the window blinds are down. The background illumination provides, therefore, a
constant offset to the measurement. Attempts to shift the camera away from the center and
measure the Arduino with an angle are less satisfying than digital image subtraction, which
the next section introduces.
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(a) (b)

(c) (d)

Figure 10: Test set-up for blocking disturbing background radiation. (a) Test set-up with an open box
allowing surrounding heat sources and ambient light to disturb the measurement signal. (b)
Test set-up with a closed box blocking the thermal IR radiation of ambient heat sources. (c)
Thermal IR image of the inactive ArduinoUNO board with an opened and (d) closed box.

Table 9: Absolute temperature measurement of the IR camera with and without the card box closed. The
parameter TIR refers to the absolute temperature measured with the IR camera and ∆TIR−2−TC
to the error to the ambient temperature of the ArduinoUNO, which is measured with a thermo-
couple. All values are given in [◦C]

Measurement Arduino state Microcontroller
Oscillator

(bright spot)
Board PS (+)

TIR (Box open) Inactive 27.4 29.8 27.3
TIR−2−TC (Box open) Inactive 2.8 5.2 2.7

TIR (Box closed) Inactive 29.4 33.2 29.6
TIR−2−TC (Box closed) Inactive 4.8 8.6 5.0
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Image Subtraction

The reflected background radiation provides a variable temperature offset over the cameras
field of view. Digital image subtraction enables to correct the measurement for the constant
offset. The schematic in figure 11a illustrates how an image of the inactive Arduino at ambient
conditions removes the reflected background radiation. The outcome of the image subtraction
is a temperature map that shows the relative temperature to the ambient temperature. The
schematic implies that the technique requires alignment between the ambient and operational
IR image.

The digital image subtraction removes the constant background radiation, see figure 11b.
The temperature map shows, other than the previous images, the relative temperature increase
of the ArduinoUNO during operation. The image shows that the subtraction removes the
bright area in the center of the board, e.g., for the oscillator and resonator. The subtracted
image confirms that the ATmega16U2 microcontroller heats the most.

The subtraction is effective in removing the background radiation. However, the subtracted
image in figure 11b still shows dark spots that interrupt the continuous temperature field of
the board. Table 10 shows the error in relative temperature increase between the thermal IR
and the thermocouple measurement. The comparatively high temperature error demonstrates
the necessity to correct for emissivity when trying to measure the temperature of the entire
board.

Image Subtraction

Subtracted Image

Heated Image Ambient Image

(a) (b)

Figure 11: Digital image subtraction to correct for constant background radiation. (a) Schematic of the
image subtraction operation. (b) The outcome of the image subtraction shows the relative
temperate increase. The corrected image still shows that correction for emissivity is necessary
to obtain a correct image of the entire board.

Table 10: Measured temperature increase after applying the image subtraction. The parameters ∆TIR
refer to the measured temperature increase and ∆TTC−2−IR to the error between the thermo-
couple and IR measurement. All values are given in [K].

Measurement Arduino state Microcontroller Oscillator Board PS (+)

∆TIR Operational 8.8 2.1 3.1
∆TTC−2−IR Operational 0.1 3.5 0.3

3.4.4 Calibration for emissivity

Thermal IR imaging requires for emissivity correction. The necessity for calibration becomes
clear when heating the ArduinoUNO. The image in figure 12a illustrates the application of
a heater foil to raise the temperature the ArduinoUNO. The temperature plot in figure 12b
shows the error that results from using the default emissivity settings of, εb = 1. The plot



3.4 case study - arduinouno 21

illustrates that the temperature error scales with temperature. The scaling illustrates that
image subtraction alone is insufficient to achieve temperature measurement with the same
accuracy as a thermocouple.

This section presents two techniques to correct the measurement for the emissivity. The first
technique is to apply a high emissivity fluid on the board, and the second technique is two
perform a two-point emissivity calibration using thermocouples and the heater foil.

Delrin block

Thermocouples
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ArduinoUNO

Air temperature
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Figure 12: (a) Test set-up to uniformly heat the ArduinoUNO. (b) Comparison of thermocouple and IR
measurement of the PCB temperature at the plus sign.

High-emissivity fluid

The application of paint homogenizes the optical properties of a surface. This subsection uses
COTS correction fluid to increase the emissivity of the ArduinoUNO board, see figure 13.
Correction fluid is a removable, electrically isolating material with high emissivity, ε = 0.95
(FLIR, 2015).

Figure 13: Application of a removable, high-emissivity fluid to the ArduinoUNO.

The thermal IR images confirm that the correction fluid removes the dark spots previously
observed. The ambient measurement in figure 14a shows that IR radiation of the camera
still disturbs the measurement despite the expected high emissivity. The thermal IR image
in figure 14b illustrates the relative temperature increase of the Arduino after applying image
subtraction to the measurement. The fluid removes the dark spots but also smears out the tem-
perature gradient between the ATmega16U2 microcontroller and the PCB. The fluid provides
additional heat paths and thus smoothens the temperature gradient.

The application of the correction fluid provides a small improvement in the measurement
accuracy of the microcontroller and PCB, see table 11. The small difference in the temperature
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measurement implies that the emissivity of both locations is similar to the correction fluid. On
the other hand, the emissivity correction removes the obvious contradictions in the thermal IR
image of the image subtraction 11b. However, the application and removal of the correction
fluid is time intensive. The benefit of applying the correction fluid is, therefore, questionable.
The thesis methodology aims at identifying local thermal hotspots. The thermal hotspots are
expected to occur on semiconductor components, such as the ATmega16U2 microcontroller,
whose emissivity is similar to the correction fluid. However, the correction fluid provides
a simple means to increase the emissivity of metallic components locally. The temperature
gradients over the PCB indicate if a metallic component is a local thermal hotspot.

(a) (b)

Figure 14: ThermalIR measurement of the ArduinoUNO with correction fluid for emissivity correction.
(a) Measurement of the non-operational Arduino. (b) Measurement of the operational Ar-
duino after applying image subtraction to the measurement.

Table 11: Temperature measurement using the emissivity correction fluid. The parameter TIR refers
to the absolute IR temperature measurement, ∆TIR to the measured temperature increase,
∆TIR, ε=0.95 to the temperature increase accounting for the emissivity of the correction fluid,
and ∆TIR,ε−2−TC to the temperature error to the thermocouple measurement. All values are
given in [◦C].

Measurement Arduino state Microcontroller Oscillator Board PS (+)

TIR Inactive 28.9 28.8 29.0
TIR Operational 37.1 33.0 31.5

∆TIR Operational 8.2 4.1 2.5
∆TIR, ε=0.95 Operational 9.0 4.7 3.0

∆TIR,ε−2−TC Operational -0.1 1.2 0.6

Emissivity calibration

Calibration for the emissivity of the test object is another means to correct IR measurements.
Other than the previous method, the technique determines the optical surface properties with-
out modification thereof. This section explains a two-point calibration to obtain an emissivity
map of the test item, also referred to as emissivity mapping (Vellvehi et al., 2011; Breitenstein
et al., 2010; Orlove, 2011).

An emissivity calibration uses the output signal of a thermal IR camera for comparison
with a known temperature of a body. Thermal IR cameras measure the incoming IR radiation
and convert the measurement into a temperature readout. The conversion occurs by means
of a response curve that derives from a blackbody calibration at vacuum conditions (Vellvehi
et al., 2011). The available thermal IR camera and ResearchIR software license facilitates only
temperature readouts. The software license prohibits accessing the internal calibration curve
that relates IR signal to temperature read out. This study, therefore, uses the temperature read
out to calibrate for emissivity.
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The temperature-based emissivity calibration builds on the assumption that Planck’s law is
linearizable over small temperature ranges (Vellvehi et al., 2011; Breitenstein et al., 2010; Orlove,
2011). The linearization is valid if Wien’s approximation applies, C2/ (λTλ) >> 1. Table 12

summarizes Wien’s approximation for the LWIR wavelength spectrum and temperatures of
interest for this case study. This study assumes that the linearization is sufficient.

Table 12: Overview of Wien’s approximation, C2/ (λTλ) >> 1, to linearize Plancks’s law considering
the LWIR spectrum and the temperatures of interest to this study.

Wavelength λ [µm] T = 25◦C T = 85◦C

C2/ (λT) 8 6.0 5.0
C2/ (λT) 14 3.4 2.8

The linearization yields equation 7, which describes the emissivity (Breitenstein et al., 2010;
Orlove, 2011). The superscript IR refers to the measured temperature by the IR camera and
the subscripts 1 and 2 to reference states of known temperature. A uniform temperature of
the test object during calibration is favorable because a single location suffices to measure the
absolute temperature, e.g., by using a thermocouple.

ε(x, y) =
T IR

2 (x, y)− T IR
2 (x, y)

T2(x, y)− T1(x, y)
(7)

The temperature of a state 3 derives from the emissivity calibration at the reference states 1
and 2, see equation 8 (Vellvehi et al., 2011; Orlove, 2011; Breitenstein et al., 2010). The equation
shows the corrected temperature in relation to the reference state 1. The second term of the
equation shows that the correction includes an image subtraction of the reference state 1.

T3(x, y) = T1(x, y) +
1

ε(x, y)

(
T IR

3 (x, y)− T IR
1 (x, y)

)
(8)

The emissivity mapping requires to reference states of known temperature. The considera-
tion of reference states with uniform temperature simplifies because one absolute temperature
sensor suffices to describe the temperature of the entire body that the IR camera is measuring,
i.e., T1(x, y)→ T1.

The inactive state of the ArduinoUNO at room temperature is the first reference state. The
second reference state is a uniformly heated Arduino using the test set-up in figure 12a. The
graph in figure 15a shows the resulting emissivity map. The emissivity map illustrates that
both the PCB material and the ATmega16U2 have a high emissivity around ε = 0.9, whereas
the shiny metallic components show a low emissivity about ε = 0.3. The emissivity of the
ATmega16U2 aligns with the values for Quad flat no-leads (QFN) packages (Svasta et al.,
2004).

The emissivity map corrects the thermal IR image of the ArdunioUNO operation, see figure
15b. The correction achieves alignment between the IR and thermocouple measurements. The
residual error is due to the measurement sequence of first heating the Arduino, cooling it
down and then operating it. The error is because the ArduinoUNO did not reach the steady-
state temperature before the heating when being operated. The temperature map in figure
15b aligns qualitatively with the subtracted image in figure 11b. However, the emissivity
mapping fails to entirely remove the in-plane temperature gradients due to the low-emissivity
components.

The emissivity calibration achieves accurate temperature measurements, see table 13. How-
ever, the low operational temperature increase results in a similar accuracy as the image sub-
traction in table 10 for the PCB and microcontroller, i.e., the high emissivity components. The
benefit of the two-point emissivity correction becomes evident when looking at larger tem-
perature ranges. The graph in figure 16 illustrates that the emissivity correction enables to
correct the emissivity error shown at the beginning of this section, see figure 12b for compar-
ison. The alignment between the graphs, moreover, demonstrates that the emissivity of the
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ArduinoUNO PCB is constant over a temperature range of 25− 45◦C. The constant behavior
of the emissivity aligns with the findings by Svasta et al. (2004), which state that temperature
variations of PCB material are insignificant.
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Figure 15: Emissivity mapping of the Arduino UNO. (a) Emissivity map of the Arduino UNO. (b) Post-
processed IR image.

Table 13: Emissivity correction through calibration of the ArduinoUNO emissivity. The parameter
TIR, cal. refers to absolute temperature of the calibrated measurement, TTC to the thermocou-
ple measurement and the ∆TTC−2−IR, cal. to the temperature error between thermocouple and
calibrated measurement. The oscillator is covered with a thermocouple and Kapton tape, see
figure 15a. The value of the oscillator is, therefore, invalid for comparison with the previous
measurements. All values are given in [◦C].

Measurement Arduino state Microcontroller Oscillator Board PS (+)

TIR, cal. Operational 34.98 32.23 28.38

TTC Operational 34.76 31.71 29.26

∆TTC−2−IR, cal. Operational -0.22 -0.52 0.88
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Figure 16: Emissivity correction for the heating of the ArduinoUNO PCB. The emissivity correction
removes the temperature error between thermocouple and IR mesaurement in figure 12b.

3.4.5 Lessons learned - Thermocouple measurement

Thermocouples enable to validate the thermal IR measurements. The previous analysis implic-
itly assumes that the thermocouples achieve better accuracy. The reason for this assumption



3.4 case study - arduinouno 25

is the lower nominal accuracy of thermal IR imaging, see table 6, as well as the inherent
uncertainties due to background radiation and emissivity. This section, however, highlights
challenges of measuring temperatures with thermocouples, as well as two flaws in the mea-
surement equipment of the cleanroom. Moreover, the section describes the calibration of
thermocouples for further testing in this thesis.

LabView script

The LabView environment builds the interface for data logging of the thermocouple measure-
ments. This study uses an existing script on the cleanroom computer that was previously used
by other students. Thermocouple measurements require calibration for the cold junction tem-
perature, see explanation above and figure 7b. The existing script uses a manual user input to
define a constant cold-junction temperature, currently set to 25◦C. The ambient temperature
of the thermal test facility, however, varied between 21 − 28◦C through the test campaigns.
Therefore, it is necessary to modify the existing script by setting the cold-junction compensa-
tion in the LabView script from Constant to Built-In. This setting ensures the calibration of
the reference junction against the temperature readout of the internal thermistor of the NI9211
DAQ device (National Instruments, 2015).

Thermocouple wire twisting

The experimental study, moreover, uses the available thermocouples in the cleanroom. At least
two of these thermocouples were twisted with the bare thermocouple wires touching, see the
image in figure 17. Each contact point of the thermocouple wires creates a new measurement
junction.

Additional
thermocouple

junctions due to
wire contact 

Designed
thermocouple

junction 

Figure 17: Twisting of the thermocouple wires creates additional thermocouple junctions.

The wrong application of the twisted thermocouple causes measurement errors. The graph
in figure 18b illustrates the temperature error when measuring the temperature of the AT-
mega16U2 microcontroller with the twisted thermocouple in figure 17. The measurement
set-up in figure 18a illustrates that the last junction point of the thermocouple is in the air,
instead of being on the surface of the chip. The thermocouple, therefore, measures the air tem-
perature instead of the microcontroller temperature. Untwisting the thermocouple removes
the measurement error and creates alignment with the IR measurement.

Thermocouple procurement and calibration

The performance characterization in this chapter uses the available thermocouples in the clean-
room. The preparation of further test campaigns in this thesis motivates to procure additional
thermocouples, as well as to calibrate them. The digital product information of the NI9211
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Figure 18: Incorrect thermocouple application. (a) The additional junctions of the thermocouple in figure
17 measure the ambient air instead of the microcontoller temperature. (b) Temperature error
due to errorneous thermocouple application and comparison with IR measurement.

DAQ device shows that its last calibration was in 2011. This subsection describes the calibra-
tion process for the thermocouples, which, ultimately, demonstrates that an absolute accuracy
of ±0.2K is achievable.

The calibration of the thermocouples uses both freezing and boiling water as a reference
body. The thermodynamic properties of freezing and boiling water define the absolute tem-
perature. The calibration against water, therefore, alleviates the need for an additional sensor
with higher accuracy or a temperature controlled heat source. The temperature range from
freezing to boiling water, moreover, covers the expected temperature range for further testing.
The images in figure 19a and 19b illustrate the test set-up for the ice bath and boiling water
calibration.

Thermocouple 

Ice bath of
distilled water 

(a)

Boiling water 

Thermocouples 

Data acquisition
device (DAQ) 

(b)

Figure 19: Test set-up for the calibration of the thermocouples using (a) an ice bath of distilled water
and (b) boiling water.

An ice bath contains both liquid and frozen water. This calibration uses distilled water for
creating an ice bath. Distilled water provides a stable reference point considering that the
salinity of water modifies the freezing point. The temperature plot in figure 20a shows the
measured response of the thermocouples to the ice bath. The plot illustrates the measurement
stability of the thermocouples and the DAQ device. The sharp peak in the measurement plot
results from lifting the thermocouples out of the ice bath. The peak demonstrates the fast
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response time of the thermocouples. The fast response time, on the other hand, shows that
the exposure time to the ice bath is sufficient for calibration.

A calibration with boiling water requires continuous heat supply to sustain the boiling
process. The image in figure 19b illustrates the measurement set-up using an ordinary kettle
with the ability to supply heat continuously. The boiling point of water depends on the
ambient pressure, see the Clausius-Clapeyron relation 9(VDI, 2010). The calibration considers
a boiling temperature of 99.97◦C, which accounts for the atmospheric pressure of 1014.0hPa
during the measurement and an assumed elevation of the laboratory of 10m. The temperature
plot in figure 20b shows the thermocouple response to the boiling water.
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Figure 20: Temperature plot for the (a) ice bath and (b) boiling water calibration of the thermocouples.

Table 14 summarizes the calibration results. The results show that a temprature accuracy of
±0.2K is achievable. The thermocouples 3 and 4 repetitively show a larger offset that the other
thermocouples, despite random variation of the DAQ channels between the measurement.
The other thermocouples will., therefore, be primarily used for further testing.

Table 14: Two-point thermocouple calibration using an ice bath at 0◦C and boiling water at 99.97◦C. The
values show the offset between the thermocouple measurement and the absolute temperature
of the source. All values are given in [◦C].

Thermocouple ID Ice bath Ice bath Ice bath Ice bath Boiling water Boiling water

1 -0.1224 - -0.1931 - - 0.0027

2 -0.0822 - -0.1800 - - -0.0137

3 -0.0890 -0.1470 -0.2558 -0.2063 0.1979 0.1242

4 0.0420 -0.1001 -0.2082 -0.2091 0.1773 0.1596

5 - -0.0241 - -0.1798 0.0197 -
6 - 0.0898 - -0.1641 0.0174 -

3.5 conclusions
This chapter describes the performance of thermal IR imaging in comparison with thermocou-
ple measurements. The microcontroller of an ArduinoUNO serves as a case study to evaluate
the applicability of thermal IR imaging for electronic components on PocketQube subsystems.
This bullet-point list summarizes the major findings of this investigation:



28 performance characterization - thermal ir imaging

• LWIR cameras are suitable for temperature screening of PocketQube subsystems. LWIR
cameras achieve similar measurement accuracy as thermocouple measurements in a tem-
perature range from 20− 45◦C. The theoretical analysis shows that the radiation max-
ima for the operational temperature range of COTS electronics components coincide
with the sampling bandwidth of LWIR cameras. MWIR cameras achieve higher mea-
surement accuracy but are more expensive and suitable for temperatures beyond the
upper-temperature limit of COTS electronics components.

• Thermal IR imaging requires correction for reflected background radiation and emis-
sivity of the target object. The analytical and experimental analysis highlight that us-
ing an IR with default settings results in the temperature measurements. The reflected
background radiation provides a constant offset in a laboratory environment with stable
illumination conditions. The emissivity of an object yields measurement errors that scale
with temperature.

• The emitted IR radiation by the camera itself contributes most significantly to re-
flected background radiation. The thermal IR camera provides the primary heat source
for background reflection in test set-up with the camera orientation perpendicular to and
the camera positioning over the center of the PCB.

• Digital image subtraction is the preferred correction technique for room temperature
measurements with component temperature increases below < 10K. The ArduinoUNO
case study demonstrates that digital image subtraction is a simple technique to correct
thermal IR imaging for the undesired background reflection. The subtraction removes
apparent thermal hotspots due to the reflection of IR radiation originating from sur-
rounding heat sources. The digital image subtraction yields accurate temperature read-
outs for high emissivity components with a relative temperature increase lower than
< 10K.

• The measurement of component temperature increases beyond 10K requires emissiv-
ity correction. Temperature errors due to emissivity scale with the object temperature.
The emissivity mapping technique is suitable to correct for these errors in a temperature
range from 25− 45◦C. The technique requires knowledge about the emissivity of the
target object. Calibration is a suitable means to determine emissivity values. However,
the calibration requires either additional sensors or a temperature controlled heat source.

• The emissivity of PCBs and microcontroller packages is high, which makes them
suitable targets for thermal IR imaging. The ArduinoUNO case study shows that the
emissivities of microcontroller packages and PCBs are in the order of ε = 0.92 and 0.89.

• Local application of removable, high-emissivity fluids is suitable to measure low-
emissivity components. Accurate IR temperature measurements of low emissivity com-
ponents are challenging. The application of removable correction fluid to components
is a useful technique to measure the temperature of low-emissivity components. The
application of the correction fluid is necessary when the temperature gradients on the
high-emissivity PCB indicate a thermal hotspot.

• Thermocouples achieve an absolute measurement accuracy of at least ±0.2K at 0 and
100◦C.

• Contact points between thermocouple wires result in additional measurement junc-
tions. Each contact point between bare thermocouple wires provides a new measure-
ment junction that shifts the measurement location accordingly.

• Thermocouples are relative temperature sensors that require accurate reference cali-
bration. Precise temperature measurements require calibration of the reference junction
temperature. DAQ devices, such as the NI9211 include absolute temperature sensors for
calibration.



4 NATURAL CONVECT ION AT
SUBATMOSPHER IC PRESSURES

This study investigates both the temperature heating of hotspots between ambient and vacuum
conditions and the necessary pressure levels for thermal-vacuum testing of PocketQube sub-
systems. This chapter, first, investigates analytical approaches to describe natural convection
and the conditions under which natural convection vanishes. An experimental test campaign
determines the natural convection coefficient at various pressure. The experimental data, then,
provides the baseline for a preliminary estimation of the temperature error that results from
residual natural convection phenomena compared to ideal vacuum conditions.

Table 15: Vacuum classification according to the National Physics Laboratory (2010) and Jousten (2016)

Vacuum level Pressure (Pa) Pressure (mbar)

Ambient 105 103

Rough 105 to 102 103 to 100

Fine 102 to 10−1 100 to 10−3

High 10−1 to 10−5 10−3 to 10−7

Extreme-ultra high < 10−6 < 10−8

The key test equipment for vacuum testing is the test chamber and the pump. Table 16 lists
vacuum pumps used in this study to achieves the previously defined vacuum levels. Figure
21 shows the pressure profile of two of the pumps for a VacuuTherm VT6130 test chamber.

Table 16: Overview of pumping systems that satisfy the vacuum categories shown in table 15. The
annotation SSE refers to the attainable pressure in the Vacutherm VT6130 test chamber in the
cleanroom of the faculty. The given pressure values derive from the depressurization curves
in figure 21. The pricing for the pumps is obtained from (Dijstra Vereenigde, 2018).

Vacuum level Pump Attainable pressure [Pa] Cost [ke] Availability

Ambient N/A 105 N/A 3

Rough Vacuubrand MD1 1.5× 102 (rated), 2.8× 105

(SSE)
1.2 3

Fine Vacuubrand RZ6 100 (rated), 2.1 × 101

(SSE)
2.2 3

High Vacuubrand HP40B2 10−5 (rated) 7.2 7

4.1 analytical approach

4.1.1 Natural convection heat transfer

Natural convection is a heat transfer mechanism due to fluid motion. The driving mechanism
is either inertia or buoyancy forces, the former being referred to as forced and the latter as
natural convection. The buoyancy forces in natural convection are a result of temperature-
induced density differences.

Natural convection is absent in space for two reasons: First, there is no medium that could
accommodate for the necessary fluid motion and, second, buoyancy forces that drive natural
convection on Earth are absent in orbit (Martynenko and Khramtsov, 2005).

29



30 natural convection at subatmospheric pressures

0 20 40 60 80 100 120 140
10

1

10
2

10
3

10
4

10
5

10
6

Figure 21: Depressurization of the environmental test chamber over time. The MD-1 pump achieves a
steady pressure level of 280Pa after two hours, while the RZ-6 pump achieves pressure levels
of 21 and 19Pa after one and two hours respectively.

4.1.2 Flow regimes - Knudsen number

Natural convection vanishes when a fluid medium rarefies. The state of a fluid from ambient
to low pressure can be described as viscous, molecular, or in a transitional state between
the two. The viscous flow regime accommodates for fluid motion of the molecules, while in
the molecular flow regime molecules move individually without frequent interaction of other
molecules. The absence of a fluid motion implies that the effects due to natural convection
disappear.

The Knudsen number is a dimensionless parameter defining the flow regime, see categoriza-
tion of the flow regimes in table 17. The Knudsen number is the ratio between the characteristic
length l∗ of the geometry and the mean free path lmean of the surrounding medium.

Kn =
l∗

lmean
lmean =

kBT√
2πd2

m p
(10)

Table 17: Overview of the flow regimes and corresponding Knudsen numbers according to Jousten
(2016).

Flow regime Knudsen number [−]
Viscous 0.01 > Kn

Transitional 1 > Kn > 0.01
Molecular Kn > 1

The mean free path, and thus also the Knudsen number, depends on the thermophysical
properties of the fluid. The dependency of the Knudsen number on pressure indicates at
which pressure natural convection phenomena vanish. The graph in figure22b illustrates the
Knudsen number for various characteristic lengths relevant to PocketQubes, see table 18. The
graphs illustrates that the available vacuum pumps provide transitional flow conditions for the
relevant characteristic lengths. The transitional regime describes the pressure region, where
viscous flows changes to molecular motion and natural convection phenomena vanish. The
following analysis of the thermal conductivity of air further supports the hypothesis that
natural convection phenomena vanish in the transitional flow regime.
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Table 18: Overview characteristic lengths for PocketQubes. All units in [mm].

Side panel (3p) PQ9 subsystem ( vertical ) PQ9 subsystem ( horizontal ) Spacers

180 42 10.5 7

DPQ
height DPQ

subsystem
vertical

DPQ
subsystem
horizontal

DPQ
spacers

/perimeterAs

(a)

Viscous

Molecular

Transition

(b)

Figure 22: Knudsen numbers and characteristic geometries relevant to PocketQube testing. The charac-
teristic lengths l∗ refer to the values given in table 18.

4.1.3 Gas conduction and natural convection heat transfer

Temperature differences between a medium and a surface cause density differences in fluids,
which, ultimately, result in gas or fluid motion. A thin fluid/gas layer remains motionless in
close vicinity of a surface due to friction forces, also referred to as the no-slip region. The driv-
ing motor that, first, establishes this fluid motion and, then, maintains the density differences
is heat conduction through the motionless medium. The energy balance over the no-slip re-
gion states that the incoming heat due to heat conduction from the surface equals the outgoing
enthalpy stream due to the fluid motion (Bejan, 2013; Jousten, 2016).

q = −λ f luid
∂T
∂y
|y=0 = hconv (T − T0) (11)

The thermal conductivity of a fluid/gas is constant in the viscous regime and becomes linear
dependent on pressure in the molecular regime (VDI, 2010). With the decrease in thermal
conductivity of the medium also the gas conduction in the boundary layer reduces removing
the driving mechanism for the establishment of a natural convection flow.

Analytical solutions to describe the heat transfer due to gas conduction in the molecular
flow regime exist only for simplified cases, such as two infinite plates at distance xgap with
a stagnant fluid between them. The relations in table 19 describe the heat transfer due to
gas conduction between two parallel plates according to Jousten (2016). An empirical relation
describes the heat transfer in the transitional flow regime. Rearranging the empirical relation
with the expressions of the molecular and viscous flow regime yields the thermal conductivity
as a function of pressure.

λ f luid(p) =
p xgap

8 κ−1
κ+1

T
c̄aE

+
xgap
λ0

p
(12)

The graph in figure 23 shows the thermal conductivity as a function of pressure for various
gap size xgap. The graph, moreover, includes grey boxes that indicate the fluid regimes for a
horizontal PocketQube subsystem board, see figure 22b. The graph shows that the thermal
conductivity decreases as a function of pressure in the transitional flow regime. The behavior
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Table 19: Conductive heat transfer through stagnant air between two plates. (Jousten, 2016)
Viscous Transitional Molecular

Q̇vis =
λ f luid A

xgap
(T2 − T1) 1/Q̇ = 1/Q̇mol + 1/Q̇vis Q̇mol =

1
8 pc̄aE

κ+1
κ−1

T2−T1
T

of the thermal conductivity supports the prior observation that the natural convection disap-
pears in the transitional flow regime.

Molecular Transition Viscous

Figure 23: Thermal conductivity of air between two vertical plates at subatmospheric pressures.

4.1.4 Rayleigh number and the ideal gas law

The Knudsen number and thermal conductivity provide an explanation why and at which
pressure natural convection phenomena vanish. However, both figures provide limited utility
for the engineering application. The primary interest in this research is to quantify the effect
of natural convection to predict the temperature increase considering various vacuum regimes
and estimate to what extent natural convection is relevant for the testing.

The natural convection coefficient is typically expressed as a function of the dimensionless
Nusselt number, h = f (Nu). The literature contains many correlations that describe the
Nusselt number as a function of the Rayleigh Ra and Prandtl Pr number, which are functions
of the geometry and thermophysical fluid properties.

Ra =
gl∗β (Ts − T∞)

να
Nu = f (Ra, Pr) hconv =

Nuλ

l∗
(13)

The Rayleigh number is a function of the thermophysical properties of the fluid. The substi-
tution of the kinematic viscosity ν = µ/ρ and the thermal diffussivity α = λ/(ρ cp) yields
the Rayleigh number as a function of the density Ra(ρ2). Langebach et al. (2007) propose to
combine the expression of the Rayleigh number with the ideal gas law. The ideal gas relates
density to pressure and thus the Rayleigh number. The ideal gas retains validity in the vis-
cous regime, only loosing its applicability when the gas rarefies in the molecular flow regime
(Theodore, 2011). The dynamic viscosity µ, the specific heat capacity cp, and the thermal
conductivity λ are primarily temperature dependent and pressure independent in the viscous
flow regime (VDI, 2010; Theodore, 2011; Jousten, 2016). Moreover, the thermal expansion co-
efficient β is substituted by β = 1/T, which is valid for an ideal gas in an isochoric process.
The combination of Rayleigh number and ideal gas yields the Rayleigh number as a function
of pressure, see equation 14.

p = ρ
R
M

T ν =
µ

ρ
α =

λ

cpρ
β =

1
T

Ra
(

p2
)
=

gl∗3 (Ts − T∞) cp M2

µλR2T3
f ilm

p2 (14)
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4.1.5 Validation of the analytical approach

The relationship between Rayleigh number and pressure was used by Langebach et al. (2007)
to describe the convective heat transfer in a cylindrical enclosure for a pressure range of
102 < p < 105Pa. However, no other publication using this relationship was found during
the research. The remainder of this section validates the previously described approach using
experimental data.

Several authors study the natural convection phenomena at subatmospheric pressures for
vertical flat plates and horizontal cylinders (Hosseini and Saidi, 2012; Saidi and Abardeh, 2010;
Saunders, 1936; Gryzagoridis, 1971). The Rayleigh number depends on the geometry through
the characteristic length and is thus applicable to various geometry shapes. The following
validation uses empirical formulas found in the literature to describe the natural convection
phenomena for the various geometries.

The validation analysis shows that natural convection phenomena can be described in the
viscous regime as a function of pressure. However, the analysis shows that the analytical
approach fails to provide an accurate estimation in the transitional flow regime. The unsuc-
cessful validation at low pressures provides the baseline motivation for the following section
to determine the natural convection coefficient experimentally experimentally.

Vertical flat plate

PocketQube subsystems assimilate flat plates closest among the common geometries, for
which empirical relations for the Nusselt number exist. Hosseini and Saidi (2012); Saunders
(1936); Gryzagoridis (1971) investigate the effect of low pressure on natural convection over
vertical flat plates.

The data plot in figure 24a compares the experimental data by Saunders (1936) with the
the analytical approach using Rayleigh number and ideal gas. The analytical approach uses
the Nusselt number relation by Schlichting and Gersten (2016), which is valid in a Rayleigh
number range of 10 < Ra < 108 (Gryzagoridis, 1971). The graph aligns with the experimental
results showing that the relation Ra(p2) describes the curvature of the experimental results
qualitatively. However, the graph in figure 24b illustrates that the relative error between theory
and experiments increases at sub-atmospheric pressures.
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Figure 24: Validation of the convective heat transfer relation to pressure. (a) Comparison measurement
and and analytical approximation for a vertical flat plate. (b) Comparison of the relative error
between measurement and analytical approximation for various geometries. Data taken from
Saunders (1936).
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The previous data set by Saunders (1936) covers pressures in the viscous flow regime. Hos-
seini et al. (2010) investigate natural convection on a flat plate in the transitional and molecular
flow regime. The data plot in figure 25a compares theory and prediction for this dataset. Other
than the previous plot in figure 26a, the analytical approximation fails to align with the curva-
ture of the experiments qualitatively. The Rayleigh numbers in this flow regime are below the
value, for which Gryzagoridis (1971) considers the empirical correlation applicable. Moreover,
the Knudsen number of these measurements indicates that the fluid is in a transitional and
molecular state, which limits the applicability of the empirical Nusselt equations.

Hosseini et al. (2010) conclude from the experimental study that natural convection becomes
negligible at a pressure of 0.1Pa. The previous graph on the thermal conductivity 23 shows
that a pressure of 0.1Pa corresponds to a one- and two-order of magnitude change in thermal
conductivity for air gaps of 10 and 1mm. The observation by Hosseini et al. (2010) supports the
hypothesis that natural convection disappears with the reduction in the thermal conductivity
of air.
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Figure 25: Validation of the analytical approach for vertical convection case (a) Comparison between the
analytical computation of the convective heat transfer coefficient and the experimental results
obtained by Hosseini et al. (2010) and (b) Knudsen number for the experimental test points.
The letter ε refers to the emissivity of the test object.

Horizontal cylinder

Hosseini and Saidi (2012) and Saidi and Abardeh (2010) determine the convective heat trans-
fer coefficient for a horizontal cylinder at subatmospheric pressures. The data plot in figure
26a compares the experimental results for a test item temperature of 100◦C to an analyti-
cal approach using the correlation by Morgan (1975). The qualitative alignment between the
experimental data and the analytical approximation shows that the Rayleigh-pressure rela-
tion describes the convective heat transfer coefficient qualitatively. The relative error between
experiment and analytical calculation increases with decreasing pressure, see scatter plot in
figure 26b. The lowest pressure of the measurements is in the transitional flow regime, which
explains the comparatively large error.
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Figure 26: Validation of the convective heat transfer relation to pressure. (a) Comparison measurement
and and analytical approximation for a cylinder temperature of 100◦C. (b) Relative error in
the convective heat transfer coefficient. Data taken from Saidi and Abardeh (2010); Hosseini
and Saidi (2012).

4.2 experimental approach
The analaytical approach using Rayleigh number and ideal gas yields comparatively large
errors in the vicinity of the transitional flow regime. Moreover, experimental data for the
natural convection coefficient at the pressures of interest to this study could not be found.
Both circumstance motivate performing an experiment to characterize the natural convection
for a PocketQube subsystem geometry and at the pressures listed in table 16

4.2.1 Experimental set-up

The test object consists of two copper plate with a heater foil and thermocouples in between,
see illustration in figure 27b. The power supply cables of the heater foil provide both electrical
energy and act as suspension wires to position the object in the test chamber. The image
in figure 27a illustrates the experimental set-up with the test object hanging in the vacuum
chamber.

The test sequence consists of heating the test item to a steady-state temperature and switch
off the power supply, such that the test item cools down through natural convection and
radiation. The transient heat balances of the cooling process results in the following expression,
see equation 15. The heat balance implies isothermal surface properties of the test object
because of the thermal conductivity of copper. The subscript ∞ refers to the temperature of
the test chamber. The analysis assumes that the wall is at the same temperature as the air in
close vicinity to the wall.

hconv(T) =
mcp|dT

dt | − εσA(T4 − T4
∞)− Q̇cable (T)

A(T − T∞)
(15)
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Figure 27: The experimental set-up for the characterization of the natural convection heat transfer coeffi-
cient at vacuum pressures. (a) schematic of the test item and (b) test item in the experimental
test facility.

4.2.2 Emissivity calibration and conductive heat loss characterization

Equation 15 includes the emissivity, ε, of the test object and the conductive heat loss through
the power supply cables Q̇cable. The graph in figure 28b. The image in figure 28b illustrates
the experimental test set-up to determine the conductive heat loss through the power supply
cables. The IR image in figure 28b shows temperature of the cables when heating the test
object. The section A in the appendix includes the graphs describing the conductive heat loss.

The emissivity calibration uses the same set-up but with the camera shifted. The calibration
yields a copper emissivity of ε = 0.08, which aligns with the literature (Gilmore, 2002).

IR camera

Thermocouple DAQ ScaleTest item

Power supply

Air temperature
measurement

Delrin block

(a) (b)

Figure 28: IR camera measurement to calibrate the emissivity of the test item and determine the conduc-
tive heat loss through the cabling. (a) Experimental test set-up and (b) IR image of the power
supply cables including IR measurement points

4.2.3 Results

The temperature plots in figure 29a illustrate the cooling process of the test object at various
pressures. The temperature curves yield the convective heat transfer coefficients shown in fig-
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ure 29b. The graph of 280Pa is starting with an offset because the experiment was interrupted
before reaching the ambient temperature during the measurement.

(a) (b)

Figure 29: Experimental determination of the natural convection heat transfer coefficient at ambient
pressure, as well as in rough and fine vacuum, considering an isothermal surface with the
footprint of a PocketQube subsystem. (a) Experimental cooling curve of the test item. (b)
Resulting natural heat transfer coefficient graphs.

4.3 natural convection effects on pocketqube sub-
systems

The experimental data enable to study the temperature error that results from residual natural
convection phenomena at low pressures. A description of the temperature error provides a
starting point to choose appropriate pressure levels for thermal-vacuum testing of PocketQube
subsystems.

Natural convection provides additional paths for heat sinking. Equation 16 describes the
steady-state heat balance for an isothermal subsystem board subject to convection and radia-
tion, whereas equation 17 considers radiation only. The formulas take into account that the
presence of natural convection yields a temperature difference ∆T to the radiation only case.
The equations enable to perform a preliminary estimation of the thermal behavior of Pock-
etQube boards at subatmospheric pressures. The appendix A explains why the single-node
heat balance suffices in first order to describe a PocketQube subsystem board arguing from
the Biot number.

Q̇dis = εσA
(

T4 − T4
Amb

)
+ hconv(T, p)A (T − TAmb) (16)

Q̇dis = εσA
(
(T + ∆T)4 − T4

Amb

)
(17)

This study assumes a maximum heat dissipation on a PocketQube subsystem of Q̇dis =
2W. This estimate derives from the expected 10W power limit for future 3p PocketQubes
(Bouwmeester et al., 2018). The maximum dissipation per subsystem is assumed to be 20% of
the total available budget following the budgeting that Speretta et al. (2016) describe for the
Delfi-PQ communication system.

The single-node heat balance yields the steady-state temperature profiles in figure 30a. The
vacuum case, as expected, shows the highest temperature increase with power input. The
temperature difference relative to the natural convection cases scales with the magnitude of
the convective heat transfer coefficient.
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The temperature difference between the graphs in figure 30a corresponds to the error of
performing vacuum testing at higher pressure levels than ideal vacuum. The plots in figure
30b show the temperature error between the ideal and imperfect vacuum conditions.

Ideally, the pressure level suppresses natural convection to such an extent that the tempera-
ture error remains below the noise limit of the measurement equipment. However, the vacuum
quality typically determines the cost of the necessary equipment, see the pump prices in table
16. The test objective typically allows defining a temperature error that is acceptable to fulfill
the objective while minimizing cost. The fine vacuum regime results in temperature errors
below the example ±8K thermal model correlation threshold. The small temperature errors
illustrate the suitability of the fine vacuum regime for thermal-vacuum testing of PocketQube
subsystems and motivate analyzing the temperature error further.
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Figure 30: Heating characteristics of PocketQube subsystems as a function of pressure. (a) Temperature
increase of a PocketQube subsystem with isothermal surface properties at various ambient
pressures. (b) Temperature difference relative to ideal vacuum conditions.

4.4 conclusions
This chapter investigates natural convection phenomena at subatmospheric pressures. The
following bullet point list summarizes the major findings:

• The combination of the Rayleigh number, ideal gas law, and empirical relations de-
scribes the natural convection heat transfer at subatmospheric pressure in the viscous
flow regime. The validation of the Rayleigh-pressure relation, see equation 14, describe
the natural convection heat transfer coefficient for vertical flat plates and horizontal cylin-
ders with a relative error below 50% in the viscous flow regime ( Kn < 0.01).

• The natural convection coefficient for a vertical flat plate in the fine vacuum regime
(21Pa) is more than eight times lower compared to atmospheric conditions. The ex-
perimental test campaign shows that the natural convection heat transfer coefficient de-
creases significantly between ambient and fine vacuum conditions. The residual gas
in the fine vacuum provides an additional heat transfer coefficient compared to ideal
vacuum conditions.

• The conceptual single-node analysis shows that thermal-vacuum testing in the fine
vacuum regime (21Pa) yields temperature errors below 8K compared to ideal vacuum
conditions. The temperature error between fine and ideal vacuum conditions is small,
particularly for subsystem power dissipations below 0.5W (< 5K). The low temperature
error makes the fine vacuum regime a suitable application domain for thermal-vacuum
testing of PocketQube subsystems.



5 THERMAL BEHAV IOR OF POCKETQUBE
SUBSYSTEMS

The design of thermal control solutions requires to understand the thermal behavior of the
object of interest. This chapter investigates the thermal behavior of PocketQube subsystem
boards both in its interaction with other subsystems and of the boards themselves. The
schematic in figure 31 shows the analysis sequence corresponding to an increasing level of
detail in the assembly. The outcomes of this analysis provide a starting point for the design
of representative PocketQube subsystem boards to support of the proposed thermal screening
methodology.

Subsystem - Level Board - Level Component - Level

1 2 3

Figure 31: Three levels of analysis that this chapter is looking at to determine the relevant thermal
conductances and resistances for PocketQubes. Images are taken from Bouwmeester et al.
(2017); DelfiSpace (2016); Mortan and Wright (2004).

5.1 thermal resistance analogy - modelling approach

The thermal resistance analysis is a methodology to describe heat transfer similar to the net-
work analysis of electronic circuits. The analogy implies that popular network formulas for
electronic circuits are applicable to thermal design.

The thermal network analogy includes thermal resistances, R, and conductances, C, to de-
scribe the heat transfer. The heat flow between two points, Q̇, is the conductance, C, times the
temperature gradient between the two points, ∆T.

Q̇ = C∆T = (1/R)∆T (18)

The heat transfer scales linearly with the conductance and inversely with the resistance. The
linear relationship between heat flow and conductance makes interpreting the thermal behav-
ior more intuitive because a higher conductance yields a higher heat transfer. The analysis in
this chapter computes the heat flow paths using the thermal resistance but presents the results
using the thermal conductance.

Heat transfer occurs through conduction, convection, and radiation. Both the conductive
and convective heat transfer are linearly dependent on temperature gradients between two
objects, whereas the radiative heat transfer scales with the difference of the temperatures to
the fourth power. The thermal resistance analogy requires, therefore, to either linearize the

39
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radiative or conductive and convective heat transfer. This study linearizes the radiative heat
transfer, which yields the following thermal resistances:

Rcond =
l

λA
Rconv =

1
hconv A

Rrad =
1

4σεB12 A
(
T2

2 + T2
1
)
(T1 + T2)

(19)

5.2 subsystem-level heat transfer
The interior of PocketQubes consists of PCB-based subsystems board. The most popular ar-
rangement of the subsystem boards is in stacking the subsystems on top of each other (Kovács
and Józsa, 2018; Speretta et al., 2016; Bouwmeester et al., 2017).

In the stacking architecture, subsystem boards interact thermally with the adjacent boards
above and below. Moreover, subsystems exchange heat with the structure that encloses the
internal stack and builds the interface to the space environment. The schematic in figure 32a
describes the thermal interaction between two adjacent subsystem boards and the enclosure,
represented in the schematic by a single rectangle. The image shows a representative Pock-
etQube subsystem board and labels the relevant components for subsystem-level heat transfer.

5.2.1 Thermal resistance model

The thermal resistance network in figure 32a formalizes the schematic in figure 32a. The
thermal resistance network is identical when considering an adjacent subsystem above or
below a subsystem board. The geometric and optical surface parameters change, but the
network remains similar. The subsystem-level analysis, therefore, considers the interaction of
a subsystem with the adjacent subsystems separately using a single compartment, as shown
in the schematic in figure 32a.
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Figure 32: Thermal resistances of a Pocket subsystem stack. (a) Schematic of the subsystem-level heat
transfer. (b) Equivalent thermal nodel network.

The nodal network in figure 32b represents the subsystem boards by a single thermal node.
This assumption implies that the subsystem mass is concentrated in a single node (Gilmore,
2002), which simplifies the analysis.

The Biot number compares the magnitude of the conductive heat transfer within a sub-
system board with the radiative heat sinking from the surface. The dimensionless number
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provides an estimate if the single node assumption is appropriate in first order, see further
explanation in appendix A. The Biot number shows a value significantly smaller than unity
when assuming a high radiative heat transfer, i.e., a temperature gradient of 100K between
subsystem board and environment for a four-layer PCB with PQ9 footprint. The low Biot
number indicates that the single node assumption suffices in first-order.

Bi = hrad/
(

λ‖/l∗
)
= 0.01 << 1 (20)

5.2.2 Radiation between subsystems

PocketQube subsystems exchange heat via radiation. The primary building block for subsys-
tem boards and enclosure are PCBs. The IR calibration of the ArduinoUNO yields a PCB
emissivity of ε = 0.9. An emissivity lower than unity implies that a fraction of the emitted IR
radiation in the satellite interior experience multiple reflections. The Gebhart factor describes
the radiative heat exchange between two surfaces considering multiple reflections of the IR ra-
diation. The analysis assumes that all surfaces are gray bodies, which simplifies the radiative
calculations.

Bij = Fijεj +
n

∑
k=1

(1− εk) FikBkj

n

∑
j=1

Bij = 1 (21)

The internal geometry of PocketQubes consist of rectangular box compartments, see CAD
model of the subsystem assembly in figure 33a. PocketQube subsystem boards employ flat
electronics components. Therefore, the subsystem boards are, in first-order order, flat surfaces
when omitting larger components including the batteries, attitude control hardware or pay-
loads. Moreover, the radiative analysis neglects the presence of the spaces and pin connectors.
The assumption is reasonable considering that the surface area of enclosing side walls and
subsystem is more than seven times larger than the exposed surface area of the spacers.

The standard geometries simply the computation of the radiative heat exchange. The litera-
ture contains analytical relations to describe the view factors, Fij, which omits the necessity of
using ray-tracing methods (ECSS, 2011).

(a) (b)

Figure 33: PocketQube subsystem breakdown of (a) the SMOG-1 (1p) and (b) the Delfi-PQ (3p). Images
are taken from Kovács and Józsa (2018) and Avila de Luis (2018).
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The computation of the linearized, radiative resistance requires the temperatures of the two
nodes that exchange heat. As of November 2018, only a handful of PocketQubes has been
flying in space, such that thermal flight data are rare. This analysis, therefore, considers ther-
mal simulation data from the SMOG-1 (Kovács and Józsa, 2018) and Delfi-PQ (Avila de Luis,
2018) as a reference for temperatures to compute the radiative heat exchange for PocketQubes
subsystems.

The maximum and minimum radiative heat transfer occur on the hot and cold side of the
temperature spectrum. Table 20 summarizes the temperature conditions for both satellites that
result in the maximum and minimum radiative heat transfer. The abbreviations in the table
refer to the subsystem breakdown in figure 33a and 33b. The temperature of the enclosure is
the mean temperature of the enclosing side walls considering that both satellites have limited
attitude control resulting in rotational motions of 1 ( SMOG-1 (Kovács and Józsa, 2018)) and 5
( Delfi-PQ (Boerci, 2016)) revolutions per minute.

Table 20: Temperature inputs to radiative resistance analysis in [◦C]. The abbreviations refer to the
SMOG-1 subsystem breakdown in figure 33a. Data taken from Kovács and Józsa (2018) and
Avila de Luis (2018).

Satellite Case Type Subsystem Adjacent Board Enclosure

SMOG-1 A Hot 16 (CAP) 24.3 (Top) 13.1
SMOG-1 B Cold −13.6 (EPS) −30 (Bottom) −21.2

Delfi-PQ A Hot 40.3 ( TTC - low ) 42.9 (TTC - high) 45 (mean)
Delfi-PQ B Cold -20.1 ( -Z) 11.8 (EPS) -20 (mean)

5.2.3 Conduction between subsystems

Conductive heat exchange between subsystems occurs through the spacers and pin connectors.
The conductive paths include three thermal resistances in series, see the nodal network in
figure 32b. This subsection describes the derivation of these conductive resistances for the
following components:

• Resistance of the board.

• Resistance of the spacers.

• Resistance of the pin connectors.

Resistance of the board

The conductive path between two subsystem nodes includes conduction through the board.
The conduction through the board depends on both the geometry and the layout of the board.

The in-plane thermal conductivity, λ‖, of both FR4 and copper is isotropic (Graebner and
Azar, 1997; Gurrum et al., 2011). Graebner and Azar (1997) show that thermal conductivity
of PCBs depends only on the number of continuous copper and FR4 layers. The symmetry in
geometry and the thermal properties implies that the thermal resistance from the center to the
corners is equal for all four corners.

The heat spreading through the board is two-dimensional. The determination of the thermal
resistance requires the use of a nodal network solver an analytical solutions to describe the two-
dimensional heat spreading for the rectangular geometry could not be found. The schematic
in figure 34a explains how to derive the equivalent thermal resistance from the nodal network.
The methodology includes the application of a constant heat load, Q̇, in the center of the board.
The temperature gradient, ∆T, between the center and the corners with constant temperature
determines the equivalent thermal resistance, R = ∆T/Q̇. The graph in figure 34b shows the
equivalent conductance as a function of the number of continuous copper planes.
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Figure 34: Conductive resistance through PCBs. (a) Modeling schematic to determine the equivalent
thermal resistance. (b) Conductive resistance of PocketQube subsystems boards as a function
of the number of continuous copper layers.

Spacers

The spacers build the structural interface between adjacent subsystem boards. The spacers are
hollow aluminum cylinders, other than the design shown in figure 32b. The thermal resistance
of the spacers is a series resistance of two contact resistances and the conductive resistance of
the spacer.

Rspacers =
Rspacer

nspacers
Rspacer = Rcontact +

lspacer

λAl Aspacer
+ Rcontact (22)

The contact resistance between two bodies is a result of surface roughness and geometric
inhomogeneities (Gluck and Baturkin, 2002). The inhomogeneities provide that the actual
contact area is smaller than the geometrical footprint. Heat exchange in the microscopic gaps
occurs through radiation, which is smaller than conduction through an equivalent material.
The graph in figure 35 shows the the coefficient of contact conductance, hcontact, as a function of
the contact pressure between the two bodies. This analysis assumes an aluminum-aluminum
interface under vacuum conditions, corresponding to graph 1 in figure 35. This analysis
assumes a contact pressure of 10kPa, which is the smallest value in the graph and five times
the pressure that the contact experiences due to the dead weight of a four-layer PCB.

Figure 35: Contact conductance for various materials as a function of the contact pressure. Image taken
from Gluck and Baturkin (2002)

Threaded M2 rods provide structural guidance for the assembly of the subsystem boards
and hollow spacers, see image in figure 1a. The length of the rods spans from the bottom to
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the top of the satellite. Nuts and threaded aluminum frames enable to fasten the rods at the
bottom and top. The threaded rods have a small contact area and low contact pressure with
the internal subsystem boards. The analysis, therefore, neglects the conductive heat transfer
through the rods.

Pin connectors

The pin connectors provide the electrical interface between two adjacent subsystem boards.
The PQ9 standard describes nine individual pins for the connectors (Radu et al., 2018).

The connector pins consist of a polymer socket and bronze pins, see the image of the sub-
system board in figure 32a. The low thermal conductivity of polymers (Han and Fina, 2011) in
comparison to bronze (ECSS, 2004) justifies neglecting the sockets for the conductive analysis.

The thermal resistance through the pins is a series of a conductive and two contact resis-
tances, like for the spacers. The contact resistance of bronze, however, is unknown. Van Boxtel
(2015) determines the thermal conduction through a PC104 connector experimentally. The
experimental results of Van Boxtel (2015) enable to deduce the contact resistance using the
equation 23.

Rpins =
Rpin

npins
Rpin = 2Rcontact + Rpin =

2
hcontact Apin

+
lpin

λBronze Apin
(23)

The derivation of a pin’s contact conductance uses the conductance value, for which Van Boxtel
(2015) reports the highest measurement accuracy, Rpins = 1/0.26 K/W. A visual inspection
of the test material shows that the used pin connectors include 52 individual pins with a
8× 8mm2 footprint and 12mm length. These geometry parameters yield a contact coefficient
of 154 W/m2K.

The power supply subsystem includes eight spring connectors, as shown in figure 32b. The
thermal resistance of the spring connectors is equivalent to the pin connector but with an
assumed length of 5mm.

5.2.4 Results

The comparison between conductive and radiative heat transfer shows that radiation accounts
for more than 70% of the overall heat transfer on a subsystem level, see comparison in figure
36. The majority of the radiative heat transfer occurs between adjacent subsystems. The
importance of radiation indicates that changes in the optical surface properties will impact
the subsystem-level thermal behavior the most. The results builds the baseline for designing
thermal control solutions to either retain or reject heat on a from a subsystem board.

Delfi-
PQ (A

)

Delfi-
PQ (B

)

SMOG1 (A
)

SMOG1 (B
)

0

0.2

0.4

0.6

0.8

1

Figure 36: Relative thermal conductances for the Delfi-PQ and SMOG-1 considering operational worst-
case temperatures described in table 20.
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5.3 board-level thermal heat transfer
PCBs are the basic building block for PocketQube subsystems. The PCBs provide the electrical
and communication interface to the components. PCBs are a composite of FR4 epoxy lami-
nate and copper. FR4 is is both electrically and thermally insulating, whereas copper shows
the opposite characteristics. The thermal conductivity of copper (Gilmore, 2002) is by four
orders of magnitude larger than of FR4 (Graebner and Azar, 1997). The difference in thermal
conductivity implies that copper is a significant factor for the thermal behavior of PCBs.

This section investigates the impact of the board-level design characteristics on the thermal
behavior. The analysis focuses on design parameters related to the amount of copper in a
board. The approach uses again the resistance analogy to describe conduction through a board.
The thermal resistance network is then summarized to an equivalent board conductance using
the electrical network formulas. The outcome of this study build the input to the following
chapters, which investigate board-level design solutions further. The analysis considers the
following PCB layout characteristics:

• The number of copper layers.

• The location of the continuous copper planes.

• The number of copper traces connecting components on the board.

• The geometrical parameters of the trace, i.e., thickness and width.

• The number of VIAs providing a vertical link through the subsystem.

5.3.1 Thermal resistance model

Determining the equivalent thermal conductance of a subsystem board requires several mod-
elling assumptions. Two assumptions simplify the nodal network to perform a quick, compar-
ative analysis of the PCB characteristics. First, the analysis omits considering radiative heat
sinking from the board’s surface. Second, the analysis describes the out-of-plane heat transfer
by an equivalent resistance R⊥, compare the network schemes in figure 37a and 37b.

PocketQube subsystems are built on flat PCBs with components mounted on the surface
(Radu et al., 2018), see the image of a representative subsystem board in figure 32a. The flat
shape of the PCBs implies that heat transfer over the board occurs solely through conduction.
Moreover, the view factor between surface mount electronics components is negligible consid-
ering the small exposed surfaces. The analysis, therefore, focuses on conduction to describe
the board-level heat transfer.

Exceptions to the previous assumption about small view factors are larger components, such
as magnetic coils, batteries, or payload components. The geometric shape of these component
provides view factor between these components is considerable. The proposed methodology
focuses on detecting thermal hotspots, which are expected to occur electronics components
with higher power density. Therefore, the analysis avoids considering the board-level heat ex-
change for the larger subsystem components, which require more detailed thermal modeling
to determine radiative heat exchange factors.

Dissipated power on a hotspot will conduct to the board and eventually sink from the sur-
face through radiation, see the nodal network in figure 36. Nodal discretization is necessary to
describe the simultaneous conductive heat spreading and radiative heat sinking. The required
level of detail is high for a preliminary investigation of the board-level design characteristics.
Instead, the analysis omits describing the radiative heat sinking and focuses on conduction
through the board.

resistances of the simplified and multi-node model the analysis and summarize conductive
paths.

Dissipated heat spreads simultaneously in the in- and out-of-plane direction of a board, see
nodal network in figure 37a. The high conductivity of copper implies that heat will predom-
inantly flow along the copper paths. Therefore, in-plane heat spreading dominates over the
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out-of-plane when considering a single-layer board with a continuous copper plane on top.
The dominant in-plane heat spreading motivates summarizing the out-of-plane heat transfer
by an equivalent thermal resistance, R⊥.

The introduction of an equivalent resistance simplifies the resistance network, see schematic
in figure 37b. The nodal networks illustrate that the equivalent resistance of the board consists
of two parallel heat paths through the copper and the FR4. A multi-nodal network enables to
determine the equivalent resistance of each material plane R‖, see schematic in figure 38b. The
analysis assumes an equal circumferential temperature on the edges of the board, TBC. The
assumption leads to an equivalent thermal node, B, which describes a sink temperature of the
board.

Tenv
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(1)

(a)

(A)

(B)

(B) (B)

(B)

R⊥

R∥

Copper

FR4

(b)

Figure 37: Thermal resistance model for the subsystem boards. (a) Detailed multi-nodal network model
of the board. The enumeration denotes the two modelling assumptions. The heat sinking
from the bottom side is not shown for visualization purposes. (b) Simplified two-node ther-
mal resistance network to describe board-level heat conduction.

The equivalent resistance, R⊥, describes the heat transfer in the out-of-plane direction. The
thermal resistance in the out-of-plane direction solely depends on the FR4 layers because of
the high conductivity and low thickness of the copper layers (Gurrum et al., 2011; Graebner
and Azar, 1997).

R⊥ =
tFR4/2

λFR4,⊥Aequivalent
(24)

Equation 24 includes an equivalent area in the out-of-plane direction, see schematic in figure
38a. A comparison between the simplified and multi-nodal mode enables to determine the
equivalent area. The schematic in figure 38b describes the methodology to determine the
equivalent resistance of the multi-node model. The temperature gradient between center and
edges yields a thermal resistance, see equation 25. The thermal resistance corresponds to the
nodal network A→ B, see figure 37b. The comparison between the thermal resistance of both
models yields the equivalent area, Aequivalent.

The thermal behavior of the network A → B changes with the location of the copper plane.
The derivation of the equivalent area with the copper plane on top or bottom yields similar
values, such that the remainder of the analysis uses their mean.

R =
Q̇in

Tin − TBC
Aeq. cu. top = 2.8× 2.8mm2 Aeq. cu. bot. = 2.9× 2.9mm2 (25)

The multi-nodal board model in figure 38b enables to determine the equivalent conductance
of a copper and FR4 plane. The comparison in table 21 shows that the continuous copper plane
has an equivalent thermal conductance by one order of magnitude larger than a significantly
thicker FR4 plane. The reason for this difference is that the in-plane thermal conductivity of
copper is by three orders of magnitude larger than the conductivity of FR4.



5.3 board-level thermal heat transfer 47

=R⊥

/2tPCB

λFR4,⊥Aequivalent

Aequivalent

APCB

(a)

Q˙ in

TBC

(b)

Figure 38: Determination of the equivalent area, Aequivalent, to determine R⊥. (a) Schematic of the equiv-
alent area under a component mounted on the surface, represented by a node and thermal
resistance. (b) Determination of the equivalent resistance by using a multi-node, two-layer
model of the board in ESATAN. The model consist of a copper and FR4 layer with a high
contact coefficient providing a negligible contact resistance between the materials complying
to the PCB description by Graebner and Azar (1997), hcontact = 105 W/m2K .

Table 21: Equivalent conductance of continuous, 42× 42mm copper and FR4 planes.

Copper FR4 epoxy laminate

Thickness t [µm] 35 1565

C‖ 10−3[W/K] 18.1 1.7

5.3.2 Design parameters for subsystem board layout

Location of continuous copper planes

PCBs employ continuous copper planes for electrical grounding and shielding. The location
of the continuous copper planes is a significant factor for the thermal behavior, see equivalent
conductance in table 22. The schematics in figure 39a and 39b show the equivalent thermal
networks for a single-layer subsystem board with a continuous copper plane on top and below.
The schematic in figure 39b includes a smaller copper layer on top that represents the necessary
tracing for placing a local hotspot in the center. The analysis assumes a worst-case scenario
for the heat spreading, i.e. two traces, one for power supply and one for grounding.

Table 22: Equivalent board conductance for a single-layer PocketQube subsystem board.

Copper plane on top Copper plane on bottom

Conductance CBoard 10−3[W/K] 2.6 19.2
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Copper plane below

R⊥

R⊥

RFR4

RCu

RTrace

(b)

Figure 39: Equivalent thermal resistance network for a continuous copper plane on the (a) top and (b)
bottom side of the board. The schematic in figure (b) includes a copper trace to account for
necessary tracing for a local hotspot placed on top and in the center of the board, also referred
to as point (A) in figure 37b.
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Number of thermal VIAs

A VIA is a copper element to electrically connect various circuitry layers in a PCB. The high
thermal conductivity of copper makes VIAs a relevant factor for the heat transfer in the out-of-
plane direction. The electronic circuit design determines the necessary VIAs for the electrical
functionality. The term Thermal VIA refers the VIAs that increase heat spreading without
providing electrical functionality. Thermal VIAs increase conductive heat sinking through the
board by bypassing the insulating FR4 layers in the out-of-plane direction.

The thermal resistance of a through board VIA derives from the conduction through a
hollow copper cylinder with height tPCB and the footprint defined by the radii router and rinner
(Kasemsadeh and Heng, 2017). The conductance of a single VIA is four times larger than
the equivalent conductance through the board, see table 23. The magnitude in conductance
illustrates the impact VIAs have on the thermal behavior.

RVIA =
tPCB

λCuπ
(
r2

outer − r2
inner

) (26)

Table 23: Comparison of the equivalent conductance of the FR4 board in the out-of-plane direction and
a thermal VIA.

Board FR4 R⊥ Thermal VIA

Conductance C⊥ 10−3[W/K] 2.9 12.3

Thermal VIAs are an effective means to bypass the insulating FR4 layers. The application
of thermal VIAs to the worst-case board layout introduced in figure 39b will increase the
equivalent board conductance, and hence increase the heat sinking. The graph in figure 40b
shows that the board-level conductance increases with the number of thermal VIAs connecting
the central node with the continuous copper layer. The application of thermal VIAs, accord-
ingly, is an effective means to alleviate the temperature load of an isolated thermal hotspot by
increasing the heat spreading through the board.
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Figure 40: Impact of thermal VIAs on the board-level conductance. (a) Equivalent nodal network and
(b) board-level conductance as a function of the number of layers.

Number of copper planes

The thermal heat transfer on a board-level depends on the number of continuous copper
planes. Graebner and Azar (1997) conclude from an experimental study on multi-layer PCBs
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that the continuous copper planes provide the most relevant parameter for the board-level heat
transfer. The presence of FR4 in in the circuitry inhibits the heat flow. The IR image of the
Arduino in figure 11b illustrates how interruptions in the circuity inhibit the heat spreading

The Delfi-PQ includes subsystem boards with maximum of eight layers of electric circuitry.
The maximum number of continuous copper planes in an eight-layer board is typically four
(Sattel, 2018). This study, therefore, considers a PCB with four continuous copper layers as the
upper limit case.

The thermal resistance network follows the previous modeling approach, see figure 41a.
The analysis shows that adding continuous copper layers to a single-layer board with copper
on top yields a comparatively small increase in the equivalent conductance, see table 24.

The small increase in conductance implies that the FR4 layer below the top copper plane
inhibits heat spreading through the additional copper planes. The insulating behaviors implies
that thermal VIAs connecting the copper planes enhance the conductive heat transfer. The
graph in figure 41b illustrates that the application of thermal VIAs enables to almost double
to equivalent board conductance.

Table 24: Equivalent board conductance for single- and four-layer PocketQube subsystem boards.

Single-layer Single-layer Four-layer Four-layer
(copper bottom) (copper top) 2x VIA

Conductance CBoard 10−3[W/K] 2.6 19.2 22.2 43.2
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Figure 41: Equivalent board-level thermal conductance of a four-layer PCB. (a) Equivalent the nodal
network. (b) Impact of applying the thermal VIAs to the four-layer PCB. The VIA modeling
follows the approach shown in figure 40a.

Tracing and electronic circuitry

Copper tracing connects electrical components providing energy supply and signal paths. The
copper tracing provides paths for sinking heat for the power dissipated over a component. The
heat sinking capabilities depend on the number of traces and their geometry.

The number of pins defines the maximum traces connecting to an electronic component
component. The Delfi-PQ microcontroller and power amplifier provide a benchmark for the
number of traces, see table 25. The analysis assumes that two power traces of 25mils width
and signal traces of 10mils width for each component. The thickness of the copper tracing is
equal to the copper planes, i.e., 35µm.

The graph in figure 42 describes the increase in board conductance with the number of
traces. The graph includes two dashed lines that illustrate the equivalent conductance of the
previous analysis cases of board with a continuous copper plane on either top or bottom. The
number of traces can have the same effect as the application of thermal VIAs.
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Table 25: Equivalent board conductance for single-layer board with signal traces. Information taken
from (RFMD, 2018; Texas Instruments, 2015)

Resistor Power Amplifier Microcontroller
RFPA0133 MSP432-VQFN

npin [−] 2 16 64

The tracing analysis presents a best-case scenario for the heat spreading. The analysis as-
sumes straight traces that spread from the center of the board to the edges. Moreover, the
analysis assumes that all traces connect with a single node in the center. Both assumptions
provide a best-case scenario for the heat spreading. First, there is a resistance between the
location where the dissipation occurs, the junction, and the traces- Second, discontinuities in
the tracing inhibit heat spreading (Graebner and Azar, 1997; Texas Instruments, 2013; Stout,
2009).
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Figure 42: Equivalent thermal conductance of a single-layer subsystem board including tracing. The
thermal resistance model follows the example shown in figure 39b.

5.4 component-level heat transfer
The operation of electrical components causes dissipation, which translates into heat. The
primary mechanism for heat sinking from a component is conduction to the board (Edwards
and Nguyen, 2016; Lohan et al., 2000; Kasemsadeh and Heng, 2017). Moreover, heat sinking
occurs through radiation from the components surface. The schematic in figure 43 shows the
corresponding nodal network. A single node represents the component and a current source
to the heat input to the node due to power dissipation.

The resistance Rjunction−2−board describes the conductive link between component and board.
The conductive resistance depends on the material composition of the component and its
mounting. Therefore, thermal resistance varies among components. Table 26 shows the con-
ductance of the components relevant for the Delfi-PQ. The comparison shows that Integrated
circuit (IC) components show a higher conductance than resistors. IC components typically
include thermal pads with a high thermal conductivity that connect the dissipating part with
the board and facilitate heat sinking (Gurrum et al., 2011).
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Tenv

RJunction−2−Board

Q˙

Figure 43: Equivalent thermal nodal network for a component on subsystem. The resistance
Rjunction−2−board describes the conductive link between the component and the baord. Com-
ponent datasheets provide the resistance values. The electrical dissipation of a component
translates into heat, which the current source represents. The illustration of the heat sinking
from the board’s surface is omitted.

Table 26: Conductance between junction and mounting location. Technical data sheets for electronics
components provide information on the conductive resistance, Rjunction−2−board. The radiative
conductance Crad assumes an emissivity of ε = 0.9 and a temperature gradient of 60K between
component and environment. All values are given in 10−3[W/K]

Resistor Power Amplifier Microcontroller
1206 (Vishay, 2010) 16QFN (Stout, 2009) VQFN (Texas Instruments, 2015)

Cjunction−2−board 50.0 166.7 120.5

Crad 0.04 0.06 0.6

5.5 conclusions

This chapter investigates the thermal behavior of PocketQube subsystems on three assembly
levels. The analysis uses the thermal resistance analogy to identify dominant heat paths and
significant design parameters. The following bullet point list summarizes the major findings.
The results of the board-level analysis provide the input for the design of representative Pock-
etQube subsystem boards in the next chapter.

Subsystem-level heat transfer

• Radiation is the primary exchange mechanism on a subsystem-level. The comparison
of radiative with conductive heat paths shows that the radiative accounts for more than
70% of the total heat transfer between a subsystem with its surroundings. The majority of
the radiative heat exchange occurs with the adjacent subsystem boards. The magnitude
of the radiative heat transfer implies that thermal control measures are most effective
when targeting at the radiative heat transfer. The emissivity is physically constraint
between zero and unity. The high emissivity of PCBs implies that the design space is
larger for reducing the emissivity than increasing it. Accordingly, the most impactful
thermal control measures are reductions in the emissivity to retain heat on a subsystem.

• The contact conductance between spacers and subsystem boards provides the largest
resistance for the conductive heat flow. The contact resistance between two aluminum
surfaces with rough surface properties is by two orders of magnitude larger than the con-
ductive resistance through the spacer material. Smoothing the contact areas, increasing
the contact pressure and applying a thermal filler enable to reduce the contact resistance
and enhance the conductive heat transfer. The high emissivity of PCBs indicates that
lowering the contact resistance is a more effective thermal control solution to reject heat
on a subsystem level.
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Board-level heat transfer

• The amount of continuous copper is the most significant factor for the board-level ther-
mal behavior. The analysis shows that the equivalent conductance of a copper plane is
by one order of magnitude larger than of a FR4 plane despite the significantly lower
thickness. Similarly, in the out-of-plane direction, a single thermal VIAs provide a con-
siderably larger conductance than FR4 because of the higher thermal conductivity of
copper.

• The placement of a heat source with respect to continuous copper planes is the most
impactful board-level design measure. The equivalent conductance for a single-layer
board changes by a factor of seven when placing the continuous copper plane on the
same or opposite side of a heat source. The placement of a thermal hotspot on a contin-
uous copper plane is, therefore, an effective strategy to mitigate overheating.

• Thermal VIAs are an effective means to increase heat transfer through insulating
FR4 layers. The FR4 layers are the major inhibitor for heat transfer in the out-of-plane
direction. The application of two thermal VIAs almost doubles the equivalent board
conductance for single- and four-layer boards.

• The addition of continuous copper layers to a single-layer board with a copper plane
on top provides a small improvement in the equivalent conductance. However, the
application of thermal VIA connecting the copper planes increases the equivalent con-
ductance.

Component-level heat transfer

• Conduction to the mounting location is the primary path for heat dissipated on an
electric component. The comparison of the thermal conductances between three elec-
tronic components highlights that conduction to the board is significantly larger than
radiation to the surroundings. IC components show better conduction to the board than
resistors and are thus easier to handle from a thermal perspective.



6 DES IGN OF REPRESENTAT IVE
POCKETQUBE SUBSYSTEM BOARDS

The thermal screening method relies on graphs to describe the temperature increase of a
thermal hotspot at ambient and vacuum conditions. Moreover, the method includes a feedback
loop with potential design solutions to mitigate hotspot overheating. This thesis uses testing
to implement both elements, which requires hardware test objects.

As of July 2018, the design of the Delfi-PQ subsystems is incomplete regarding hard- and
software. The absence of hardware motivates designing test boards dedicated to this study.
The design of dedicated test boards provides more deterministic test cases for parameter anal-
ysis than engineering or flight models of PocketQube subsystems.

This chapter first re-iterates how the testing relates to the proposed thermal screening
method by defining test objectives. The following section presents the electronic design of
the test boards. Their design follows from the previous thermal resistance analysis and a sim-
ple three-node thermal resistance model of the subsystem boards. The next section introduces
the three-node model, which enables to define and predict test scenarios in fulfillment of the
test objectives.

6.1 test objectives

Primary objective To characterize the temperature increase of the thermal hotspots on the representa-
tive PocketQube subsystems boards (see figure 46) both at ambient and vacuum conditions by measuring
the steady-state temperature response of the hotspots to constant heat loads.

If a component reaches critical temperature conditions, countermeasures are necessary to
mitigate overheating. The thermal resistance analysis in chapter 5 identifies PCB layout pa-
rameters to enhance sinking from a hotspot to the board. These layout options provide both
design solutions to both counteract and prevent thermal hotspot overheating.

Secondary objective (A) To compare the performance of board-level thermal design solutions in
reducing the temperature of thermal hotspots on the representative PocketQube subsystem boards (see
figure 46) by measuring the steady-state temperature response to constant heat loads at ambient condi-
tions.

The work on the primary objective includes vacuum measurements that will use the avail-
able test equipment, see available pumps in table 16. The pressure level of the available pumps
is several orders of magnitude lager than the vacuum conditions during flight. Therefore, the
experimental graphs describing the vacuum heating of hotspots (primary objective) will show
a lower temperature than in flight conditions. However, the experiments provide data to
validate numerical simulation models against ambient and low-pressure measurements. A
validated simulation enables to describe the thermal behavior in the complete absence of nat-
ural convection phenomena because the natural convection heat transfer coefficient is the only
model parameter that changes with the environmental pressure. Consequently, it is possible
to estimate the temperature error of performing thermal-vacuum testing at moderate pressure
levels. The additional temperature increase adds to hotspot vacuum heating diagrams. The
additional temperature increase equals the error for performing thermal-vacuum testing at
moderate pressure levels compared to the design standards of larger spacecraft (ECSS, 2016).
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Secondary objective (B) To determine the temperature error of performing thermal-vacuum testing
in the fine vacuum regime (102 − 10−1Pa) compared to ideal vacuum conditions (0Pa) by validating
a numerical simulation model against the experimental data of the test boards at ambient (105Pa) and
fine vacuum conditions.
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Figure 44: Primary and secondary test objectives in relation to the proposed thermal screening method.

6.2 test board circuit layout
This study uses representative PocketQube subsystem boards with Surface mount device
(SMD) resistors as the hotspot component. Resistors provide flexibility towards manipulating
the power dissipation, i.e., heat input to the system, because the power dissipation depends
directly on the supply voltage. The passive electronic design, compared to the use of IC
components, removes the necessity of designing operational scripts to achieve power dissipa-
tion on the hotspot, see also experiment design for the ArduinoUNO case study in chapter
3. Moreover, resistors provide a worst-case scenario for SMD components because of their
small geometric size and comparatively poor thermal conduction to the mounting location,
see comparison of the thermal resistances in table 26. The 1206 SMD resistor metric enables to
reproduce the footprint of the Delfi-PQ power amplifier by placing two resistors next to each
other. Th power amplifier for RF communication is a critical hotspot component of the Delfi-
PQ and, therefore, serves as a case study to later demonstrate the application of the thermal
screening method.

The electronic circuit schematic in figure 45 shows the test boards and describes its design
attributes. The image in figure 46 shows the PCB hardware that derives from the circuit design.
The main test board includes eight individual test boards with a footprint following the PQ9

standard for PocketQube subsystems (Radu et al., 2018). Each individual test board includes
two pin connectors for external power supply. Table 27 describes the layout of the test boards
highlighting their difference concerning thermal design.
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Figure 45: Electronic circuit design of the test boards. The numeration of the board segments refers to
table 27.

Figure 46: Image of the test PCB. The eight individual test boards are cut out from main board. The
enumeration and description in the top left corner refers to table 27

Table 27: Description of the test board characteristics, see figure 45 for the corresponding circuit design.

Test ID No. copper layers Description Study case

I 1 GND on back Hotspot on FR4 plane (worst-case)

II 1 GND on top Hotspot on continuous copper plane

III 1 2x VIA below Connecting hotspot to 2x VIAs

IV 1 2x VIAs below &
4x VIAs adjacent

Increasing number of VIAs

V 4 Four-layer PCB Increasing number of copper layers

VI 4 2x VIA below Connecting to 2x VIAs

VII 4 2x VIAs below &
4x VIAs adjacent

Increasing number of VIAs (best-case
)

VIII 4 Two resistors next
to each other & 2x
VIAs below

Hotspot with larger footprint
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6.3 analysis cases - conceptual analysis
The temperature increase of a thermal hotspot depends on its heat exchange with the envi-
ronment. This section presents the analysis cases of the experimental test campaign. The
discussion on the analysis cases makes use of a simple nodal network simulation model. The
network model enables both to identify dominant parameters for the analysis case design and
predict the experimental behavior.

6.3.1 Three-node thermal resistance model

The temperature increase of a thermal hotspot depends on its thermal connection to the sur-
roundings . A component exchanges heat with the surroundings through radiation and con-
vection, as well as conduction to the PCB that the component is mounted on. The thermal
resistance network in figure 47a provides a simplified thermal representation of a resistor on a
PCB. The network includes three thermal nodes, one for the resistor and two for the board. A
current source connects to the resistor node, which represents the heat input due to electrical
power dissipation. The network includes two conductance that describes the conductive heat
transfer between the resistor junction, mounting location, and mean temperature of the board.

The temperature increase of the resistor relative to the mean board temperature depends
on the footprint of the resistor, the conductive link to the board, the thermal characteristics
of the board, and the environmental temperature, see a summary of the parameters in table
28. The ambient pressure determines the magnitude of the convective heat transfer between
resistor and board and the surroundings, see pressure depends of the convective heat transfer
coefficient in figure 29b. The schematic in figure 47b illustrates that the temperature of the
resistor increase with decreasing environmental pressure.

Table 28: Overview on the relevant design characteristic for thermal hotspot heating and the related
nodal network parameters, compare network schematic in figure 47a.

Characteristic Related network parameter

(a) Footprint of the heat source Cres, Rrad, res, Cconv, res
(b) Thermal conductance of the board Cboard
(c) Environmental temperature Rrad, res, Cconv, res, Rrad, board, Cconv, board

Tamb

Resistor

Board

Board (mean sink)

Cres

Cboard

(a)

(a)

(b)

(c)

(c)
Q˙ in

(a)

ΔTamb

Tboard

TResistor, amb

ΔTamb→21Pa

ΔT21Pa→0Pa

TResistor, 21Pa

TResistor, 0Pa

(b)

Figure 47: (a) Three-node thermal resistance network describing the test boards for conceptual analysis.
(b) Temperature increase of the resistor relative to the mean board temperature as a function
of the environmental pressure.
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6.3.2 Power dissipation

The power supply is the primary input to the system, which causes temperature differences
between the thermal nodes. The nodal temperatures scale with the supplied power, see figure
48a showing the resistor temperature increase.

The previous discussion on the power budget for PocketQubes concludes that the maximum
power dissipation of future PocketQube subsystem boards is 2W. The analysis in figure 48a
predicts that a resistor already heats up beyond +85◦C for a power input of 1W. The analysis
considers, therefore, a maximum power input of 750mW, which covers a range from room
temperature to the standard operational temperature limit of COTS electronics. The table29

shows the nominal power inputs for each experiment of the test campaign. The table includes
the actual power measured over the resistor with a multimeter.

Table 29: Power input for the experimental test cases, including nominal values supplied by a constant
voltage source and the actual power measured over the resistor.

Test parameter Power (nominal) [mW] Power (actual) [mW]

1 0 0

2 125 124.8
3 250 247.7
4 500 488.4
5 750 734.4

The graph in figure 48a shows that both a linear and power fit describe the simulation results.
The description with a linear fit is reasonable considering that the convection scales linearly
with temperature, whereas the application of a power fit is reasonable because the radiative
heat transfer scales with temperature to the fourth power. The alignment of the linear curve
demonstrates that the radiative heat transfer is linearizable for the power inputs of this study.

Q̇rad ∼ (T4 − T4
amb) ≈ 4 T3

mean (T − Tamb) (27)

The origin presents a physical boundary condition considering that without power supply the
temperature of the test item remains at the temperature of the environment. This research
assumes that, in first-order, a linear fit through the origin suffices to describe the thermal
behavior.
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Figure 48: Preliminary analysis of the power scaling of the resistor temperature according to the nodal
network in figure 47a. (a) Simulation results and fitted curves. (b) Close up of the curves
around the origin.
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6.3.3 Footprint of the thermal hotspot

A component’s footprint determines the temperature increase in response heat loads. A small
component shows a larger temperature increase than a small component because the radiative
and convective heat sinking scales with the surface area.

The Delfi-PQ power amplifier provides a case study for the footprint analysis. The power
amplifier is the most power consuming component of the Delfi-PQ, yet having the smallest
footprint, see table 30. The choice of the 1206 SMD resistor metric follows this case study. The
footprint of two 1206 resistors resembles the footprint of the power amplifier closest compared
to other resistor sizes.

As of July 2018, the layout of the Delfi-PQ communication board is still under development.
The current design proposal includes a continuous copper plane, which accommodates the
power amplifier, a second continuous copper plane for electromagnetic shielding, and two lay-
ers of circuitry. The design of the test board VIII incorporates these design features providing
a study case for the Delfi-PQ power amplifier.

Table 30: Overview on the most power-consuming electronics components of the Delfi-PQ satellite.

Component Type Footprint [mm] Power dissipation [mW]

Microcontroller MSP432 (Texas Instruments, 2015) 14× 14 65 (Boerci, 2016)
Power amplifier RFPA (RFMD, 2018) 3× 3 500 (Boerci, 2016)

The three-node resistance model shows that the resistor temperature increase depends on
the footprint size, see figure 49a and 51b. The relative temperature increase at ambient condi-
tions decreases with the footprint size, whereas the relative temperature increase ∆Tamb→21Pa
between ambient ∆Tamb and vacuum ∆T21Pa remains constant.

0 1 2 3 4 5 6

0

10

20

30

40

50

(a)

0 1 2 3 4 5 6

0

2

4

6

8

10

12

(b)

Figure 49: Theoretical expectation thermal nodal network. (a) Heat source temperature increase as a
function of the components footprint. (b) Heat source temperature increase between ambient
and vacuum conditions.

A simplified version of the three-node network enables to explain the thermal behavior, see
network figure 58a for the resistance network. The simplified version neglects the convective
and radiative heat transfer from the resistor node considering that conduction to the board is
significantly larger than radiation and convection from the resistor surface, see conductances
in table 31. The simplification yields the analytical expression 28 considering that the radiative
heat transfer is linearizable in the region of interest.

∆T = Tres − Tamb = Q̇

[
1
1

1/Cres+1/Cboard

+
1

hconv A + 4σAεT3
m

]
(28)
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Table 31: Overview of the conductances related to the 1206 resistor node, see nodal network in figure 47a
for reference. The convective and radiative convective conductances consider worst-case con-
ditions yielding high conductance values, i.e., a 40K temperature gradient to the environment
and ambient pressure conditions.

Radiation Convection Conduction

Conductance 10−3[W/K] 0.03 0.04 50

The logarithmic behavior of the temperature increase at ambient pressure, ∆Tamb, is a con-
sequence of analyzing the heating as a function of the thermal conductivity, ∆T = f (Cres).
The thermal conductivity scales linearly with the number of resistors when considering equal
resistors.

Equation 29 illustrates that the conductivity of the resistor cancels out when considering
the relative temperature increase between ambient and vacuum ∆TAmb→21Pa. Therefore, the
relative temperature increase depends on the change in the convective heat transfer coefficient,
∆hAmb→21Pa. The convective and radiative heat transfer depend on the sink temperature of the
board. The nodal network analysis shows that heat sink temperature varies by 0.4K between
the analysis cases for a maximum power input of 750mW. The small variation explains the
nearly constant behavior of the relative temperature increase ∆TAmb→21Pa.

∆TAmb→21Pa = ∆T21Pa−∆TAmb = Q̇

[
1

hconv, 21Pa A + 4σAεT3
m
− 1

hconv, Amb A + 4σAεT3
m

]
(29)

6.3.4 Thermal conductivity of the board

The board-level thermal resistance analysis in chapter 5 determines the PCB design charac-
teristics that influence the thermal behavior the most. This bullet-points recall these design
parameters, which provide the baseline for the test board layout in figure 45:

• The location of the hotspot in relation to the continuous copper planes.

• The number of continuous copper planes.

• The number of thermal VIAs.

Table 27 describes the available test boards. The boards span a spectrum of potential thermal
design solutions to reduce the heat load of an isolated thermal hotspot. The equivalent board-
level conductance, introduced in chapter 5, provides a quantitative parameter to compare the
board layouts from a thermal perspective. The spectrum ranges from a worst-case isolated
heat source (Case I) to a best-case highly connected scenario (Case VII).

Table 32: Design cases for the study of the test item. The first block refers to a single-layer PCB, while
the second and third refer to a four-layer PCB-

Test ID No. copper layers Description Conductance CBoard 10−3[W/K]

I 1 GND on back 2.6
III 1 2x VIA below 8.3
IV 1 2x VIAs below & 4x adjacent 13.0
II 1 GND on top 19.2
V 4 Four-layer PCB 22.2
VI 4 2x VIA below 43.2
VII 4 2x VIAs below & 4x adjacent 56.0

The graphs in figure 50a and 50b describe the resistor temperature increase as a function
of the board conductance, CBoard. The ambient temperature increase scales logarithmically
similar to the previous analysis case.
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The magnitude of the temperature increase for the low conductance boards (I, III, IV) indi-
cates a flaw in the modeling approach of the boards with tracing on top and an FR4 layer on
top, see figure 39b for the equivalent thermal resistance network. The temperature increase is
unrealistically high in comparison to the other boards. The experimental test campaign and
design of a detailed thermal simulation model investigate this issue further.
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Figure 50: Theoretical expectation thermal nodal network. (a) Temperature increase resistor at ambient
conditions. (b) Relative temeprature increase between ambient and rough vacuum conditions.

6.3.5 Environmental temperature

The thermal screening method uses IR measurements. The method estimates the maximum
flight temperature of a component by adding the measured temperature increase ∆T to ex-
pected subsystem temperature Tsubsy of the global simulation model. Both the radiative and
convective temperature scale with the mean temperature between the object and environ-
ment. The graphs in figure51a and 51b shows that the temperature increase of the resistor
is temperature-independent at ambient but not at vacuum conditions.
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Figure 51: Theoretical expectation thermal nodal network. (a) Heat source temperature increase as a
function of the environmental temperature. (b) Heat source temperature increase between
ambient and vacuum conditions.
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The generation of a detailed numerical simulation model relates to the secondary test objective.
The validation of the numerical simulation model against the experimental results enables to
investigate the temperature error between fine (21Pa) and ideal (0Pa) vacuum. Moreover, the
validation of the modelling approach extends the analysis beyond the test cases presented in
the previous section.

This chapter details the modelling approach. The methodology follows the thermal resis-
tance analysis previously introduced. The numerical model increases the level of detail com-
pared to the previous board-level analysis by describing the board-level conduction and heat
sinking with a multi-nodal network. An emissivity calibration using the thermal IR camera
determines the optical surface properties for the radiative heat transfer.

7.1 board model
The thermal modelling approach describes each PCB layer as a shell element with a thickness
corresponding to the board layout. Two layers of in-plane nodes discretize the shell element
further, see schematic in figure 52b. Each nodal plane consists of 42× 42 nodes, which means
that each node summarizes the temperature of a 1× 1mm2 element. The Biot number provides
an estimate whether the discretization is appropriate, see a description in appendix A. The
Biot number is significantly smaller for the mesh size considering worst-case assumptions of
a single layer PCB, convective and radiative heat transfer, and a temperature gradient of 40K
between object and environment.

Bi =
l∗ (hrad + hconv., 1atm)

λ‖
= 0.01 << 1 (30)

The thermal conductivity determines the thermal resistance between nodes of the same ma-
terial. The different material layers are thermally connected with a high contact conductance
following the experimental results by Graebner and Azar (1997), which state that the ther-
mal resistance between PCB layers is negligible. Moreover, the thermal conductivity of FR4

dominates the thermal resistance in the out-of-plane direction, which makes this contact con-
ductance uncritical for the thermal behavior.

hcontact = 105W/m2K (31)

Several test boards in chapter 6 employ thermal VIAs. The thermal VIAs provide a conductive
link between the continuous copper planes. The modelling approach describes the VIAs as a
thermal resistance between two thermal nodes. The thermal resistance considers out-of-plane
heat transfer only because in-plane heat spreading to the adjacent FR4 material is assumed
negligible due to the low thermal conductivity of FR4.

The single-layer test boards include a copper trace for power supply to the resistor. The
copper trace provides a conductive heat path and, therefore, requires consideration in the
model. The modelling approach describes the trace by a copper shell that is embedded in the
FR4 plane, see figure 52b. The copper traces connects with the FR4 layers by a fused contact

zone. This setting defines that the contact area is free from resistances.
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Figure 52: Numerical modelling approach to describe the test boards. (a) Multi-node network to describe
the multi-layer board. (b) Modelling approach for a the single layer copper tracing with the
continuous copper plane on the opposite side of the heat source. A shell element represents
the copper trace, which is connected with FR4 plane using a fused contact.

7.2 resistor model

The modelling approach describes the resistor as a non-geometrical thermal node, see model
in figure 52b. The resistance between node and board follows the thermal resistance value in
the data sheet of the 1206 resistor, i.e., Rjunction−2−board = 20K/W (Vishay, 2010). Two paral-
lel resistances describes the radiative and convective heat transfer from the resistors surface
respectively. The analysis assumes that the resistor footprint corresponds to the effective area
for the heat transfer. A constant heat load applies to the resistor node simulating the electrical
power dissipation.

The test cases include boards with multiple resistors next to each other. The modelling
approach describes the resistors by individual nodes next to each other, see schematic in figur
53.
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Tamb
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Rpower supply wire

Figure 53: Modelling approach for the resistors using non-geometrical thermal nodes an equivalent ther-
mal resistances to describe the heat transfer to the board and environment.

7.3 heat exchange with the environment

Each surface node, Tij, includes two resistances that connect the surface node with a boundary
node, as illustrated for the resistor nodes in figure 53. The boundary node maintains a constant
temperature corresponding to the temperature of the test chamber during the experiment. The
next subsections explain the definition of the convective and radiative heat transfer coefficients.
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Two parallel resistances describe the convective and radiative heat exchange between the top
and bottom surface with the environment. The parallel resistances connect each node with a
boundary node, which maintains a constant temperature corresponding to the ambient tem-
perature of each experiment. The local convective heat transfer coefficient hconv is determined
by taking each node’s temperature and interpolate the heat transfer coefficient from the ex-
perimentally determined graph in figure 29b. The radiative heat transfer coefficient assumes
radiation into a large cavity, see further discussion below. The radiative heat transfer coeffi-
cient uses the thermal IR camera to determine the emissivity of the test item, see experimental
setup in figure 55a.

7.3.1 Convective heat transfer

Each surface node connects with the boundary node through a convective resistance. The
convective resistance depends on the local heat transfer coefficient hconv

(
Tij, p

)
. The modelling

approach uses the experimentally derived graphs for the convective heat transfer of a vertical
flat plate at various pressures. The ESATAN model employs the CNDFN1 function to interpolate
the local heat transfer coefficient from the film temperature between th surface and boundary
node.

7.3.2 Radiative heat transfer

Each surface node connects to the boundary node with a radiative resistance. The computation
of the radiative resistance includes the emissivity and the radiative exchange factor between
the board and the test chamber. This section describes the assumptions concerning these
parameters.

Emissivity calibration of the test boards

The emissivities of the resistor and test board surface are unknown. The thermal IR camera
enables to determine the surface emissivity through calibration either by comparison with a
source of known emissivity or two-point emissivity calibration as described in chapter 3 for
the ArduinoUNO case study, see equation 7.

The IR camera enables to determine the emissivity of the resistor and the test board. The
determination of the emissivity is both possible through comparison of the IR signal with a
surface of known emissivity and emissivity calibration as introduced in chapter 3.

The image in figure 54a shows the application of electrical tape to the resistor and board.
The IR image shows an absence of temperature gradients between resistor junction, board, and
electrical tape. The lack of temperature gradients implies that the emissivity of the resistor
junction and board is similar to the electrical tape, i.e., around ε = 0.95 (FLIR, 2015).

(a) (b)

Figure 54: Emissivity calibration of the test boards (a) using electrical tape. (b) Resulting IR image shows
absence of temperature gradients between the resistor junction material and the tape, as well
as an absence of temperature gradients between the PCB material and the electrical tape.
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The image in figure 55a illustrates a second test set-up to determine the emissivity more
precisely through a two-point calibration. The set-up includes a heater foil to heat the test
board uniformly. Moreover, the test set-up compares one test board with a copper layer on
top and one with an FR layer on top. Thermocouples on the top of the surface provide an
absolute temperature measurement for calibration.

The IR image of the heated boards shows a uniform temperature distribution on each board,
see figure 55. The absence of temperature gradients indicates a uniform emissivity for each
board. Moreover, the emissivity of the resistor junction is equal to the board, whereas the sol-
der presents low emissivity, see dark spots in the center of the board. The IR image illustrates
that the polyimide foil is transparent to IR radiation.

The IR images show that the temperature between the two boards differs. The thermocouple
measurement confirms a difference in temperature between the left ( 68.4◦C) and right test
board (71.8◦C). Stronger mechanical contact between the right test board and the heater foil
might explain the temperature difference between the two boards.

Heater foil Kapton foil

Test items

(a) (b)

Figure 55: Emissivity calibration of the test boards. (a) Measurement set-up as seen from the IR camera.
The test set-up uses a heater foil to heat the test boards uniformly. (b) IR image of the test
boards in a heated state.

Table 33 shows the emissivities that result from the two-point calibration described by equa-
tion 7 using three reference points on the board and averaging their emissivity. The cali-
bration shows that the emissivity of board and resistor is high. Moreover, the calibration
shows that the emissivity of the test board remains almost constant over a temperature range
from 50 − 70◦C, see emissivity graph in figure 56b. Svasta et al. (2004) report a negligible
temperature-dependency of PCB emissivities over a temperature range from 50− 200◦C. This
study, therefore, assumes that the emissivity is a temperature-independent parameter.

Table 33: Emissivity calibration of the test boards, actual surface temperature in the images measured
with thermocouples.

Board VI Board III Kapton tape

Emissivity ε [−] 0.982 0.977 0.989
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Figure 56: Emissivity calibration of the test boards. (a) IR temperature measurement of the relative
temperature increase to the ambient reference state. (b) Emissivity values deriving from
applying equation 7 using the thermocouple measurements.

Radiative heat exchange with the chamber walls

The radiative resistance depends on the heat exchange factor B12 between the test item and the
surroundings. The thermal simulation model assumes a radiative exchange factor of B12 = 1
considering the flat shape of the test boards (F11 = 0) and their small size compared to the
Vacuumterm VT6130 test chamber.

The radiative heat exchange factor simplifies for small objects in large cavities, see below.
The graph in figure 57 shows the relative error in the radiative heat transfer coefficient that
results from the simplification as a function of the exposed surface area of geometries relevant
to PocketQube testing. The shows that that relative error in the radiative heat coefficient is
small.

B12 =
1

1
ε1
+ 1

F1,2
+ ε2−1

ε2

A1
A2

≈ ε1F1,2 A1/A2 ≈ 0 (32)
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Figure 57: Relative error in the radiative heat transfer coefficient due to neglecting multiple reflections
with the aluminum walls of the VT6130 test chamber.
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7.4 verification of the numerical solver
The conceptual analysis in section 6.3 uses the ESATAN software as a nodal network solver.
The detailed thermal model employs the same numerical solver to compute the nodal tempera-
tures. The comparison of the numerical solver with an analytical solution verifies the ESATAN
solver operates correctly.

A simplification of the three-node model in figure 47a yields an analytical expression for
the nodal temperatures. The nodal network in figure 58a neglects the radiative and convective
heat transfer from the resistor node, which yields the heat transfer equations33 and 34. The
alignment between the analytical and numerical solution in figure 58b demonstrates that the
solver operates correctly.

Q̇in = hconv (Tmean, p) A (Tboard,sink − Tamb) + εA ∗ σ
(

T4
board,sink − T4

amb

)
(33)

Q̇in =
1

1/Cres + 1/Cboard
(Tres − Tboard,sink) (34)
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Figure 58: Verification of the ESATAN solver. (a) Simplified thermal resistance network using lumped
three-node model. (b) Comparison between the ESATAN solver and the analytical calculation.



8 EXPER IMENTAL TEST CAMPA IGNS

This chapter presents the test results of the experimental test campaign by, first, describing
the experimental set-up and, then, detailing the results concerning each test objective. The
vacuum experiments show recurring issues because of an incorrect measurement set-up. The
corresponding sections, therefore, focus also on explaining the root-cause for the insufficien-
cies in the measurement set-up.

8.1 experimental test set-up

The test campaign uses both the IR camera and the thermocouples to measure the temperature
of the test items. The images in figure 59a and 59b illustrate the experimental test set-up
for both measurement techniques. The thermocouples facilitate both ambient and vacuum
measurements, whereas the IR camera in the cleanroom is currently limited to use at ambient
conditions.

A difference between the test set-ups is that the test chamber provides an enclosed environ-
ment, which might limit the effect of natural convection. However, the experimental results
demonstrate that the test chamber provides a sufficiently large reservoir, such that both set-ups
yield the same measurement at ambient conditions.

Both experimental set-ups employ fluorocarbon mono-filament fibers to suspend the test
board. The fibers introduce a negligible conductive heat path, which simplifies thermal mod-
elling of the test set-up. Moreover, the fibers provide flexibility in positioning the test item in
the center of the chamber.

The image in figure 60 illustrates the measurement locations for each test. The number of
thermocouple ports in the test chamber limits the number of temperature acquisition tech-
niques. The lines on the PCB drawing facilitate the correct placement of thermocouples and
temperature sampling points for the IR camera.

Test item

Power supply
cable

Thermocouple DAQ

Thermocouples

Suspension lines

Ambient temperature
measurement

(a)

Support frame

Test item
Support wires

Power supply

IR camera

Thermocouple

(b)

Figure 59: Test set-ups in fulfillment of the two test objectives. (a) Test item hanging in the the Heraeus
VT6130 thermal-vacuum oven. (b) Test item stand-off for IR imaging.
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Board Y8mm 

Heat source /
resistor Board X4mm 

x

y

Figure 60: Temperature measurement locations. The orientation lines on the test boards facilitate locat-
ing the thermocouple measurement junction correctly.

8.2 data extraction and presentation

The schematic in figure 61 illustrates how the next sections present the experimental data. The
temperature measurements at ambient and vacuum conditions provide temperature plots, as
shown on the left side of the schematic. Follow on analysis and data presentation presents the
information using the temperature increase both at ambient, ∆TAmb, and vacuum, ∆Tvac, as a
function of the power input to the test board. The temperature increase accounts for difference
in the environmental temperature among experiments.
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Figure 61: Illustration on how this chapter presents the measurement data in a single comparison plot.
The resulting diagram corrects each measurement for the ambient temperature during each
measurement.

8.3 test acceptance criteria

The establishment of acceptance criteria provides a means to check whether test data are ade-
quate for further analysis. The establishment of acceptance criteria prevents concluding form
test data that are flawed by an incorrect test set-up or human errors in the test procedure.
This study uses the following acceptance criteria (a) - (c). Experiments that fail to meet the
acceptance criteria build a starting point for further investigation. The examination is neces-
sary to answer whether the non-compliance results from an incorrect measurements set-up or
describes the actual physical behavior, which indicates a flaw in the reasoning on the expected
behavior.
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(a) The equipment and test set-up is free from visible defects before and after the experi-
ment.

(b) The temperature measurement achieves stabilization, defined by a rate of change in the
moving mean below 0.1◦C/30min.

(c) The measurement results are free from contradictions to the physical behavior described
by the three-node thermal resistance model, see figure 47a.

8.3.1 Steady-state temperature stabilization

This study investigates the steady-state temperature increase to four power inputs. The consid-
eration of steady-state conditions is appropriate for two reasons. The mass of PocketQube elec-
tronic subsystem components is low, which implies that steady-state conditions occur faster
than for traditional spacecraft components. Moreover, thermal analysis by Avila de Luis (2018)
indicates that PocketQube subsystem boards reach steady-state conditions during the sunlit
part of a Low Earth Orbit.

Achieving actual steady-state in temperature requires extended test periods because both
radiative and convective heat transfer scale with the temperature differences between the ob-
ject and environment. The scaling implies that the temperature of an object approaches the
steady-state conditions asymptotically, see the temperature graph in figure 62b of a conceptual,
single-node model.
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Figure 62: Transient analysis of a single-node model of a four-layer PCB. (a) Equivalent thermal resis-
tance network. (b) Transient temperature response to constant heat input.

The temperature stabilization criterion defines the acceptable temperature rate of change
at which a measurement point is considered to be in approximate steady-state. Stabilization
criteria in traditional thermal test standards define temperature stabilization when the temper-
ature rate of change remains below 0.1− 0.3◦C/hr over several hours of testing(Welch, 2016).
The low mass and thermal response time of PocketQube subsystems motivates adapting the
stabilization criterion.

This study considers components in steady-state if the temperature rate of change in the
moving average remains below 0.1◦C/30min. The plots in figure 63a show the temperature
response of a four-layer board to the four power inputs described in table 29. The close-up
of the first measurement point in figure 63b illustrates the noise in the measurement signal,
which justifies considering a moving average to check to define the steady-stat criterion.
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Figure 63: Steady-state temperature criterion. (a) Temperature measurement profile for the heat inputs
shown in table 29. The green, vertical lines indicate the time when the temperature stabi-
lization criterion is satisfied for the resistor measurement. (b) Close-up of the temperature
response to the first power input in (a). The graph shows the measurement signal and the
moving mean, which is used to determine temperature stabilization.

8.4 primary test objective - results
The primary test objective aims at describing the relative temperature increase between am-
bient and vacuum conditions considering representative PocketQube subsystem boards. The
experimental test campaign fails to meet the objective due to erroneous experiment design.
This section describes why the application of thermocouples with polyimide foils is unreliable
for this test set-up. Moreover, the section describes the approach to identify the design insuf-
ficiency. Ultimately, the section provides a solution to repeat the experimental test campaign.

8.4.1 Thermocouple application technique

The test set-up uses thermocouples to measure temperatures. Thermocouple are contact sen-
sors and rely on surface contact between the measurement location and the thermocouple
junction. A popular application techniques is to tape the thermocouple using polyimide foil.
The application with polyimide foil facilitates reusing the thermocouples for multiple test
campaigns. Moreover, removable application is also beneficial for subsystem boards that are
subject to verification in multiple domains, e.g., mechanical and thermal testing.

The schematic in figure 64a illustrates two ways to apply the thermocouple to the resistor.
The comparison between the two techniques in figure 64b demonstrates their equivalence
concerning measurement accuracy. The longitudinal application is simpler to apply and is,
therefore, the preferred application technique.
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Figure 64: Removable thermocouple technique. (a) Schematic of different techniques to apply a thermo-
couple (green) to a resistor (grey). The triangle illustrates the polyimide (orange) foil applied
on top to ensure contact pressure between thermocouple and heat source. (b) Temperature
response using both techniques.

8.4.2 First test campaign

Table 34 provides an overview of the testing during the first test campaign. The table lists the
anomalies in the experimental test campaign. The anomalies motivate further investigation on
the root cause, instead of continuing the test campaign for the remaining test cases.

Table 34: Overview on the results of the first test campaign employing thermocouples to measure the
temperature in ambient and vacuum conditions. The symbol (3) indicates compliance with
all acceptance criteria. Non-compliance is indicated by the identifier of the corresponding
criterion.

Date Description Acceptance Description / Anomaly

20.09 Case II (50◦C - vac.) (a) Thermocouple falling of test item, see figure
65a.

21.09 Case II (50◦C - amb. and
vac.)

(c) Ambient measurement shows higher temper-
ature increase than vacuum measurement,
see figures 82a and 82b.

24.09 Case II (amb. and vac.) (c) Ambient measurement shows higher temper-
ature increase than vacuum measurement.

24.09 Case VI (amb.) (b) Deviation from the steady-state behavior visi-
ble in measurement plot at last measurement
point 750mW.

26.09 Case VI (vac.) (c) Ambient measurement shows higher temper-
ature increase than vacuum measurement.

26.09 Case VIII (amb.) (b) Deviation from the steady-state behavior vis-
ible in measurement plot, see figure 66a .

27.09 Case VIII (vac.) (b,c) Deviation from the steady-state behavior vis-
ible in measurement plot, see figure 66b.

27.09 Case I (amb.) 3 Successful test, see figure 80a.

The first experiment fails to meet the criteria due to visible damage in the experiment set-up,
see the image in figure 65a. The measurement plot in figure 65b illustrates that the thermo-
couples detach from the test item. The graph shows first anomalies small anomalies in the
temperature profile followed by rapid decreases in the measurement temperature signal. The
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first anomalies, i.e., signal diverging from expected steady-state behavior, indicate a loss in con-
tact pressure, which, ultimately, leads to the detachment of the thermocouples. The anomalies
in graph 65b provide insights that help to identify contact loss in follow-up tests. The sub-
sequent tests employ a different polyimide foil, which provides better adhesion and prevents
thermocouples from falling off the test item.

(a)

Thermocouple
lifting 

Thermocouple
falling off item 

(b)

Figure 65: Thermocouple detachment during first test. (a) Visible defects in the experiment set-up after
the test. (b) Thermocouple detachment visible in the temperature measurement plot.

Table 34 describes that the follow-up tests show visible anomalies in temperature plots. The
measurement graphs of the test board VIII in figure 66a and 66b provide an example of the
observed anomalies.

The ambient measurement profile in figure 66a shows a decreasing temperature at the final
measurement point of 750mW power input. The continuous decrease in the measured tem-
perature indicates a continuous decrease in contact pressure. Therefore, the last measurement
point is unusable for further analysis, whereas the previous measurement points provide use-
ful data. However, the vacuum measurement on the next day shows a lower temperature
increase than at ambient conditions, see 66b. The lower temperature increase is unexpected
considering the previous thermal resistance network, see figure 47a. Controversially, the mea-
surement plot shows a temperature increase at the final measurement point. The temperature
signal can only become large if the contact pressure increases because the resistor is the only
heat source. However, the increase in contact pressure implies that the previous measurements
are erroneous despite the absence of visible anomalies in the steady-state temperature profile.
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Figure 66: Thermocouple measurement plot of case VIII during the first test campaign. (a) Ambient and
(b) vacuum measurement.
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Similar anomalies occur in the measurement of the best board II and VI. In preparation of
the experiment on test board I, it was was noticed that the blank thermocouple wires of the
resistor thermocouple were almost touching. The manual application of the thermocouples
with applying pressure might have caused the thermocouples to touch and create an addi-
tional junction. The hypothesis is that an additional junction measures a different temperature
than the assigned location explaining the lower temperature of the vacuum measurements,
like for the ArduinoUNO case study in figure 18a. As a consequence, the experiment of
the board I applies an untwisted thermocouple and a larger piece of polyimide foil to ensure
proper surface contact, see right image in figure 67. The compliance of the experiment with the
acceptance criteria motivates to investigate the root cause of the observed anomalies further.

Location of nominal
thermocouple junction.

Hypothesis 
Additional thermocouple

junction due to touching of
thermocouple wires.

(a)

Untwisting of
thermocouple wires.

(b)

Figure 67: Potential error in the thermocouple application during the first test campaign. (a) Touching
of the thermocouple wires potentially creates an additional thermocouple junction without
direct contact to the heat source (Test board VI on 26.09). (b) Untwisting of the thermocouple
wires during subsequent test results in successful measurement (Test board I on 27.09).

8.4.3 Second test campaign - Failure investigation

The previous test campaign shows two primary anomalies. The first are the visible deviations
in the temperature plots from the steady-state temperature equilibrium. The second are the
recurring issues that the ambient pressure measurements show higher temperature increases
than the vacuum measurements. This section describes the approach to investigate the mea-
surement issues further, see the following bullet point list for the steps taken.

• Re-testing of the first test campaign to check if the anomalies persist.

• Comparison with the ESATAN numerical simulation model.

• Validation against thermal IR measurements.

• Investigation of the conductive heat loss through the thermocouples wires.

• Validation against measurements using thermal epoxy to apply the thermocouples.

The investigation shows that loss in contact pressure between the thermocouple and the heat
source is the reason for the observed anomalies. This conclusion disproves the hypothesis of
the previous section that an additional thermocouple explains the issues.

Re-testing of the analysis cases in the first test campaign

Re-testing enables to check whether anomalies persist. The recurrence of anomalies indicates
systematic errors in the experimental set-up.

Table 35 summarizes the results of the second test campaign, which repeats several exper-
iments of the first campaign. The first two experiments, case VI and VIII, comply with the
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acceptance criteria. The successful experiments motivate to continue the re-testing for the re-
maining test boards. However, the experiments of board I and II show the same anomalies like
in the first test campaign, i.e., visible deviations in the measurement plot from the steady-state
behavior and ambient experiments showing higher temperature increases than vacuum tests.
The inconsistency in the anomalies indicates an error in the measurement set-up.

Table 35: Overview of the results of the second test campaign as a follow-up of the first test campaign
described in table 34. The symbol (3) indicates compliance with all acceptance criteria. Non-
compliance is indicated by the identifier of the corresponding criterion.

Date Description Acceptance Description / Anomaly

08.10 Case VI (vac. and amb.) 3 Successful test, see figures 83a and 83b.

09.10 Case VIII (vac. and amb.) 3 Successful test, see figures 84a and 84b.

10.10 Case II (vac. and amb.) (c) Ambient measurement shows higher temperature
increase than vacuum measurement, see figures 81a
and 81b.

11.10 Case I (vac.) (b) Deviation from the steady-state behavior visible in
measurement plot, see figure 80b.

12.10 Case I (vac. and amb.) (b) Deviation from the steady-state behavior visible in
measurement plot, see figure 80b.

16.10 Case I (vac.) (b) Deviation from the steady-state behavior visible in
measurement plot, see figure 80b.

Comparison with the numerical simulation model

The measurements of the test cases VI and VIII show alignment with the numerical simulation
results, see graphs in the figures 68a and 69a. The relative error between simulation model
and experiment remains below 30% in both cases.

The low relative error provides confidence that the simulation model predicts the experimen-
tal behavior correctly. On the other hand, the alignment leaves ambiguity about the question
if the experimental set-up is flawless.
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Figure 68: Comparison of the ESATAN simulation model with the thermocouple measurements of the
board VI. (a) Comparison temperature measurement at ambient and low-pressure. (b) Rela-
tive temperature error between simulation and experiment.
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Figure 69: Comparison of the ESATAN simulation model with the thermocouple measurements of the
board VIII. (a) Comparison temperature measurement at ambient and low-pressure. (b) Rela-
tive temperature error between simulation and experiment.

Validation against thermal IR measurements

The application of a different measurement technique enables to validate the experimental set-
up. The comparison of thermal IR measurement with thermocouple read out demonstrates a
systematic error in the thermocouple measurements.

The graph in figure 70a compares the temperature profile when measuring a test board with
thermocouples and the IR camera. Both measurement plots align for the first, three heat input
but deviate for the last measurement point. The decrease in the measurement graph of the
thermocouple confirms that loss of contact pressure is the reason for the visible deviations in
the temperature plots.

Moreover, the comparison shows that the measured equilibrium temperature of the two
techniques deviates. The temperature difference between the thermocouple and IR data scales
with the power inputs. Further investigation on the apparent anomalies of test board I, show
the effect more prominently, see the deviation between the ambient measurements indicated
through the horizontal lines in figure 70b.

Thermocouple
contact loss

Error between IR and
thermocouple data 

(a) (b)

Figure 70: Thermocouple contact loss visible in temperature plot. (a) Ambient measurement of the Case
VI during the first test campaign. (b) Comparison of the vacuum temperature plots of the
board I with the ambient measurements. The temperature equilibrium at ambient pressure is
indicated by the horizontal lines, which describe both the thermocouple (green) and thermal
IR measurement (purple).
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The graphs in figure 71a to 71d show the difference between thermocouple and IR measure-
ment for four test boards. The presence of temperature errors in three out of four measure-
ments confirms a systematic error between the two techniques. Moreover, the graphs indicate
that the temperature error scales linearly with temperature.

The performance characterization in chapter 3 highlights the challenges with thermal IR
imaging and particularly the emissivity. Incorrect emissivity settings yield measurement er-
rors that scale in temperature, see the emissivity error of the ArduinoUNO board in figure 12b.
The calibration of the test board determines the emissivity at a resistor temperature around
70◦C, see figure 56b, which corresponds to the third temperature equilibrium point in figure
70b. The calibration implies that the error between IR camera and thermocouple should scale
as the measurement temperature moves away from the calibration point. However, the graph
shows the opposite behavior, which confirms that incorrect emissivity settings are insufficient
to explain the observed behavior.
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Figure 71: Comparison thermocouple and IR measurements at ambient pressure conditions. (a) Case I.
(b) Case II. (c) Case VI. (d) Case VIII.

Heat loss through the thermocouple wires

The difference between thermocouple and thermal IR measurement scales with temperature.
The scaling of the temperature error indicates that conductive heat loss through the thermo-
couple wires may cause the difference between the two measurement techniques.

A comparison of the IR images of the test board with and without thermocouple shows
that the application of a taped thermocouple smears out the sharp temperature gradients that
are visible in the IR image of the blank test board, see the camera images in figure 72a and
72b. The smearing occurs evenly over the resistor without a clearly distinguishable heat flow
through the thermocouple wires.
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An estimation of the heat loss through the thermocouples using the IR measurement shows
that the heat loss through the thermocouple wires is negligible. The application of a thermo-
couple with adhesive confirms this conclusion, see next sections.

Q̇loss =
λCr AAWG 32

l
∆T =

λCr AAWG 32

8.6mm
10K = 2mW Q̇supplied = 400mW (35)

Thermocouple Thermocouple
taped on resistor

(a)

Kapton foilThermocouple

(b)

Figure 72: IR image of a test board (a) with and (b) without a thermocouple taped to the resistor.

Validation against different thermocouple application technique

The comparison of IR and thermocouple measurements shows that loss in contact pressure is
responsible for the visible deviations of the thermocouple read-out from the equilibrium tem-
peratures. However, what is missing is a proof that loss in contact pressure is also responsible
for the anomalies of the vacuum measurements, which yield a lower temperature increase than
experiments at ambient pressure. The application of thermally conductive adhesive ensures
contact between thermocouple and resistor regardless of the pressure condition.

The modified application technique yields alignment between the thermocouple and IR
measurements, see figure 73b and 73c. Moreover, the gluing of the thermocouples removes
the previously observed anomaly of ambient temperature increases being higher than the
vacuum measurement. The results of the glued thermocouples prove the hypothesis that
the non-compliance with the acceptance criterion (c) is due to an erroneous measurement
technique.

The alignment between IR and glued thermocouple measurement confirms, moreover, that
the heat conduction through the thermocouple wires is negligible. The differences between IR
and thermocouple measurements would persist if the thermocouple wires were providing a
significant heat leakage. The alignment, furthermore, validates that thermal IR imaging pro-
vides a reliable measurement technique for the test boards, and thus PocketQube subsystem
boards.

The glued thermocouples show a higher temperature increase than the taped thermocou-
ples, see figure 73d. The difference between the measurement techniques makes the previous
ESATAN validation obsolete, see further discussion on the model validation below. The align-
ment of the taped thermocouple measurement with the ESATAN simulation model highlights,
first, that an insufficient contact pressure between thermocouple and heat source can remain
unnoticed in the measurement plot and, second, that the comparison of an invalidated simu-
lation model with an invalidated measurement technique can lead to false conclusions.
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Figure 73: Comparison thermocouple application techniques (a) Application of thermocouple to heat
source using thermally conductive adhesive. Comparison of temperature acquisition tech-
niques: (b) Case I ambient pressure. (c) Case VI ambient and (d) vacuum pressure.

Thermocouple contact loss - Discussion of the measurement error root cause

The gluing of the thermocouples provides the final evidence that contact loss is responsible for
the observed measurement anomalies. This section discusses why thermo-mechanical effects
present the most likely explanation for the contact loss and the scaling of the temperature
error.

The thermocouples application techniques builds on adhesive polyimide tape. A potential
explanation for the contact loss is that the adhesive strength of the tape decreases continuously
over the measurement period. The measurement plot in figure 70a shows that the thermocou-
ple measurement is stable in time and that deviations from the IR measurement occur with
changes in temperature instead of time.

Differential thermal expansion between the polyimide foil, resistor and thermocouples pro-
vides an explanation for the measurement error. The coefficient of thermal expansion de-
scribes how much a material expands or contracts in response to temperature changes. Table
36 compares the expansion coefficient for the materials relevant to the measurement set-up.
The polyimide foil shows the largest coefficient of thermal expansion, which means that tape
expands relative to the other components. The relative expansion of the tape reduces the con-
tact pressure between thermocouple and resistor. The decrease in contact pressure results in
the measurement difference compared to the contactless IR imaging. The differential thermal
expansion, moreover, explains why signs of contact loss through visual inspection after the
testing.
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Table 36: Overview of the coefficient of thermal expansion for various materials employed in the mea-
surement set-up. The abbreviation CTE refers to coefficient of thermal expansion.

Component Material CTE [10−6/K] Reference

Adhesive tape Polyimide 30-70 (Jeon et al., 2018; Song et al., 2014)
SMD resistor (body) Ceramic 6 (Lau et al., 1987; Suhling et al., 1994)

PCB Copper 17 (Jeon et al., 2018)
PCB FR4 15 (Lau et al., 1987)

Thermocouple Chromel 13 (Omega Engineering, 2005)
Thermocouple Alumel 12 (Omega Engineering, 2005)

8.4.4 Measurement error correction

The differential thermo-mechanical expansion provides an explanation why for the systematic
measurement error of the taped thermocouples. The systematicality motivates characterizing
the error to correct the taped thermocouple measurements.

The scatter plot in figure 74a shows the error between taped thermocouple and the two
alternative measurement techniques. The plot compares the ambient measurements with the
IR read out and the vacuum measurement with the glued thermocouple read-outs considering
the high fidelity of both techniques. The graph in figure 74b shows a linear curve fit through
the measurement with largest temperature error in figure 74a. The curve fit describes the
maximum error due to the loss of contact in the taped thermocouple measurements.
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Figure 74: Thermocouple measurement error using taped thermocouple. (a) Error in between thermo-
couple measurement techniques. (b) Correction using the largest thermocouple error during
the vacuum measurement of Case VI. Fitting a correction graph through the measurement.

The error graph enables to correct the taped thermocouple measurements of the board VIII.
The measurement points in figure 74b show the ambient and vacuum temperature increase of
three test boards. The measurement points provide a starting point for the implementation of
the thermal screening method, see application to the Delfi-PQ case study in the next section.

The measurement points indicate a linear behavior between ambient and vacuum tempera-
ture increase. The linear behavior is reasonable considering that the convective and radiative
heat transfer are linearizable with respect to the temperature difference between object and
environment, see discussion on equation 27.
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Figure 75: Overview of the vacuum temperature increase measured with the glued thermocouple (Case
I and VI) and the corrected measurement graph VIII.

8.4.5 Application of thermal screening method to Delfi-PQ case study

The test board VIII severs as a reference case for the power amplifier on the Delfi-PQ commu-
nication board, both in terms of board layout and component size, see discussion in chapter
6. The operation of the power amplifier constitutes a critical scenario concerning hotspot over-
heating. Therefore, the test board provide a case study to demonstrate the application of the
thermal screening method.

Table 37 details the steps to estimate the worst-case flight temperature of the hotspot. The
analysis shows that the maximum temperature remains below the operational temperature
limit of 85◦C (RFMD, 2018) . The step (3) illustrates that the vacuum temperature increase in-
cludes the estimation of the taped thermocouple error and the additional temperature increase
due to the vacuum quality of the available test facility.

Table 37: Application of the thermal screening methodology to Delfi-PQ power amplifier, the most crit-
ical component concerning overheating. The symbol (3) indicates compliance with the opera-
tional temperature limit according to the thermal screening method.

Step Description Parameter Temperature [◦C]

(1) Maximum board temperature predicted with
satellite simulation model (Avila de Luis, 2018)

Tmax,board 42

(2) Ambient temperature increase (Pdis = 0.5W) ∆Top + 21.4

(3) Vacuum temperature increase (measured) ∆Tamb→21Pa + 4.8
Thermocouple vacuum error ∆TTC err + 5.2
Vacuum quality test facility (simulated) ∆T21Pa→0Pa + 2.3

(4) Thermal model uncertainty margin ∆Tuncertainty + 8

(5) Total temperature of the component Ttotal = 83.7

Margin to hardware temperature limit Tmargin 1.3 > 0 (3)
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8.5 secondary test objective (a) - result
The secondary test objective (a) aims at determining the effectiveness of board-level design
solutions in reducing the temperature of a thermal hotspot. The thermal resistance analysis
in chapter 5 identifies PCB layout characteristics and describes their impact on the conductive
heat sinking from a hotspot through a subsystem board. The experimental campaign compares
the layout parameters by measuring the hotspot temperature using the IR camera at ambient
conditions, see image of the test set-up in figure 59b.

Table 38 shows the decrease in the hotspot temperature with each of the design measures.
The design parameters range from the worst (I) to the best-case (VII) in terms of thermal con-
ductivity through the board. The table shows that locating a thermal hotspot on a continuous
copper plane is the most effective way to reduce its temperature. The comparison highlights
that the application of the six thermal VIAs in the worst-case board layout is as effective as
placing a component on a continuous copper plane. The results, therefore, confirm the quali-
tative outcome of the thermal resistance analysis in chapter 5.

The graph in figure 76a shows the experimental results for the various power inputs. The
analysis uses the equivalent board conductance to quantify the impact of the design parame-
ters in the conduction through a board, see chapter 5 for an explanation of modeling approach.
The equivalent board conductance builds is an input to the conceptual three-node model used
to predict the experimental behavior in chapter 6, see network schematic in figure 47a. The
graph in figure 76b compares the results of conceptual analysis with the experiments. The
comparison with the fitted curve in figure 76a shows that modelling approach follows the
same trend as the experimental results. However, the model deviates significantly from the ex-
perimental results at low conductances, particularly the lower three conductances. The three
low conductances describe the test boards with a copper trace on top and the continuous
copper plane on the opposite side of the hotspot, see board layout in figure 46. The misalign-
ment leads to the conclusion that the equivalent board conductance analogy is insufficient for
describing the thermal behavior. However, the conceptual model describes the experimental
behavior of the remaining boards with a temperature error below ±5K for power inputs of
125 and 250mW. The low temperature error shows that the equivalent board conductance is
appropriate for describing boards with a resistor on a continuous copper plane.

Table 38: Overview of the hotspot temperature decreases with each of the board-level design parameters
for a 500mW heat input to the resistor. The board conductance CBoard refers to the results of the
thermal resistance analysis in chapter 5. The third column contains the measured temperatures,
whereas the fourth column shows results of power fit through the experimental results, see
figure 76a.

Test ID Description CBoard 10−3[W/K] Temp. decrease
500mW (exp.)
[K]

Temp. decrease
500mW (fit) [K]

I GND on back 2.6 - -
III 2x VIA below 8.3 −11.9 −14
IV 2x VIA below & 4x adjacent 13.0 −9.0 −4.7
II GND on top 19.2 −0.1 −3.8
V Four-layer PCB 22.2 −5.8 −1.4
VI 2x VIA below 43.2 −0.1 −5.9
VII 2x VIA below & 4x adjacent 56.0 −6.5 −2.1
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Figure 76: Experimental IR measurements for the secondary test objective. (a) Resistor temperature
increase as a function of the board-level thermal conductivity. (b) Comparison of the ex-
perimental results with the analytical prediction following the three-node thermal resistance
model in figure 47a.

8.6 secondary test objective (b) - results
The secondary objective (B) aims at validating the thermal models of the test boards, see chap-
ter 7 for a description of the modelling approach. The hypothesis is that a two-point validation
of the simulation model at ambient (105Pa) and fine vacuum (21Pa) conditions provides confi-
dence in using use the simulation model to determine the temperature increase between fine
and ideal (0Pa) vacuum. The temperature increase accounts for the vacuum quality of the
test facility used for this study. Quantification of the error enables to correct the diagram in
figure 75. The temperature increase equals the error of performing thermal-vacuum testing
at moderate pressure levels compared to the recommended threshold in environmental test
standards (ECSS, 2016). Moreover, quantification of the temperature error provides a baseline
to choose the appropriate pressure level for thermal-vacuum testing of PocketQubes.

The model validation requires a criterion to judge if simulation and experiment align suffi-
ciently. The following threshold derives from the literature (Gilmore, 2002; Welch, 2016) and
thermal balance testing for nanosatellites (Mason et al., 2017; Kang and Oh, 2016).

The numerical simulation model is validated if the temperature error between numerical simulation
and experiment remains below ±3K for all measurement points.

8.6.1 Validation ambient pressure measurement

The validation of the numerical model against the experiments at ambient (105Pa) pressure
uses the measurements by the IR camera because it provides reliable results. Table 39 sum-
marizes which model satisfies the validation criterion considering the three measurement lo-
cations, introduced in figure 60.

The validation shows that the simulation model of the boards with a single resistor mounted
on a continuous copper plane ( board II to VI ) , i.e., board II to VI, align with the experiments.
However, the simulation model deviates significantly from the experiment for a copper trace
and FR4 layer on top ( board I).
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Table 39: Validation of the ESATAN numerical simulation results against the ambient measurement re-
sults provided by the thermal IR camera. The (3) symbolizes compliance with the validation
criterion, whereas the (7) marks non-compliance. The magnitude of the error between simula-
tion and experiment is shown in the appendix, see figure 86a to 86e.

Test ID Validation - Validation - Validation -
Resistor Board X4mm Board Y8mm

I 7 3 3

II 3 3 3

V 7 3 3

VI 3 3 3

VIII 7 3 3

A comparison between the temperature map by the simulation model and IR camera shows
qualitative alignment of the temperature distribution, see temperature maps in figure 77a
and 77b. However, the measured and predicted temperature increase of the resistor show a
substantial difference. The resistor temperature by the simulation is double the temperature
of the experiment. The qualitative alignment of the board’s temperature distribution indicates
a modelling error in both the conductive resistance between resistor and board and between
the FR4 layer and copper trace, see figure 52b for the modelling schematic of the embedded
trace.

Modelling the trace as a separate shell element with conductive resistances connecting each
trace element with the FR4 layer provides a 15K improvement in reducing the temperature dif-
ference for the 500mW example. However, the temperature difference remains unsatisfactorily
high considering the validation criterion.

8.6.2 Validation vacuum pressure measurement

The validation against the vacuum (21Pa) experiments uses the measurement with the glued
thermocouple and the tape measurements using the graph in figure 74b for correction. Ta-
ble 39 shows which simulation models satisfy the validation criterion for both vacuum and
ambient measurement.

Table 40: Validation of the ESATAN numerical simulation results against the vacuum measurement re-
sults. The annotation (corr.) refers to the measurements with the application of the measure-
ment correction factor. The (3) symbolizes compliance with the validation criterion, whereas
the ( 7) marks non-compliance. The magnitude of the error between simulation and experi-
ment is shown in the appendix, see figure 87a to 87d.

Test ID Resistor Board X4mm Board Y8mm Resistor Board X4mm Board Y8mm
(vac.) (vac.) (vac.) (amb.) (amb.) (amb.)

I 7 7 3 7 3 3

II (corr.) 7 7 7 3 3 3

VI 7 3 7 3 3 3

VIII (corr.) 7 3 3 7 3 3

The vacuum measurements further confirm the modelling errors of the board I. Moreover,
the validation shows that the simulation results of board II and VI align with the experiment at
ambient but not at vacuum conditions. This results implies that either the previous alignment
is coincidental or that the simulation of the vacuum conditions is incorrect. The following sub-
section discusses the validity of several model assumptions and elaborates on their plausibility
for explaining the model deviation.
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Figure 77: Temperature map comparison between numerical simulation and IR measurement for a
power input of 500mW. The numerical temperature maps show only the board’s tempera-
ture distribution considering that the resistor is modelled as a non-gemetrical thermal node,
see modelling schematic in figure 53. The resistor temperature increase is given in the white
annotation boy. (a) ESATAN model case I. (b) IR temperature map case I. (c) ESATAN model
case VI. (d) IR temperature map case VI.

8.6.3 Discussion modelling assumptions

The modelling approach relies on several assumptions. The steady-state heat balance of the
simplified, three-node resistance network highlights which parameters influence the tempera-
ture increase of the resistor, see figure 58a for the network schematic. Table 41 summarizes the
model parameters and their corresponding assumptions. The experiments in vacuum yield
higher temperatures than the measurements at ambient conditions. The discussion, therefore,
focuses on temperature dependencies of the model parameters.

∆T = Tres − Tamb = Q̇in

[
1
1

1/Cres+1/Cboard

+
1

hconv A + 4σAεT3
m

]
(36)

The heat input to the systems, Q̇in, equals to power dissipation over the resistor. The power
dissipation depends on the supply voltage and the electrical resistance. The power supply unit
provides a constant voltage supply, whereas the electrical resistivity changes as a function of
temperature. However, the resistor temperature during the experiments yields a maximum
change of 0.5% in the electrical resistivity (Zandman and Szwarc, 2008), which is too small to
explain the model deviations.

The model of ambient and vacuum measurement are identical apart from the natural con-
vection heat transfer coefficient, hconv, see modelling approach in figure 53. The misalignment
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Table 41: Overview of the parameters and assumptions for the detailed simulation model described in
chapter 7.

Parameter Modelling assumption

Q̇in The power dissipation is a function of the supply voltage, assumed constant in
time, and the electrical resistance, assumed constant in temperature.

hconv The model uses experimentally derived graphs for hconv, see figure 29b .

ε Constant temperature and wavelength, deriving from IR calibration.

Cres Temperature-independent conductive resistance, value taken from datasheet
(Vishay, 2010).

CBoard Temperature-independent thermal conductivity, values taken from (Gilmore,
2002; Graebner and Azar, 1997).

of the vacuum measurements indicates an error in the convection coefficient. The simulation
of radiation only, hconv = 0, still shows a lower temperature than the experiment, see yellow
triangles in figure 29b. This outcome shows that an error in the natural convection heat trans-
fer coefficient misses to explain why the simulation model predicts lower temperatures than
the experiment in vacuum.

The radiative heat transfer depends on the emissivity, which is both wavelength- and temperature-
dependent, ε(T, λ). The emissivity calibration of the test item shows a constant emissivity over
a temperature range of 50− 70◦C, which align with findings in the literature (Svasta et al.,
2004). The constant behavior, therefore, provides an improbable explanation for the deviation
between experiment and simulation, which scales with temperature.

The conductive heat transfer depends on the thermal conductivity of the materials. The
conduction between resistor and board, Cres, as a function of the solder’s thermal conductiv-
ity. And, the conduction through the PCB, Cboard, depends on the thermal conductivity of
copper and FR4, with copper being the dominant parameter for the conductive heat transfer
as the thermal resistance analysis in chapter 5 shows. The literature describes that both the
thermal conductivity of solder (Aksöz et al., 2013) and copper (Sidles and Danielson, 1951)
decrease with temperature. The decrease in thermal conductivity reduces the thermal con-
ductance, which an increase in the temperature gradients, see equation 37. The temperature
dependency of the thermal conductivity, therefore, provide an explanation why the simulation
model predicts lower temperatures than the experiment.

C (T) = (λ (T) A) /l ∆T = Q̇/C (37)

The validation considers three measurement points, on the resistor and two on the board. The
simulation model shows better alignment with the experimental results for the board than for
the resistor. The difference between the measurement points indicates that the temperature-
dependency of the solder’s thermal conductivity is responsible for the unsuccessful validation.
The scatter plots in figure 78b show the error between simulation and experiment as a function
of the resistor conductance. The analysis considers the board VI as a case study because
the simulation shows alignment at ambient but not in vacuum and high-fidelity temperature
measurements are available by the glued thermocouples.



86 experimental test campaigns

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

0

10

20

30

40

50

60

70

80

(a)

1 1.5 2 2.5 3 3.5 4 4.5 5

-20

-10

0

10

20

30

40

50

(b)

Figure 78: Simulation model sensitivity to thermal analysis parameters. (a) Comparison between the
simulation model of the board VI and the experimental results. The yellow triangles indicate
the temperature increase in the complete absence of natural convection phenomena. (b) Error
between simulation model and experiment as a function of the resistor conductance, Cres.

The sensitivity of the resistor temperature to the conductance strengthens the hypothesis
that the temperature dependency of the thermal conductivity explains the unsuccessful val-
idation. Table 42 summarizes the previous discussion indicating which parameter is most
likely to explain the observed behavior.

Table 42: Plausibility of the model parameters in explaining the misalignment between simulation and
experiment at vacuum conditions.

Parameter Plausability Rationale

Cres Most likely The thermal conductivity of solder decreases with temperature.

CBoard Likely The thermal conductivity of copper, the dominant material for
conductive heat transfer in PCBs , decreases with temperature.

hconv Unlikely The simulation of the radiation-only case shows that an incorrect
description of hconv cannot explain the deviations.

ε Unlikely The emissivity is constant over part of the temperature range.

Q̇ Unlikely The temperature dependency of the power dissipation is in-
significant.

The misalignment between simulation and experiment leads to a non-compliance with the
secondary test objective (B). The modelling assumptions on the temperature dependency of
the thermal conductivity explain the deviation between experiment and simulation. However,
an insufficient number of measurements are available to validate that the hypothesis.

The objective of the validation is to obtain a high-fidelity simulation model to quantify the
temperature error due to residual gas at low pressures. The simulation model in figure 78a
shows that the temperature difference between fine (21Pa) and ideal vacuum (0Pa) remains
below 5K in all measurement points, see the difference between red and yellow triangles.
However, validation of the simulation model is missing. The simplest way to characterize the
error is to repeat the measurement in a facility of higher vacuum quality than those used in
this project.
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8.7 summary test results
The diagram of the hotspot vacuum heating provides a starting point for the implementation
of the thermal screening method. The three subsystem boards describe the hotspot behavior
concerning two geometric sizes and board layouts. The measurement issues with the taped
thermocouples prohibit the investigation of all test scenarios outlined in chapter 6. The limited
number of analysis cases compared to the available test boards leads to a partial fulfillment of
the primary test objective. However, the Delfi-PQ case study demonstrates that the methodol-
ogy is already applicable to assess the temperature compliance of a hotspot component. The
investigation of the root cause for the observed measurement anomalies provides alternative
measurement techniques to continue this research.

The IR camera enables to test all subsystem boards at ambient conditions. The analysis of
the hotspot temperature results in PCB layout guideline to mitigate critical thermal hotspots.
The analysis of all test boards leads to a fulfillment of the secondary test objective (A).

The thermal simulation models indicate that performing thermal-vacuum testing in the
fine vacuum regime results in temperature errors below 5K. However, final validation of the
numerical simulation model is missing because simulation and experiment deviate for the
low-pressure case. The missing validation leads to a non-fulfillment with the secondary test
objective (B). The simplest way to further investigate the temperature error is to repeat the
vacuum measurement in a test facility of higher vacuum quality than those used in this study.

Table 43: Overview of the test results considering the test objectives.

Test objective Description (shortened) Fulfillment

Primary To characterize the vacuum temperature increase of local
thermal hotspots.

Partial

Secondary (A) To compare how board-level design solutions perform in
reducing temperature loads of local thermal hotspot.

Full

Secondary (B) To determine the temperature error of performing
thermal-vacuum testing at moderate pressure levels
through validation of a numerical simulation model.

None





9 CONCLUS IONS

This chapter concludes the research project by answering the research questions stated in the
introduction. The three sub-questions support the answer to the primary research question.

What are necessary elements to facilitate quick testing and re-design of PocketQube subsystems?

The second chapter of this report introduces a thermal screening method to scan Pock-
etQube subsystems for thermal hotspots and verify compliance against the hot-side temper-
ature requirements. Key elements of the methodology are a temperature screen at ambient
conditions using a thermal IR camera and experimentally derived diagrams to estimate how
much thermal hotspots heat up under vacuum conditions. The Delfi-PQ case study demon-
strates how to perform a quick judgment call whether a hotspot experiences critical tempera-
tures during flight. The test method omits the necessity to perform thermal-vacuum testing
to estimate the maximum flight temperature. The methodology contributes, therefore, to the
development of cost- and time-effective test strategies for PocketQube subsystems.

The chapters of this report describe the process of implementing the thermal screening
method. The ArduinoUNO case study and experimental test campaign demonstrate that
thermal IR imaging is a viable tool to identify hotspots and measure their temperature. The
experimental test campaign results in a diagram that describes the vacuum heating of thermal
hotspots. The diagram is necessary to estimate the maximum flight temperature of a hotspot.
Moreover, the experimental study provides PCB layout options to mitigate overheating of
a thermal hotspot. The description of design options complements the thermal screening
method.

The available diagram describes the thermal behavior of resistor hotspots. The resistors
represent a worst-case scenario for the thermal behavior of SMDs. Larger semiconductor and
IC components typically present better heating sinking capabilities because the heat transfer
scales with the geometric size. The application of the available diagram to larger semiconduc-
tor components yields a conservative estimation of the maximum flight temperature.

An incorrect test set-up limits the number of available measurements to describe the hotspot
behavior. The investigation of the root-cause for error yields alternative measurement tech-
niques to repeat the unsuccessful experiments and expand the analysis.

What temperature measurement techniques are appropriate for PocketQube subsystem testing?

The thesis compares the performance of thermal LWIR imaging and thermocouple contact
sensors in measuring the temperature of representative PocketQube components. The analysis
uses the microcontroller of an ArduinoUNO and resistors on test PCBs as a case study to
determine the performance of both measurement techniques.

The performance characterization demonstrates thermal LWIR imaging achieves the same
accuracy as thermocouples in measuring the relative temperature increase of the represen-
tative components. Moreover, a thermal IR camera allows to capture the temperature dis-
tribution of an entire board and facilitate understanding of the board-level thermal behavior.
Thermocouple contact measurements prove to be unreliable in measuring SMD resistors when
being applied with adhesive polyimide tape. The application with thermally-conductive epoxy
adhesives enables to overcome the reliability issues related to loss of contact pressure. How-
ever, the permanent application is inappropriate for flight hardware and multiple test cam-
paigns with the subsystem boards. The comparison leads to the conclusion that IR imaging is
the recommended temperature measurement technique for PocketQube subsystems.
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Precise temperature measurements using IR imaging require calibration for the reflected
background and emissivity of the body of interest. Digital image subtraction using a reference
image taken from an inactive subsystem is a simple means to remove the disturbance of the
reflected background radiation. The case study shows that surface reflection of the camera’s
IR emission dominates the background radiation. Moreover, IR temperature measurements
require for emissivity correction. Digital emissivity correction is directly applicable to high-
emissivity components, whereas for reflective components it is necessary to increase the local
emissivity, e.g., through the application of a removable, high-emissivity paint. The case stud-
ies including the ArduinoUNO and PocketQube test boards provide reference values for the
emissivity of PCBs and electronic components. Moreover, the report shows how to determine
the emissivity of objects using a two-point emissivity calibration.

Which pressure levels are necessary to support thermal-vacuum testing of PocketQube subsystems?

This thesis investigates the temperature errors due to residual gas in vacuum testing. The
analysis approach includes creating of thermal simulation models of the test boards used
to answer the primary research question. Moreover, the analysis relies on the experimental
derivation of the natural convection heat transfer coefficient at ambient (105Pa) and subat-
mospheric pressures (21Pa). The primary assumption is that successful validation at both
pressure conditions provides confidence in using the model to determine the temperature
difference relative to ideal vacuum conditions (0Pa). The temperature difference equals the
temperature error due to imperfections in the vacuum representation.

The numerical simulation shows that the temperature difference for a resistor hotspot be-
tween fine (21Pa) and ideal vacuum (0Pa) remains below 5K considering a maximum power
dissipation of 750mW. The acceptable temperature error for thermal-vacuum testing depends
on the test objective. This study uses thermal model correlation as a case study to establish
a potential reference value for an acceptable temperature error. A statistical analysis of the
deviations between simulation and flight data of nanosatellite missions yields a ±8K (1σ) ther-
mal model uncertainty margin. The temperature error remains below this threshold, which
indicates that pressure requirements for thermal-vacuum testing can be moderated.

Final validation of the simulation model through testing at the two reference pressures is
missing. The simplest way to characterize the temperature error further is repeat the vacuum
measurements in a test chamber of higher vacuum quality than those used in this research
project. The quantification of the temperature error could provide ultimate proof that pres-
sure levels by four order larger than those used in environmental test standards for larger
satellites suffice to maintain the error acceptably low.

What are effective design solutions to mitigate thermal issues?

This thesis report investigates thermal control solutions for PocketQubes both on a subsystem-
and board-level. The subsystem-level analysis describes the thermal behavior of subsystems in
a satellite assembly. The analysis builds on the thermal resistance analogy and uses the Delfi-
PQ and SMOG-1 as reference cases. The study shows that seventy percent of the subsystem-
level heat exchange occurs through radiation, primarily between adjacent subsystem boards.
The importance of radiation makes the optical surface properties an effective parameter for
thermal control to either reject or retain heat on subsystems.

The board-level study includes both analysis and experiments. On the board-level, heat
transfer occurs primarily through conduction with copper dominating the thermal behavior.
The analysis of PCB layouts characteristics focuses on design parameters to enhance conduc-
tive heat spreading to mitigate critical hotspots. The investigated spectrum of board layout
options shows that it is possible to reduce the hotspot temperature by 30K for a 500mW resistor
hotspot. The most effective solution to reduce the temperature is to place the hotspot compo-
nent on a continuous copper plane. Thermal VIAs provide an effective means to bypass the
insulating PCB layers when the previous solution is impractical. The application of six ther-
mal VIAs yields an equal temperature reduction as placing the component on a continuous
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copper plane. The analysis of layout parameters provides guidelines to design PocketQube
subsystem boards for preventing critical hotspots, apart from providing re-design solutions in
support of the thermal screening method.

Conclusive statements

The following final statements summarize the conclusions of this research project:

• The thermal screening method enables to perform a quick estimation of the maximum
flight temperature of thermal hospots without thermal-vacuum testing.

• Thermal IR imaging is the recommended technique to measure the temperature of PCB-
based subsystems.

• Taped thermocouples are unreliable in measuring SMD-resistor-sized objects.

• Effective means to reduce hotspot temperatures include placing the component on a
continuous copper plane or adding thermal VIAs that connect with copper planes.

• The fine vacuum regime (21Pa) suppresses natural convection effects sufficiently to main-
tain the resulting temperature errors below 5K for hotspot components with power dis-
sipations below 750mW.





10 RECOMMENDAT IONS

This chapter provides recommendations about future work that results from this thesis project.

10.1 thermal screening method
The incorrect measurement set-up limits the number of available graphs to describe the vac-
uum heating of thermal hotspots. The available diagram presents a worst-case scenario for the
hotspot behavior. Future testing is necessary to improve the accuracy of the screening method.

1. Repeat the vacuum experiments that used taped thermocouples by either applying the
thermocouples with adhesive or using thermal IR imaging. The investigation of the
issues in the measurement set-up identifies two reliable temperature acquisition tech-
niques to repeat the unsuccessful vacuum measurements. The first option is to apply
the thermocouples with thermally-conductive epoxy adhesive and the second is to use
thermal IR imaging.

The application of COTS thermal IR cameras for vacuum testing requires additional
design efforts because outgassing of volatile materials inside the camera can jeopardize
its functionality. Options to use an IR camera in vacuum are the design of a hermetically
sealed enclosure with an IR-transparent window or viewport from outside the vacuum
enclosure by integrating such a window into the chamber walls.

2. Increase the accuracy of the vacuum heating diagrams by extending the analysis to
other hotspot components. This study uses resistors to describe the vacuum heating of
thermal hotspots. The use of passive resistors facilitates the study of various power in-
puts for the hotspot creation. The resistors provide a worst-case scenario considering the
component size and conductive link to the mounting location. However, it is desirable
to improve the accuracy of the thermal screening method by extending the analysis to
other components, such as semiconductor and IC components.

3. Validate the thermal screening method through thermal-vacuum testing of engineer-
ing or flight models of actual PocketQube subsystems. This study uses test PCBs to
represent thermal hotspot behavior of PocketQube subsystem boards. Thermal-vacuum
testing of PocketQube subsystems enables to determine the performance of the thermal
screening method and verify that the method provides a worst-case temperature estima-
tion.

4. Update the statistical analysis for the thermal model uncertainty margin by including
flight data from PocketQubes. The derivation of a thermal model uncertainty margin
uses flight data from CubeSat missions. The upcoming launches of future PocketQubes,
such as the Delfi-PQ and Unicorn-1, offer the opportunity to extend the analysis.

10.2 thermal-vacuum testing for pocketqubes
This thesis investigates the impact of residual natural convection phenomena for thermal-
vacuum testing of PocketQube subsystems. The numerical analysis shows that the tempera-
ture error remains low, which means that thermal-vacuum requirements can be moderated.
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1. Validate the hypothesis that thermal-vacuum testing at moderate pressure levels re-
sults in small temperature errors by repeating the vacuum testing in a test chamber
of higher vacuum quality, e.g., at a pressure of 10−3Pa. The two-point validation of
the numerical simulation model shows a misalignment between simulation and experi-
ment at low-pressure. The unsuccessful validation provides that final validation of the
hypothesis is missing. The simplest way to determine the temperature error and prove
the hypothesis is to repeat the vacuum measurements in a test facility of higher vacuum
quality.

2. Investigate the natural convection phenomena in the interior of an assembled Pock-
etQube. This study focuses on the effects of natural convection on PocketQube subsys-
tems that are hanging in the center of a large enclosure. The common stacking assembly
for PocketQubes arranges the subsystem boards one on top of the other. The compart-
mentalization reduces natural convection phenomena compared to the isolated, hanging
configuration. Further investigation is necessary to describe the temperature error due
to residual gas inside an assembled satellite. Quantification of the error or proof that it
is acceptably low enables to moderate pressure requirements for system-level thermal-
vacuum testing of PocketQubes.

3. Determine the necessary pressure and temperature levels to trigger outgassing for
PocketQube components. Vacuum testing of spacecraft hardware is relevant beyond
thermal reasons. The exposure of hardware to low-pressure conditions triggers the out-
gassing of volatile material. The outgassing can result in material damage or contamina-
tion of sensitive equipment. An investigation of the necessary pressure and temperature
level for outgassing could lead to a moderation in the pressure requirements.
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A NATURAL CONVECT ION EXPER IMENT

conductive heat loss through power supply cabling
The graph in figure 79a illustrates the experimental measurements for the conductive heat loss
through the cable. The measurement data of the test item and the power supply cable yield
the following heat loss through the cable, see figure 79b. The temperature values of cable
are measured at a distance of 23mm from the test item. The computation of the conductive
heat loss considers an AWG26 aluminum cable with a thermal conductivity of λ = 260W/mK
(Gilmore, 2002).

Q̇loss =
λAAWG26

l
(TTC − Tcable) (38)
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Figure 79: Conductive heat loss through the power supply cables of the convection test item. (a) Tem-
perature measurement plots and (b) heat loss as a function of the cable temperature.

biot number
The Biot Bi number is a dimensionless parameter that indicates whether it is appropriate to
assume isothermal surface properties for a test body, i.e. apply a single thermal node to the
object. The Bi number compares the internal heat transfer due to conduction to the heat
exchange with the environment due to radiation and convection. It is appropriate to assume
isothermal surface condition when the conduction inside an object is significantly larger than
the heat exchange with the environment, i.e. corresponding to a low Bi number. The highest
Bi numbers occur at highest temperature since the radiative and convective heat transfer scale
with temperature, while the conductive heat transfer is assumed independent of temperature
for the temperature ranges of interest to this study.

The analysis in chapter considers a PocketQube subsystem as a single thermal node. The
following calculation shows that this assumption is appropriate reasoning from the Bi number.
Since the Bi number is highest for the largest temperature, a test object temperature of 100◦C
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102 natural convection experiment

and test facility temperature of 25◦C is assumed. The following relation describes the equiva-
lent thermal conductivity of a multi-layer PCB as a function of Z = n tCu

tPCB
with t denoting the

thickness and n the number of continuous copper planes according to the empirical relation
described by Graebner and Azar (1997).

λ‖ = 385 ∗ Z + 0.87 (39)

λ⊥ = (3.23 (1− Z) + 0.0026Z)−1 (40)

The characteristic length l∗ is assumed as the surface area over the perimeter. These inputs
yield a Bi number significantly lower than unity. The low value in the Bi number shows that
the single-node assumption is appropriate in first order.

Bi =
hrad + hconv

λPCB,4−layer/l∗
=

6.8 + 9.6
34.6/0.01

= 0.0047 << 1 (41)



B TEST RESULTS

b.1 experimental measurement plots
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Figure 80: Thermocouple measurement plot case I test board (a) Ambient measurement. (b) Overview
of vacuum measurements.
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Figure 81: Thermocouple measurement plot case II test board (a) Ambient and (b) vacuum measure-
ment.
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Case II (oven)
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Figure 82: Thermocouple measurement plot case II (50◦C) test board (a) Ambient and (b), (c) vacuum
measurement. The single vacuum measurement points was taken after the detachment of the
thermocouples, see figure 65a, using a different polyimide foil.
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Case VI
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Figure 83: Thermocouple measurement plot case VI test board (a) Ambient and (b) vacuum measure-
ment.

Case VIII
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Figure 84: Thermocouple measurement plot case VIII test board (a) Ambient and (b) vacuum measure-
ment. The measurement of the 750mW measurement point was omitted due to time con-
straints that day.
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b.2 ir temperature maps of the test boards
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Figure 85: IR temperature maps resulting from a power input of 0.5W. Case I (a) to VII (g).
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b.3 validation of the esatan thermal simulation

Ambient pressure measurement
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Figure 86: Comparison between IR measurements and numerical prediction at ambient pressure condi-
tions. The legend in the graphs refers to the measurement locations in figure 60. (a) Case I.
(b) Case II. (c) Case V. (d) Case VI. (e) Case VIII
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Figure 87: Comparison between thermocouple measurements and numerical prediction at vacuum pres-
sure conditions. The legend in the graphs refers to the measurement locations in figure 60.
(a) Case I. (b) Case II. (c) Case VI. (d) Case VIII.
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Abstract: The PocketQube is promising to be the next step in the miniaturization of space technology. The 

ambitious goals of achieving rapid design-to-orbit cycles while maintaining the lowering the cost of ac-

cessing space requires cost- and time-effective test strategies. This research proposes and implements a 

thermal screening method for PocketQube subsystems to identify temperature-critical hotspots and verify 

their compliance against operational hardware limits. Key elements of the test method are a thermal IR scan 

at ambient conditions and an estimation of the worst-case flight temperature using experimentally derived 

graphs that describe the vacuum heating of thermal hotspots. Moreover, the study proposes to lower the 

required pressure levels for thermal-vacuum testing of PocketQube subsystems. Numerical analysis shows 

that, due to the small form factor of PocketQubes, pressure levels by three orders of magnitude larger than 

those used in environmental test standards for larger satellites suffice to maintain the resulting error accept-

ably low for the thermal balance testing. Both the screening method and moderation in vacuum require-

ments contribute to the development test methods requiring minimum effort concerning necessary equip-

ment.   

1. INTRODUCTION  

The PocketQube is an emerging satellite class, which pushes the miniaturization of space 

technology beyond the well-established CubeSats [1]. A showstopper in the success story 

of nano- and picosatellites are their high mission failure rates [2]. Design flaws and 

workmanship errors are primary reasons for the low mission success rates [2], [3].  Pre-

flight testing and verification are typically effective means to reveal design deficiencies 

and incorrect assemblies. Stringent cost and schedule restrictions, together with ineffi-

ciencies throughout the design process, often motivate nano- and picosatellite developers 

to postpone environmental testing towards the end of the design lifecycle, where recov-

ering for design flaws is considerably inefficient [3], [4]. The project circumstance of 

nano- and picosatellite missions require, therefore, test strategies that facilitate early de-

sign evaluation requiring minimum effort concerning cost and necessary equipment.  

 

This paper proposes a thermal screening method to support verification programs in the 

thermal domain during early development phases. The methodology provides a quick 

means to check compliance with the hot-side temperature requirements. The necessary 

steps to implement the test method enable, moreover, to investigate the necessary pressure 

levels for thermal-vacuum testing of PocketQube subsystems, which directly relate to 

cost of the necessary laboratory equipment. 
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2. TEST METHODS FOR POCKETQUBE SUBSYSTEMS 

2.1 Thermal screening method for thermal hotspot identification 

The introduction of the PocketQube poses new challenges to thermal engineering. The 

low mass of PocketQubes implies larger temperature swings oscillations [1] and on-going 

research indicates that PocketQubes reach steady-state conditions during the sunlit part 

of the orbit [5]. Moreover, the aspiration for miniaturization drives toward increasing the 

energy density per subsystem board. These challenges motivate to develop a test meth-

odology to verify compliance of subsystems with the hot-side temperature requirements. 

 

The proposed test method leverages thermal IR imaging to identify thermal hotspots and 

measure their temperature increase. Diagrams describing the vacuum heating of thermal 

hotspots complement the ambient IR temperature screen. The combination of IR screen 

and heating diagrams enables to perform a judgment whether critical temperatures occur. 

Figure 3 outlines the thermal screening method, which includes the following steps: 

 

1. An IR scan of a subsystem board in a laboratory environment yields a temperature 

map, which contains information on thermal hotspots and their temperature rela-

tive to the subsystem board. 

2. A thermal simulation model of the entire satellite assembly estimates the maxi-

mum subsystem temperature during flight.  

3. Experimentally derived graphs describe how much more hotspots heat up in vac-

uum due to the absence of natural convection cooling.  

4. Thermal simulation models rely on parameter and modelling assumptions, which 

result in differences between predicted and flight temperatures. This paper defines 

an uncertainty margin to account for the model uncertainties. 

5. The summation of all previous contributions yields an estimate of the maximum 

hotspot temperature during flight. Comparing the estimated temperature with the 

operational hardware limit shows whether a hotspot is critical concerning over-

heating. Further simulative analysis with a higher fidelity simulation model or re-

design becomes necessary when the estimated temperature exceeds the limit. 

Figure 1 – Delfi-PQ subsystem assembly.  Figure 2 – PocketQube subsystem board. 
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Figure 3 – Thermal screening methodology to assess thermal hotspots. 

2.2 Pressure requirements for thermal vacuum testing 

The derivation of graphs to describe the thermal behavior of thermal hotspots (step 3 - 

screening method) involves thermal-vacuum testing. The vacuum quality of a test facility 

determines its cost and the amount of residual gas in the test environment. Residual gases 

introduce inaccuracies concerning flight conditions. The residual gas creates additional 

heat paths through convection and gas conduction that introduce temperature errors com-

pared to ideal vacuum conditions. Quantification of the temperature error allows choosing 

the necessary pressure levels for thermal-vacuum testing. 

 

This paper uses thermal balance testing as a case study to define the acceptable tempera-

ture error due to residual gas effects. The objective of a balance test is to produce data for 

correlating unknown parameters of a thermal simulation model [6]. The temperature error 

due to inaccuracies in the facilities must be lower than the model uncertainty that the 

testing tries to improve. The thermal model uncertainty margin (step 4 in the screening 

method) provides a reference value establishing an acceptable temperature error.  

3. TEST METHODOLOGY 

3.1 Implementation of the thermal test methodology 

The experimental part of this research focuses on characterizing the performance of a 

commercial-off-the-shelf thermal IR camera (step 1 – screening method) and describing 

the vacuum heating of thermal hotspots (step 3 – screening method).  
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The performance characterization uses the operation of an ArduinoUNO microcontroller 

as a case study. The microcontroller shows similarity in board layout and component size 

to the Delfi-PQ power amplifier, a critical hotspot component. Thermocouple measure-

ments provide a reference to compare the performance of both techniques.  

The analysis uses representative PocketQube subsystem boards with surface mount resis-

tors as the hotspot component. Resistors are flexible towards manipulating the power dis-

sipation. Moreover, the resistors provide a worst-case scenario because of their small size 

and conduction to the board. Larger semiconductor components show better heat sinking 

capabilities due to their size and mounting to the board. Figure 4 shows the test board 

layout, which enables to study the hotspot behavior concerning geometric size (single and 

double resistor) and board layout (mounted on FR4 or continuous copper ground plane).  

 

Figure 4 – Electrical layout of the three test boards considered in this paper.  

The experimental test set-up consists of a hanging test configuration using fluorocarbon 

mono-filament fibers and thermocouples taped with polyimide foil. 

  

3.2 Natural convection at subatmospheric pressure 

The pumping systems of the test facility in this study achieve ultimate pressures of 280 

and 21𝑃𝑎. A description of the natural convection coefficient enables to numerically de-

termine the temperature penalty compared to testing in ideal vacuum (0𝑃𝑎).  

Figure 5 – Experimental test set-up vacuum 

measurements.  
Figure 6 – Thermocouple measurement loca-

tions on the test board.  
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The experimental test set-up consists of a rectangular copper test specimen with the foot-

print of a Delfi-PQ subsystem board. The test sequence consists of, first, heating the test 

item to a steady-state temperature and, then measuring the temperature during the cooling. 

The transient heat balance of the cooling process yields the natural convection heat trans-

fer coefficient. The emissivity of the copper test item and conductive heat loss through 

the cabling are calibrated using a thermal IR camera.  

      

 

 

 

 

 

 

4. RESULTS 

4.1 Thermal screening method 

The performance characterization shows thermal IR imaging achieves the same accuracy 

as thermocouples in measuring the relative temperature increase of the resistors and the 

Arduino microcontroller. The IR imaging requires calibration for the background radia-

tion and emissivity of the body of interest. Digital image subtraction using a reference 

image of an inactive test board is a simple means to remove the background radiation. 

The dominant disturbance is the reflected IR radiation that the camera itself emits. Above 

10K temperature increase, IR imaging of high-emissivity components requires for emis-

sivity correction as described in [7], whereas low-emissivity components require the ap-

plication of a correction fluid first to increase the target emissivity. The emissivity cor-

rection requires either reference values for the emissivity or a two-point emissivity cali-

bration as described in [7]. 

Taped thermocouples prove unreliable in maintain sufficient contact pressure to measure 

resistor temperatures. The taped thermocouple measurements show a systematic error that 

scales in temperature, see error plot in Figure 9. The maximum observed error is used to 

determine an error correction graph, see Figure 10. The error graph enables to correct the 

taped vacuum measurement of the test board VIII, which serves as a reference case for 

the Delfi-PQ communication board concerning board layout and geometric size of the 

hotspot. 

Figure 5 – Schematic test item config-

uration 
Figure 6 – Measurement set-up natu-

ral convection testing 
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The diagram in Figure 8 describes the hotspot vacuum heating concerning geometric size 

and board layout. The test board VIII saves as a reference case to show the application of 

the thermal screening method. The test board VIII resembles the Delfi-PQ communica-

tion subsystem in board layout and hotspot size. Table 1 details the steps of the screening 

methodology to estimate the maximum hotspot temperature. The methodology shows that 

the maximum temperature remains below the +85°𝐶 operational hardware limit.  

 

Figure 8 – Thermal hotspot heating characteristics. 

Table 1 – Application of the thermal screening method to the Delfi-PQ communication subsystem. 

Step Description Temp. [°C] 

(1) Max. subsystem temperature with satellite simulation model 42 

(2) Ambient temperature increase (0.5W - dissipation) +21.4 

(3) Vacuum Temperature increase 

Thermocouple detachment error (Figure 10 ) 

+4.8 

+5.2 

(4) Thermal model uncertainty margin (see next section) +8 

(5) Total temperature of the power amplifier 81.4 

Figure 7 – Taped thermocouple measurement 

error 
Figure 10 – Correction graph for the thermo-

couple measurement.  

conference paper 115



4.2 Thermal model uncertainty margin 

The derivation of a thermal model uncertainty margin uses flight and test data of four 

CubeSat missions: Delfi-n3xt [10], MinXSS [11], CSSWE [12], StepCubeLab [13]. The 

distribution of the error between simulation and measurement yields a ±8𝐾 standard de-

viation assuming a Gaussian distribution of the temperature error. The standard deviation 

implies a 68% (1𝜎) confidence that the actual flight data remain within the predicted 

boundaries. The higher risk acceptance of nano- and picosatellite missions justifies the 

lower confidence level compared to the 2𝜎 margin used in environmental standards for 

traditional satellites [6].  

 

4.3 Pressure requirements for thermal balance testing of PocketQubes 

This paper uses thermal balance testing as a case study to discuss the acceptable temper-

ature error due to residual gas in the test environment. The thermal model uncertainty 

margin provides a reference value for the parameter uncertainty that thermal balance test-

ing tries to improve. Therefore, a threshold for the maximum temperature error due to 

inaccuracies in the test environment is ±8𝐾. However, lower temperature errors are de-

sirable to improve the accuracy of a thermal simulation model through testing. 

The experimental test set-up in Figure 8 provides the natural convection heat transfer 

coefficient at subatmospheric pressures. The data provide an input to numerically deter-

mine the temperature error the pressure levels of the test facility and ideal vacuum con-

ditions (0𝑃𝑎). Figure 15 shows that pressure levels by three orders of magnitude larger 

than those used in environmental test standards for larger satellites [8] suffice to maintain 

the error below the previously defined threshold for thermal balance testing. 

 

 

 

 

 

 

 

Figure 9 - Deviation between predicted and 

measured temperatures for CubeSats. 
Figure 10 - Confidence level thermal model un-

certainty margin. 
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5. CONCLUSIONS 

This paper proposes and implements a thermal screening method to check compliance of 

thermal hotspots with the hot-side temperature requirements. The methodology omits the 

necessity to conduct vacuum testing to perform an early estimation of the maximum flight 

temperatures. The available diagram describes the hotspot behavior of resistors providing 

a worst-case scenario of the thermal behavior of hotspots. Moreover, the study illustrates 

that pressure requirements for thermal-vacuum testing of PocketQubes can be moderated. 

The analysis shows that the resulting temperature error is low. The graph describing the 

temperature errors provides a reference to choose appropriate pressure levels. Both the 

screening method and moderation in vacuum requirements contribute to the development 

of cost- and time-effective test strategies for PocketQubes.  
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Figure 14 – Natural convection heat transfer 

at subatmospheric pressures. 
Figure 15 – Temperature error for PocketQube 

subsystems due to natural convection.   
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