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Abstract

In this thesis we provide an elementary introduction in finite dimensional representation theory
of the Lie groups SU(2) and SU(3) for undergraduate students in physics and mathematics. We
will also give two application of representation theory of these two groups in physics: the spin
and quark models. We begin with first discussing representation theory for finite groups to create
intuition for representations. We will explain notions such as intertwining maps and complete
reducibility and we will mention some application of representation theory of finite groups in
quantum mechanics. Hereafter, we begin with representation theory for the Lie groups and Lie
algebras, especially of the groups SO(3) and SU(2), as these groups will play an important role
in the description of spin. One of the main results is that SU(2) is the universal cover of SO(3).
Furthermore, we give a description of spin by means of representation theory of SO(3) and its
Lie algebra so(3). We will show that half integer representations of the Lie algebra so(3) cannot
be exponentiated to representations of the Lie group SO(3), but it can be exponentiated to its
unviversal cover SU(2). Moreover, we study the irreducible representations of SO(3) inside the
Hilbert space L2

(
R3

)
. We will argue that one of the simplest quantum Hilbert space of a particle

L2
(
R3

)
, can be modified to the tensor product L2

(
R3

)⊗̂V , where, V is a finite dimensional Hilbert
space that incorporates the internal degrees of freedom: spin. V carries an irreducible projective
representation of SO(3). We will also discuss the addition of angular momenuntum of two particles
in quantum mechanics. For this, we show how the tensor product of irreducible representations
V and W of so(3) decomposes into SO(3) invariant subspaces of L2

(
R3

)
. Hereafter, we will turn

to representation theory of the Lie group SU(3) for setting up the mathematical framework for
analysing the quark model. We will proof that there is a one-to-one correspondence between the
irreducible representations of sl(3;C) and SU(3). We will also proof the theorem of the highest
weight by which we can classify all the irreducible representations of SU(3) and sl(3;C) by their
highest weight. We will also introduce the notion of the Weyl group and show that the Weyl group
is a symmetry of weights of the finite dimensional representation of sl(3;C). Other properties of
these representation, such as the dimension of the irreducible representations of sl(3;C) will be
provided. Lastly, the quark model is discussed by means of representition theory of SU(3). We will
show how this model can be used to classify two type of particles which also interact by means
of the strong force: baryons and mesons. We show that we can classify the lightest mesons and
baryons in so-called multiplets by the irreducible representations of SU(3). However, we will also
introduce a modification of the strong force which further refines this model.
A topic for further study would be how the symmetry group SU(3) describing Quantum Chromo
Dynamics (QCD) can be used for the description of mesons and baryons. Also one could further
study the whole symmetry group of the standard model: U(1)× SU(2)×SU(3).
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Introduction

Symmetries occur in the most unexpected places in nature: the mirror symmetry of a butterfly,
the rotational symmetry of a flower to the translational symmetry of graphene. Moreover, in the
20th century symmetry became more and more important in physics. For example in the descrip-
tion of spin of particles, to the classification of elementary particles in the standard model, which
describes the structure and interactions of these elementary particles. However, we would like a
mathematical formulation to describe these symmetries as well.

An algebraic way to work with symmetries in mathematics is by means of Lie groups and Lie
algebras. These mathematical structures were first introduced by the Norwegian mathematician
Sophus Lie in the late nineteenth century and their symmetric nature made them particularly
useful in the description of symmetry in physics. They can be studied by means of representation
theory, that is, the elements of the Lie group or Lie algebra are continuously mapped to linear
transformations of a vector space. Lie groups and Lie algebras have found their way in many
applications in physics, such as the earlier mentioned classification of particles.

In the early 1960, it was a quite confusing time to be a particle physicist. There was an abun-
dant list of elementary particles and more and more of them were being discovered. This time is
usually described as the particle zoo era. Therefore, the quest of classifying these exotic particles
began and it was not a trivial one. Ultimately, Murray Gell-Mann proposed a successful system
based on representation theory of the symmetry Lie group SU(3) to classify a portion of the then
known particles in so-called multiplets. With his model, called the Eightfold-Way because of a
funny analogy with Buddhism, he even predicted the existence of a new particle which was dis-
covered in 1964. For his efforts he received the Nobel price in physics in 1969.

The aim of this bachelor thesis is to provide an introduction, for undergraduate students in physics
and mathematics, to finite dimensional representation theory of the symmetry groups SU(2) and
SU(3). We will also provide two applications in physics: the spin and the quark models. This the-
sis is divided into 5 parts, where chapters 1, 2, 4 primarily give the reader a basic understanding
in representation theory of SU(2) and SU(3) from a mathematical viewpoint, chapter 3 and 5 are
dedicated to explaining the basics of the spin and quark models.

In chapter 1, the basic concepts of representations of finite groups and the axioms of quantum me-
chanics are given. Notions such as complete reducibility and character theory will be explained
and applications of representation theory of finite groups will be mentioned. The purpose of this
chapter is to introduce the basic concepts of representation theory for finite groups, which can be
considered less abstract than representation theory for Lie groups and Lie algebras. Therefore, it
is perfect for providing intuition concerning representation theory.

In chapter 2, we give an introduction to Lie groups and Lie algebras and the connection between
them. We restrict ourselves to matrix Lie groups and focus on the groups SO(3) and SU(2). This
focus is motivated by the fact that these groups play a central role in the description of spin, which
will be treated in chapter 3.

In chapter 3 we will give our first physical application of representation theory: spin. We will
define what spin is by means of representation theory of the Lie groups SO(3), SU(2) and their
respective Lie algebras so(3) and su(2). In elementary quantum mechanics particles live inside
the Hilbert space Ł2

(
R3

)
. Therefore, our main goal is to obtain the irreducible representations of

SO(3) inside L2
(
R3

)
and connect this to the notion of spin.

1
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In chapter 4 we discuss representation theory for the Lie group SU(3). The purpose of this chapter
is setting up the mathematical framework for analysing the quark model. Hereafter, in chapter
5, we give a short description of flavour symmetry of the lightest mesons and baryons by means
of representation theory of SU(3). Lastly, in chapter 6, the limitations of these models will be
discussed and some suggestions for further study will be given.

This report was written as bachelor thesis project for the degree of Applied Mathematics and
Applied Physics at Delft University of Technology. The ideas introduced in this report come from
several sources that can be found in the Bibliography. I claim in no way that the ideas introduced
in this report are my own original work. I hope that you will enjoy reading this thesis.



1
Representions of Finite Groups

This chapter is dedicated to setting up the right framework of representation theory and quan-
tum mechanics in which we will work. The purpose of this chapter is to give some insight in finite
dimensional representations and character theory. To be precise, Schur’s orthogonality relations
are going to be proved, as well as the orthogonality relations of characters of groups with finite
elements. Moreover, the notion that the irreducible representations are an orthonormal basis in
the space of class functions is going to be proved as well. Several applications and examples will
be provided throughout this chapter to make the several notions related to finite-dimensional rep-
resentations more insightful. This will be convenient for creating intuition, since in later chapters
we will consider representations of topological groups with countable cardinality which are con-
sidered more abstract. At the end of this chapter, the basic notions of quantum mechanics will be
explained from a mathematical viewpoint. In this chapter I follow the works of [13], [21], [22] and
[11]. Unless stated otherwise, G denotes a finite group.

1.1. Basic definitions
Definition 1.1. A representation of a finite group G on a finite-dimensional complex vector space
V is a homomorphism φ : G →GL(V ) of G to the group of automorphisms of V .

Oftentimes we say that V itself is a representation of G when there is little doubt about the map
φ. The degree of φ is the dimension of V . However, when studying such maps one would like to
know whether these maps are "the same" or not.

Definition 1.2. Two representations φ : G → GL(V ) and ψ : G → GL(W ) are said to be equivalent if
there exists an isomorphism T : V → W such that ψg = Tφg T −1 for all g ∈ G. In this case, we write
φ∼ψ.

We can visualise the above definition in the diagram below. For T being a isomorphism this
diagram has to commute.

V W

V W

φg

T

T

ψg

There are several more definitions which are going to be used frequently, one of them is the notion
of an invariant subspace.

Definition 1.3. Let φ : G → GL(V ) be a representation. A subspace W ⊂ V is G-invariant if, for all
g ∈G and w ∈W , one has φg w ∈W .

3
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There are several ways to construct new representations out of existing ones, one could think of
constructs such as the direct sum or the tensor product.

Definition 1.4. Suppose that representations φ(1) : G →GL(V1) and φ(2) : G →GL(V2) are given. Then
their (external) direct sum

φ(1) ⊕φ(2) : G →GL(V1 ⊕V2)

is given by (
φ(1) ⊕φ(2))

g (v1, v2) =
(
φ(1)

g (v1),φ(2)
g (v2)

)
In chapter 2 and chapter 3, we will see that when describing a system in quantum mechanics
consisting of two particles, we need a mathematical tool called the "tensor product" (see Appendix
B). Therefore, it is natural to introduce the notion of a tensor product representation.

Definition 1.5. Let φ(1) : G →GL(V1) and φ(2) : G →GL(V2) be two finite dimensional linear represen-
tations of a group G. For g ∈G define an element φg of GL(V1 ⊗V2) by the condition:

φg (v1 ⊗ v2) =φ(1)
g v1 ⊗φ(2)

g v2

for v1 ∈ V1 and v2 ∈ V2. Hence, we write: φg = φ(1)
g ⊗φ(2)

g . For the existence and uniqueness of this
operator see Appendix B.

Note that we are working in a finite dimensional setting. Thus we can choose a basis (ei1 ) for V1

and (ei2 ) for V2 respectively. Then we note that we can express φ(1)
g ∈ End(V1) with a matrix (φ(1)

i1 j1
)

with respect to the basis (ei1 ) and do the same for V2 as well with matrix (φ(2)
i2 j2

). Then we see that

φ(1)
g (e j1 ) =∑

i1

φ(1)
i1 j1

(
g
)

ei1 and φ(2)
g (e j2 ) =∑

i2

φ(2)
i2 j2

ei2 ,

which imply that

φg (e j1 ⊗e j2 ) = ∑
i1,i2

(
φ(1)

i1 j1

(
g
) ·φ(2)

i2 j2

(
g
))

ei1 ⊗ei2 .

Here, the matrix of φg is φ(1)
g ⊗φ(2)

g is usually known as the Kronecker tensor product. See for
example [18] for less formal treatment of the Kronecker tensor product.

Just as in algebra where one can express a number in Z as a factor of prime numbers, we are
interested in whether a representation can be expressed with similar entities which are atomic in
some sense. These entities are usually called irreducible representations.

Definition 1.6. A non-zero representation φ : G →GL(V ) of a group G is said to be irreducible if the
only G-invariant subspaces of V are {0} and V .

As we have remarked, just as a number in Z can be decomposed in prime factors, we are inter-
ested whether a representation of a finite group G given by ρ : G →GL(V ) can be decomposed into
irreducible representations. Hence, the following two definitions follow quite naturally.

Definition 1.7. (Complete reducibility)
Let G be a group. A representation φ :→ GL(V ) is said to be completely reducible if V = V1 ⊕ ...⊕Vn

where the Vi are G-invariant subspaces and φ|Vi is irreducible for all i = 1, ...,n.

Definition 1.8. A non-zero representation φ of a group G is called decomposable if V =V1⊕V2 with
V1,V2 non-zero G-invariant subspaces. Otherwise, V is called indecomposable.
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1.1.1. Complete Reducibility
In this section, I mostly follow section 3.2 of [22]. Reading the previous section, we may ask our-
selves: "What are the conditions for a representation of finite group G to be completely reducible?".
This is a quite interesting question, which will play an important role in analysing spin in chapter
3, but for Lie groups instead of finite groups. However, before we can answer this question, we
need to introduce the notion of unitary representations.

Definition 1.9. (Unitary representation) Let V be an inner product space. A representation
φ : G →GL(V ) is said to be unitary if φg is unitary for all g ∈G, i.e.,〈

φg (v),φg (w)
〉= 〈v, w〉

for all v, w ∈W . In other words, we may view φ as a map φ : G →U (V ).

As we can see from the definition of unitary representation, it preserves the inner product. This
will play a huge role in physics (and later chapters), as one is often interested in unitary repre-
sentations which preserve inner products of the spaces describing the physical systems, which are
often Hilbert spaces.

Proposition 1.10. Let φ : G → GL(V ) be a unitary representation of a group. Then φ is either
irreducible or decomposable.

Proof. Suppose φ is not irreducible. Then there is a non-zero G-invariant subspace W of V . Its
orthogonal complement is also non zero and V =W ⊥⊕W . Take an arbitrary elements from w ∈W ⊥
and v ∈W and note that

〈φg (w), v〉 = 〈φg−1φg (w),φg−1 (v)〉
= 〈w,φg−1 (v)〉
= 0

So W ⊥ is also G-invariant. Thus, φ is decomposable.

What is interesting to note is that every finite dimensional representation of a finite group is in
fact equivalent to a unitary one. Therefore, when we want to analyse an arbitrary representation
of a finite group, we can make use of the fact that it is equivalent to a unitary one and use all the
properties of a unitary representations.

Proposition 1.11. Every representation of a finite group G is equivalent to a unitary representa-
tion.

Proof. Let φ : G →GL(V ) be a representation where dim(V ) = n. We choose a basis B for V , and let
T : V →Cn be the isomorphism taking coordinates with respect to B . Then we can set ρg = Tφg T −1

for g ∈ G, which yields a representation ρ : G → GLn(C) equivalent to φ. Let 〈·, ·〉 be the standard
inner product on Cn . We can define a new inner product (·, ·) on Cn in the following way:

(v, w) = ∑
g∈G

〈ρg v,ρg w〉

Such a summation is not a problem as G is finite. Later in this chapter we will introduce tricks
for the case that G is infinite. This is indeed an inner product, as can easily be checked. For the
unitary part we note the following. Let h ∈G,

(ρg v,ρv w) = ∑
g∈G

〈
ρgρv v,ρgρv v

〉= ∑
g∈G

〈ρg h v,ρg h w〉.

Set x = g h. As g ranges over all G, we know that x ranges over all G as well. Hence

(ρh v,ρh w) = ∑
x∈G

〈ρx v,ρx w〉 = (v, w).

This concludes the proof.
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Corollary 1.12. Let φ : G → GL(V ) be a non-zero representation of a finite group. Then φ is either
irreducible or decomposable.

Proof. By the previous proposition 1.11 φ is equivalent to a unitary representation ρ. However, we
know that every unitary representation is decomposable or irreducible by the previous two propo-
sitions unitaryrepresentation and 1.10. Hence, φ is equivalent to an irreducible or decomposable
representation and thus irreducible or decomposable itself.

We have now the tools for proving the theorem which is at the heart of this section.

Theorem 1.13. Every representation of a finite group is completely reducible.

Proof. Let φ : G →GL(V ) be a representation of a finite group G. The proof is based on induction on
the degree of φ. Let dim(V ) = 1, then φ is irreducible since V has no non-trivial invariant subspaces.
Now assume that this statement is true for dim(V ) ≤ n. Let φ : G →GL(V ) be a representation with
dim(V ) = n +1. If φ is irreducible, we are done. So assume it is not. We know that it decomposable
by the previous corollary. Hence V = V1 ⊕V2 where 0 6= V1,V2 are G-invariant subspaces. We know
that dim(V1) and dim(V2) are less than dim(V ). Then we can apply the induction hypothesis and
note that φ|V1 and φ|V2 are completely reducible. Hence, V1 =U1⊕ ...⊕Us and V2 =W1⊕ ...⊕Wr , where
Ui ,W j are G-invariant subrepresentations and the subrepresentations φ|Ui and φW j are irreducible
for all i ≤ i ≤ s,1 ≤ j ≤ r . Then V =U1 ⊕ ...⊕Us ⊕W1 ⊕ ...⊕Wr and φ is thus completely reducible.

This theorem tells us the following: when we want to study an arbitrary representation of a finite
group G, it is enough to study the irreducible representations of the group, as the arbitrary one can
be broken down into irreducible representations. Hence, when studying arbitrary representations
one can focus on the irreducible ones.

1.2. Schur’s Lemma and Its Applications
In this section, I mostly follow section 4.1 of [22]. We are interested in representations of a group
G, but not all of them. We want a tool by which we can make distinction between two arbitrary
representations of the same group. This tool is usually the intertwining map between two repre-
sentations V and W of an arbitrary group G.

Definition 1.14. Let φ : G → GL(V ) and ρ : G → GL(W ) be representations. An intertwining map
from φ to ρ is by definition a linear map T : V →W such that Tφg = ρg T for all g ∈G. The set of all
intertwining maps from φ to ρ of representations of the group G is denoted HomG (φ,ρ).

The next theorem will play a crucial role in later sections and derivations of the Schur’s orthogo-
nality relations and the orthogonality relations of characters in later sections.

Theorem 1.15. (Schur’s Lemma) Let φ,ρ be irreducible representations of G, and T ∈HomG (φ,ρ).
Then either T is invertible or T = 0. Consequently:

• If φ is not isomorphic to ρ, then HomG (φ,ρ) = 0.

• If φ= ρ, then T =λI with λ ∈C (i.e., T is multiplication by a scalar).

The proof of this theorem will be provided for the case of Lie groups in chapter 2, although the
proof is in no way difficult at all. For now note that the number of ways one can construct inter-
twining maps between two irreducible representations is very limited. As promised, we will give
an application of Schur’s lemma, specifically to abelean groups.

Corollary 1.16. Let G be an abelean group. Then any irreducible representation of G has degree
one.

Proof. Let φ : G → GL(V ) be an irreducible representation. Fix an arbitrary h ∈ G and set T = φh .
Then we can see that

Tφg =φhφg =φhg =φg h =φgφh =φg T.

Then φh =λh I by Schur’s lemma for some λh ∈C. Then note that for any v ∈V and k ∈C we have
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φh(kv) =λh I kv =λhkv ∈Cv.

Hence, Cv is a G-invariant subspace, as h was arbitrary. Hence V = Cv by irreducibility and thus
dim(V ) = 1.

At the beginning of this chapter we mentioned that we would provide some examples and appli-
cations. The previous corollary has some interesting applications in linear algebra.

Corollary 1.17. Let G be a finite abelian group and φ : G →GLn(C) a representation. Then there is
an invertible matrix T such that T −1φg T is diagonal for all g ∈G.

Proof. As φ is a finite dimensional representation it is completely reducible and hence it is φ ∼=
φ(1) ⊕ ...⊕φ(m) where φ(1), ...,φ(m) are irreducible. We know that G is abelean, thus the degree of
each φ(i ) is equal to 1. Thus φ(i )

g ∈ C∗ for all g ∈G. If T : Cn → Cn is the intertwining map of φ with
φ(1) ⊕ ...⊕φ(n), then

T −1φg T =


φ(1)

g
. . .

φ(n)
g


is diagonal for all g ∈G

Corollary 1.18. Let A ∈GLm(C) be a matrix of finite order. Then A is diagonalizable. Moreover, if
An = I , then the eigenvalues of A are nth-roots of unity.

Proof. Assume that An = I . Define φ :Z/nZ→GLm(C) by φ([k]) = Ak . With some elementary group
theory, this is easily seen to give a well-defined representation just by looking at the orders of the
elements which are mapped to one another. Hence, there exists an T ∈GLm(C) such that T −1 AT is
diagonal by the previous corollary.

Suppose

T −1 AT 1 =

λ1

. . .
λm

= D

Then Dn = (T −1 AT )n = I . Hence, we haveλ
n
1

. . .
λn

m

= Dn = I

and thus λn
i = 1 for all i ∈ {1, ...,m}.

1.2.1. Orthogonality Relations
The purpose of this section is to give some orthogonality relations which we will use quite fre-
quently from this point, especially for the treatment of character theory in the next section. Note
that we still work with groups that are bounded in cardinality, thus we do not have to think of
problems such as convergence when summing over all the elements of the representation of the
group. The orthogonality relations we are proving in this section are called the Schur’s orthog-
onality relations for groups of finitely many elements. From this point on we will mostly follow
sections 2.2-2.5 of [21].
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Lemma 1.19. Suppose we have a group G which is finite and two irreducible representations
φ(1) : G →GL(V1) and φ(2) : G →GL(V1). Let h be a linear mapping of V1 into V2, and put:

h0 = 1

|G|
∑

g∈G
(φ(2)

g )−1hφ(1)
g .

Then:

1. If φ(1) and φ(2) are not isomorphic, then h0 = 0.

2. If V1 =V2 and φ(1) ∼=φ(2), h0 is a scalar multiple of the identity of ratio 1
n Tr(h), with n = dim(V1).

Proof. Note that φ(1)
g h0 = h0φ(2)

g :

(
φ(2)

g

)−1
h0φ

(1)
g = 1

|G|
∑
t∈G

(
φ(2)

g

)−1 (
φ(2)

t

)−1
hφ1

tφ
(1)
g = 1

|G|
∑
t∈G

(
φ(2)

t g

)−1
hφ(1)

t s = h0.

Note that by Schur’s lemma we have that h0 = 0 in case (1). In case (2) we see that h0 is equal to a
scalar multiple of the identity. In the latter case, we can see that

Tr
(
h0)= 1

|G|
∑

g∈G
Tr

((
φ(1)

g

)−1
hφ(1)

g

)
=Tr (h) .

Let λ be the scalar multiple of the identity. Since Tr(λI ) = nλ, we obtain that λ= Tr(h)
n .

We said that all representations are of finite dimension. Hence, we can write φ(1) and φ(2) in matrix
form:

φ(1)
g =

(
φ(1)

i1 j1

(
g
))

, φ(1)
g =

(
φ(2)

i2 j2

(
g
))

.

We can also say that h and h0 are defined by matrices (xi2i1 ) and (x0
i2i1

) respectively. We have

x0
i2i1

= 1

|G|
∑

g , j1, j2

φ(2)
i2 j2

(
g−1)x j2 j1φ

(1)
i1 j1

(
g
)

.

Note that the right hand side is a linear form with respect to x j2 j1 . For case (1) of lemma 1.19, this
linear form vanishes for all systems of values x j2 j1 . Hence, its coefficients are zero. Therefore, the
following corollary is a direct consequence of this.

Corollary 1.20. For the case that φ(1) and φ(2) are as defined before, we have

1

|G|
∑

g∈G
φ(2)

i2 j2

(
g−1)φ(1)

j1i1

(
g
)= 0,

which holds for arbitrary i1, i2, j1, j2

Note that in the second case we have that h0 =λI , hence
(
x0

i2i1

)
=λδi2i1 , with λ= 1

n Tr(h). The latter
expression is λ= 1

n

∑
j1, j2 δ j2 j1 x j2 j1 . Hence, we obtain the equality:

1

|G|
∑

g , j1, j2

φ(2)
i2 j2

(
g−1)x j2 j1φ

(1)
j1i1

(
g
)= 1

n

∑
j1, j2

δi2i1δ j2 j1 x j2 j1 .

When we now equate the coefficients of x j2 j1 we obtain the following result.

Corollary 1.21. In case (2) of lemma 1.19, if φ(1) ∼=φ(2), we have:

1

|G|
∑

g∈G
φ(2)

i2 j2

(
g−1)φ(1)

j1i1

(
g
)= 1

n
δi2i1δ j2 j1 =

{
1
n if i1 = i2 and j1 = j2

0 el se.
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A few interesting remarks can be made. First of all if φ and ψ are arbitrary complex valued
functions G →C, set

〈φ,ψ〉 = 1

|G|
∑
t∈G

φ(t−1)ψ(t ) = 1

|G|
∑
t∈G

φ(t )ψ(t−1).

We have 〈φ,ψ〉 = 〈ψ,φ〉. Furthermore, from the definition it is clear that 〈ψ,φ〉 is linear in both ψ

and φ. The corollaries 2 and 3 become respectively〈
φ(2)

i2 j2
,φ(1)

j1i1

〉
= 0 and

〈
φ(2)

i2 j2
,φ(1)

j1i1

〉
= 1

n
δi2i1δ j2 j1 .

Note that all finite dimensional representations are equivalent to a unitary representation by
proposition 1.11. Hence we can realize that the matrices

(
φi j

(
g
))

are unitary. Then φi j
(
g−1

) =
φ j i

(
g
)∗ and corollaries 1.20 and 1.21 are the orthogonality relations for

(
φ,ψ

)
, as defined in sec-

tion 1.3.1, which one usually see in literature such as [13], [21], [22].

1.3. Character Theory
Character theory is a beautiful theory to classify finite dimensional representations and has many,
many applications in physics. What we will do in the next section is giving the basics of character
theory and mention the applications of character theory in physics. We begin with the definition
of character.

Definition 1.22. If φ : G →GL(V ) is a linear representation of a finite group G, its character χφ is
the complex-valued function on the group defined by

χφ
(
g
)=Tr

(
φg

)
,

the trace of φg on V .

Note that dim(V ) = χφ(1). One of the identities of a character which makes it so powerful is that
the character is the same for all conjugacy classes. Hence, χφ(hg h−1) =χφ

(
g
)
. We demonstrate this

as follows:

χφ(φhg h−1 ) =Tr(φhφgφh−1 ) =Tr(φh−1φhφg ) =Tr
(
φg

)=χφ (
g
)

.

More interestingly, we can derive some properties of the characters of a direct sum and tensor
product of representations.

Proposition 1.23. Let φ(1) : G →GL(V1) and φ(2) : G →GL(V2) be two linear representations of G, and
let χ1 and χ2 be their characters. Then:

1. The character χ of the direct sum representation V1 ⊕V2 is equal to χ1 +χ2.

2. The character χ of the tensor product representation V1 ⊗V2 is equal to χ1 ·χ2

Proof. Let φ(1)
g and φ(2)

g be given in their matrix notation R1
g and R2

g . Then the representation is
given by

Rg =
(
R1

g 0
0 R2

g

)
.

We can then conclude that Tr(Rg ) =Tr(R(1)
g )+Tr(R(2)

g ). Thus χ
(
g
)=χ1

(
g
)+χ2

(
g
)
.

For the second part, note that

χ1
(
g
)=∑

i1

φ(1)
i1i1

(
g
)

, χ2
(
g
)=∑

i2

φ(2)
i2i2

(
g
)

.

With the matrix convention we have introduced in definition 1.5 it is easy to see that

χ
(
g
)= ∑

i1i2

φ(1)
i1i1

(
g
)
φ(2)

i2i2

(
g
)=χ1

(
g
)
χ2

(
g
)

.
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1.3.1. Orthogonality Relations for Characters
We are going to derive some orthogonality relations of character with respect to their representa-
tions. We see that characters give us quite a lot of information whether two irreducible represen-
tations are isomorphic or not.

When ψ, χ are two complex valued functions such that ψ,χ : G → C, then we can define an inner
product

(
ψ|χ)= 1

|G|
∑

g∈G
ψ

(
g
)
χ

(
g
)∗ .

This map is clearly linear in φ, but semi-linear (linear up to a field automorphism of C) in χ. Also
note that

(
ψ|ψ)> 0 for all ψ 6= 0 and that

(
ψ|ψ)= 0 implies that ψ= 0 since |ψ(

g
) |2 ≥ 0 for all g ∈G.

We now switch to χ being a character. One can see that χφ
(
g−1

)= χφ (
g
)∗ in the following way. We

note that, again, we are working with representations of finite order and by corollary 1.18, that
the eigenvalues of the matrix representation φg are the n-th roots of unity. Hence, we have that

χφ
(
g
)∗ =Tr

(
φg

)∗ =∑
i
λ∗ =∑

i
λ−1 =Tr

(
φ−1

g

)
=Tr

(
φg−1

)
=χφ

(
g−1) .

From this, we can see that χφ
(
g
)∗ =χφ

(
g−1

)
. Hence, we have

(φ|χ) = 1

|G|
∑

g∈G
φ

(
g
)
χ

(
g
)∗ = 1

|G|
∑

g∈G
φ

(
g
)
χ

(
g−1)= 〈φ,χ〉.

Therefore, we have (φ|χ) = 〈φ,χ〉 for all φ : G → C. This holds as long as χ is a character. The next
theorem is the first orthogonality relation for characters.

Theorem 1.24.

• If χ is the character of an irreducible representation, we have (χ|χ) = 1, i.e. χ has norm 1.

• If χ and χ′ are the characters of two nonisomorphic irreducible representations, we have(
χ|χ′)= 0. (i.e. χ and χ′ are orthogonal).

Proof. Let φ be an irreducible representation with character χ. Thus for all g ∈G we have χ
(
g
) =∑

i φ
(
g
)

i i . Thus,

(
χ|χ)= 〈

χ,χ
〉= ∑

g∈G
χ

(
g
)
χ

(
g−1)= 1

|G|
∑

i , j ,g
φi i

(
g
)
φ j j

(
g−1)=∑

i , j

〈
φi i ,φ j j

〉
.

We can use corollary 1.21 to note that 〈φi i ,φ j j 〉 = δi j

n . Here, n is the degree of φ. Hence, we can see
that

(
χ|χ)= (∑

i , j δi j
)

n
= n

n
= 1.

Note that point 2 is proved along the same lines, just use corollary 1.20.

In theorem 1.13 we proved that an arbitrary representation breaks down into irreducible ones.
However, we did not specify how many times these irreducible relations occur in the decomposi-
tion.

Theorem 1.25. Let V be a linear representation of G, with character χφ, and suppose that V
decomposes into a direct sum of irreducible representations:

V =W1 ⊕ ...⊕Wk .

Then, if W is an irreducible representation with character χ, the number of Wi isomorphic to W is
equal to the scalar product (χφ|χ) = 〈χφ|χ〉.
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Proof. Let χi be the character of Wi . By proposition 1.23 we have

χφ =χ1 + ...+χk .

Thus (χφ|χ) = (χ1|χ)+ ...+ (χk |χ). The result follows by the previous theorem.

Just as one can express a number in Z in prime numbers uniquely up to order of the prime
numbers, we can state a similar result for the decomposition of an arbitrary representation.

Corollary 1.26. The number of Wi isomorphic to W does not depend on the chosen decomposition.

Proof. Note that (χ|χi ) does not depend on the decomposition of the previous theorem.

Moreover, we can also check whether two representations are isomorphic or not.

Corollary 1.27. Two representations with the same character are isomorphic.

Proof. This trivially follows from corollary 1.26. Note that each irreducible representation occurs
the same number of times.

Lastly, with the aid of characters we can check whether a representation V is irreducible or not.
Before we proof this we need some additional observations first. By the previous two theorems we
can conclude that the study of representations can be reduced to that of their characters. If χ1, ...,χh

are the distinct irreducible characters of G and W1, ..,Wh denote the corresponding representations,
then each representation V is isomorphic to

V = m1W1 ⊕ ...⊕mhWh with mi integers ≥ 0.

The character of V is equal to m1χ1+ ...+mhχh and the orthogonality relation among the χi implies(
φ|φ)=∑h

i=1 m2
i .

Theorem 1.28. If χ is the character of a representation V , (χ|χ) is a positive integer and (χ|χ) = 1 if
and only if V is irreducible.

Proof. From the previous we can conclude that
∑

i m2
i is equal to 1 if and only if one of the mi is

equal to one and the others are equal to 0. That is, V is equal to one of the Wi .

To conclude, as said before, the study of representations can be reduced to that of their characters,
which makes character theory so powerfull.

1.4. Decomposition of the Regular Representation
Before we plunge in the analysis of the number of irreducible representations of a group G, we
first need to introduce the concept of regular representation. Let |G| be the order of the group G
and let V be a finite dimensional vector space of dimension |G| with a basis (et )t∈G indexed by the
elements t of G. Let ρs ∈End(V ) with s ∈G be the representation of G such that et is mapped to est .
This representation is oftentimes called the regular representation of G. Its degree is |G| and note
that es = ρs (e1). Hence the images of e1 from a basis of V . We first have to make a claim concerning
the character of the regular representation.

Proposition 1.29. The character rG of the regular representation is given by the formulas:[21]

rG (1) = |G|, rG (s) = 0 if s 6= 1.

Corollary 1.30. Every irreducible representation Wi is contained in the regular representation
with multiplicity equal to its degree ni .

Proof. By theorem 1.25 this number is equal to
〈

rG ,χi
〉

and this number is

〈
rG ,χi

〉= 1

|G|
∑
s∈G

rG
(
s−1)χi (s) = 1

|G| |G| ·χi (1) =χi (1) = ni .
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Corollary 1.31.

1. The degrees ni of irreducible representations of G satisfy the relation
∑h

i=1 n2
i = |G|.

2. If s ∈G is different from 1, we have
∑h

i=1 niχi (s) = 0.

Proof. This immediately follows from the previous corollary.

Note that the above results can be used to determine the irreducible representations of a group G.
For example, when one has found non-isomorphic irreducible representations of degrees n1, ...,nk

such that n2
1 + ...+n2

k = |G|, then we have found all.

1.5. Number of Irreducible Representations
With the notions we have introduced thus far we are now in the position to make claims about
the number of irreducible representation of a group G. For this end, we will make use of the class
functions of the group G.

Proposition 1.32. Let f be a class function on G, and let ρ : G →GL(V ) be a linear representation
of G. Let ρ f be the linear mapping of V into itself defined by:

ρ f =
∑
t∈G

f (t )ρt .

If V is irreducible of degree n and character χ, then ρ f is a scalar multiple of the identity of ratio λ
given by:

λ= 1

n

∑
t∈G

f (t )χ(t ) = |G|
n

( f |χ∗).

Proof. Note that ρ−1
s ρ f ρs is given by

ρ−1
s ρ f ρs =

∑
t∈G

f (t )ρ−1
s ρtρs =

∑
t∈G

f (t )ρs−1t s .

We can make the substitution x = s−1t s, this will give

ρ−1
s ρ f ρs =

∑
x∈G

f (sxs−1)ρx = ∑
x∈G

f (x)ρx = ρ f .

Hence, this result implies that ρ f ρs = ρsρ f . By Schur’s lemma, this shows that ρ f is a scalar
multiple of the identity, denoted by λI . We know that the trace of the scalar multiple of the
identity is given by λn. The trace of ρ f is given by

∑
t∈G f (t )Tr(ρt ) =∑

t∈G f (t )χ(t ). From this point
we can easily verify the relation given in the proposition. Note that

λ= 1

n

∑
t∈G

f (t )χ(t ) = (
f |χ∗)

.

Now we have come to one of the most interesting observations of this chapter

Theorem 1.33. The characters χ1, ...,χh form an orthonormal basis of H . Here H is the space of
class functions on the group G.

Proof. It is already clear from theorem 1.24 that the χi form an orthonormal set in H . It remains
to proof that the χi from a basis for H . Note that it is enough to proof that every element orthog-
onal to the χ∗i is zero. We set f to be such an element. For each representation ρ of G, we set
ρ f =

∑
t∈G f (t )ρt . Since f is orthogonal to the χ∗i , we know by the previous proposition 1.32 that ρ f

is zero as long as ρ is irreducible. Since every finite group representation can be decomposed as
the direct sum of irreducible representations, we can conclude that ρ f is always zero, even though
ρ might not be irreducible.
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We are going to apply this to the regular representation R. We take the basis vector e1 under ρ f

to obtain

ρ f e1 =
∑
t∈G

f (t )ρt e1 =
∑
t∈G

f (t )et .

Note that ρ f is always zero, hence, ρe1 = 0 and therefore f (t ) = 0 for all t ∈G. Therefore, f = 0 and
this concludes the proof.

From the previous theorem it quite naturally follows that the number of irreducible represen-
tations of a group G is equal to the number of conjugacy classes of G, which is actually quite a
remarkable result.

Theorem 1.34. The number of irreducible representations of G up to isomorphism is equal to the
number of classes of G.

Proof. Let C1, ...,Ck be the distinct classes of G. To say that a function f on G is a class function
is equivalent to the restriction for f being constant on each of the Ci with i ∈ {1, ...,k}. Hence, the
space of class functions is equal to the number of distinct classes of G, which is k. The previous
theorem told us that the number of irreducible representations up to isomporphism is equal to the
number of conjugacy classes k. Hence, the result follows.

With this last result, we end this analysis of representation theory of groups with finite elements.
We will introduce some more involved definitions in later chapters with the aid of the definitions
and results obtained in these sections.

1.6. Quantum Mechanics Preliminaries
As said in the beginning of this chapter, we have to introduce the basic notions of quantum me-
chanics before proceeding further. This section is dedicated to introducing the axioms of quantum
mechanics that are of interest for us in later chapters. Note that these axioms are not axioms
in the mathematical sense regarding rules from which all other results are derived. Rather, the
axioms can be regarded as the main principles of how quantum mechanics works. Since in this
report we will only work with time independent case, there is no need to also include the time
dependent axioms of quantum mechanics. We closely follow in this section 3.6 of [11].

In quantum mechanics, physical quantities such as position, momentum and energy are repre-
sented by operators on a Hilbert space H.

Definition 1.35. A Hilbert space is a vector space H over R or C, equipped with an inner product
〈·, ·〉 such that H is complete in the norm ‖ ·‖ : V →R defined by

‖ψ‖ =√〈ψ,ψ〉.
We begin with the first axiom of quantum mechanics.
Axiom 1: The state of the system is represented by a unit vector ψ in an appropriate Hilbert
space H. If ψ1 and ψ2 are two unit vectors in H with ψ2 = cψ1 for some constant c ∈C, then ψ1 and
ψ2 represent the same physical state.

For example, the state of a quantum system, like a particle in a box, is the complex valued function

ψ ∈ L2 (
R3) ,

on the Hilbert space L2
(
R3

)
For the combination of quantum systems, such as cascade of multiple

particles, we need some auxiliary measure theoretical results which will be discussed in chapter 3.

Axiom 2: To each real-valued function f on the classical phase space there is associated a self-
adjoint operator f̂ on the quantum Hilbert space.
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In physics literature, a function f on a classical phase space is called a classical observable. This
means that it is some physical quantity which can be observed by taking a measurement of the
system, such as position or momentum. The corresponding operator f̂ is then called a quantum
observable. We will now move on to the third axiom of quantum mechanics.

Axiom 3: If a quantum system is in a state described by a unit vector ψ ∈ H, the probability
distribution for the measurement of some observable f satisfies

E( f m) = 〈
ψ, ( f̂ )mψ

〉
.

In particular, the expectation value for a measurement of f is given by 〈ψ, f̂ ψ〉.

Hence, we have maintained the point of view that in a quantum system, what one is measuring
is the classical observable f . In the quantum case, f has no longer a definite value, but only
probabilities, which are encoded by the quantum observable f̂ and the vector ψ ∈ H. Since f̂ is self
adjoint and the operator is thus symmetric, we can say that E( f ) is real valued. However, if ψ ∈ H
is an eigenvector of f̂ , the outcome of the measurement of the observable f is not totally random.

Proposition 1.36. (Eigenvectors) If a quantum system is in a state described by a unit vector
ψ ∈ H and fore some quantum observable f̂ we have f̂ ψ=λψ for some λ ∈R, then

E( f m) = 〈ψ, ( f̂ )mψ〉 =λm

for all positive integers m. The unique probability measure consistent with this condition is the one
in which f has the definite value λ, with probability one.

What is interesting in quantum mechanics is when the state of the system is a linear combination
of eigenvectors for f̂ , because the measurement of f will no longer be deterministic.

Example 1.37. Suppose f̂ has an orthonormal basis {e j } of eigenvectors with distinct real eigen-
values λ j . Suppose also that ψ is a unit vector in H with the expansion

ψ=
∞∑

j=1
a j e j .

Then for a measurement in the state ψ of the observable f , the observed value of f will always be
one of the numbers λ j . Furthermore, the probability of observing the value λ j is given by

Prob
{

f =λ j
}= |a j |2.

Last but not least, we introduce the fourth axiom of time independent quantum mechanics.
Axiom 4: Suppose a quantum system is initially is a state ψ and that a measurement of an
observable f is performed. If the result of the measurement is the number λ ∈R, then immediately
after the measurement, the system will be in a state ψ′ that satisfies

f̂ ψ′ =λψ′.

The passage from ψ to ψ′ is called the collapse of the wave function. Here f̂ is the self-adjoint
operator associated with f by Axiom 2.

This axiom says the following. Assume that f̂ has an orthonormal basis of eigenvectors {e j } with
distinct eigenvalues λ j . When we observe the value λ j in the measurement of f̂ , then ψ′ = e j .
Hence we can say that the wavefunction "collapses" to the state e j immediately after the mea-
surement.
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1.7. Representation Theory and Quantum Mechanics
We introduced quite some abstract theory in this chapter. However, this is not just all theory
without applications, on the contrary! We are first going to introduce the general setting of repre-
sentation theory in quantum mechanics and in the second part we will mention some applications.
In this section we follow chapter 5 of [5].

Suppose we have a Hamiltonian H describing our physical system and the group of symmetry
operations φg , thus being a representation of a group G, such that [H ,φg ] = 0. This finite group
consisting of the φg satisfying the last condition are called the group of Schrödinger’s equation.
This is a group representing for example rotations, translations or permutations of the particles
in the system. These set of operations do not change the Hamiltonian or its eigenvalues. For
example, if ψn is an eigenfunction of the Hamiltonian H and H and φg commute, then

φg Hψn =φg Enψn =H (φgψn) = En(φgψn).

Hence, φgψn is just as good an eigenfunction of H as ψn itself and corresponds to the same eigen-
value En . This also works for applying multiple symmetry operators φg on the eigenfunction ψn .

We are now going to make the matrix representation of φg for g ∈ G more precise. We are first
going to introduce the main claim: when En for n ∈ N is a k-fold degenerate level, we can find
eigenfunctions ψn1, ...,ψnk which are solutions to the Schrödinger’s equation. Then the matrix
representation of φg is given by

φgψnα =
k∑

j=1
ψn j D (n) (g

)
j a

where D (n)
(
g
)

j a is an irreducible matrix which defines the linear combination, n labels the energy
index and α denotes the degeneracy index. We will show that the matrices D (n)

(
g
)

form an k
dimensional irreducible representation of the group of Schrödinger’s equation. Let g ,h ∈ G such
that φg ,φh commute with the Hamiltonian. Then we can write

φg hψnα =φgφhψnα =φg
∑

j
ψn j D (n) (g

)
jα

=∑
j k
ψ j k D (n) (g

)
k j D (n) (g

)
jα

=∑
k
ψnk

[
D (n) (g

)
D (n) (g

)]
ka

By definition, we know that

φg hψnα =∑
k
ψnk D (n)(g h)kα

by which we can conclude that

D (n)(g h) = D (n) (g
)

D (n)(h)

and therefore we can conclude that the matrices D (n)
(
g
)

for g ∈G from a representation. As a last
remark, we say that the dimension of the irreducible representation is equal to the degeneracy
of the eigenvalue of En . The representation of D (n)

(
g
)

corresponding to φ
(
g
)

is an irreducible
representation if all the ψnk correspond to a single eigenvalue of En . Otherwise, it would be
possible to find two or more subsets of {ψnk } for which their linear combinations would transform
among them self. However, this suggests that the eigenvalue could be different for these two sets,
which is not the case. Therefore, the transformation matrices for the symmetry operations form
indeed an irreducible representation of the group Schrödinger’s equation.
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1.7.1. Applications of Group Theory to Quantum Mechanics
There are several examples of applications of group theory in physics, we will mention them but
not discuss them in detail. For example, the irreducible representations of the symmetry group
of Schrödinger’s equation label the states and specify their degeneracies. We can also use repre-
sentation theory for finding the correct linear combinations of wavefunctions to diagonalise the
Hamiltonian. Lastly, we mention that group theory is also usefull in following the changes in de-
generacy as the symmetry of the system is lowered. For example, when we have the Hamiltonian

H =H0 +H1,

where H0 has high symmetry corresponding to an arbitrary group G and H1 corresponds to a per-
tubation corresponding to group of lower order G ′. Usually G ′ is a subgroup of G [5] and the key is
to find which symmetry operations of the higher symmetry group G are contained in G ′. Note that
the irreducible representations of G ′ label the states of the lower symmetry exactly. When adding
a pertubation and thus lowering the symmetry of the system, we want to know what happens to
the degeneracy of the states in the unperturbed system. To put it in terms of representation the-
ory; the higher symmetry group forms reducible representations for the lower symmetry groups.

The theory introduced in this chapter is a good stepping stone for further analysing these applica-
tions which we will not pursue in this report. Was everything of this chapter written in vain? Not
exactly, as mentioned several times, we will see that most of the concepts we introduce in later
chapters are oftentimes generalisations of concepts introduced in this chapter.



2
Lie Groups and Lie Algebras

In the first chapter we introduced some concepts such as representations of groups with finite
elements, Schur’s orthogonality relations and lastly character theory. In this chapter we are going
to further develop some of these notions to groups with infinite amount of elements: Lie groups.
Lie groups are smooth manifolds which are endowed with a group structure such that operations
as taking the inverse and group multiplication are smooth, thus being topological groups as well.
The Lie algebra of a Lie group is the tangent space of a Lie group with a natural bracket operation.
The reason we are going to introduce these structures is because they are of great importance in
quantum mechanics.

Like we said in the last paragraph of the first chapter: symmetry such as rotational symmetry,
translational symmetry or permutation of the particles in a system are of great importance in
physics. Oftentimes, these groups are the previously mentioned Lie groups. In this chapter we
are going to introduce several matrix Lie groups and how they relate to one another. This is of
great importance for chapter 3, since they describe a physical property of particles in quantum
mechanics: spin.

Connected to the notion of a Lie group is a Lie algebra, the tangent space of a Lie group at the
identity. We introduce this notion because Lie algebras are linear spaces and thus easy to work
with. Again, these play an important role in the analysis of spin in chapter 3. We will also discuss
the connection between these two notions in depth in this chapter.

Furthermore, in this chapter the notions of complete reducibility is introduced. We will calculate
the fundamental group for some matrix Lie groups in this chapter, as this will shed light in the
analysis of spin in chapter 3 from a slightly different perspective. In this chapter we mostly follow
the works of chapter 16 of [11] and parts of section 3.5 and 3.6 of [10].

2.1. Lie Groups
We begin by noting that we will work in the space of Mn(C), which is the space of n ×n matrices
with complex entries. We identify this space with the space Cn2 equiped with the usual topology,
e.g. the open balls. This can be seen by identifying each entry in A ∈ Mn(C) by a coördinate in Cn2 .
The notion of standard topology implies that the open sets are open balls.

Definition 2.1. A subgroup G of GL(n;C) is closed if for each sequence Am in G that converges to a
matrix A, either A is again in G or A is not invertible. A matrix Lie group is a closed subgroup of
some GL(n,C).

Here GL(n;C) is the general linear group consisting of all invertible matrices with complex entries.
In a similar way, one can define GL(n,R) as the general linear group consisting of all invertible
n ×n matrices with real entries. It is easy to see that these are groups under the operation of
matrix multiplication. Other groups which are of interest are the groups SL(n,C),SO(n,R) and

17
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SU(n,C), the special linear, special orthogonal and the special unitary group respectively. As a
quick reminder, we give the most basic definitions of these groups.

The special linear group is the group consisting of all the complex matrices with determinant 1.
The special unitary group consists of all the n ×n matrices U ∈ Mn(C) such that UU∗ = U∗U = I
and the determinant of U is 1. Lastly, the special orthogonal group consists of all n ×n matrices
R ∈ Mn(R) such that RR tr = R tr R = I and the determinant of R is equal to 1. We assume the theory
posed in [7], [24] on orthogonal, unitary matrices to be known.

It is of interest to know whether matrix Lie Groups are homomorphic to one another and therefore
it is natural to introduce the following notion.

Definition 2.2. If G1 and G2 are matrix Lie groups, then a Lie group homomorphism of G1 and
G2 is a continuous group homomorphism of G1 into G2. A Lie group homomorphism is called a Lie
group isomorphism if it is one-to-one and onto with continuous inverse. Two matrix Lie groups are
called isomorphic if there exists a Lie group isomorphism between them.

This definition is quite natural, since it a convenient way to identify matrix Lie groups that are
the same up to homomorphism. We are working in a setting which is closely related to topol-
ogy. Therefore, we are interersted in properties of spaces which are conserved under continuous
mappings, such as connectedness and simply connectedness.

Definition 2.3. A matrix Lie group G is connected if for all A,B ∈ G there is a continuous path
A : [0,1] → Mn(C) such that A(0) = A and A(1) = B and such that A(t ) lies in G for all t . A matrix
Lie group G is simply connected if it is connected and every continuous loop in G can be shrunk
continuously to a point in G. A matrix Lie group G is compact if it is compact as a subset of
Mn(C) ∼=Cn2 .

In this definition connectedness is actually path connectedness. One may look in Appendix A
for a more in depth look at what connectedness and simply connectedness actually mean in an
algebraic topological sense. To give some intuition of simply connectedness and connectedness,
we are going to proof the simply connectedness of SU (2) and the path connectedness of SO(3).

Example 2.4. The group SU(2) is simply connected.

Proof. We begin with claiming SU(2) =
{(
α −β
β α

)
|α,β ∈C, |α|2 +|β|2 = 1

}
.

It is easy to see that a matrix on the r.h.s. is indeed unitary and has determinant equal to 1. For
the converse, take an element A of the set on the r.h.s., then the first column (α,β) ∈ C2 is a unit
vector. The second column of A is a multiple of (−β,α) as this is orthogonal to (α,β). However, the
only multiple that produces a matrix of determinant 1 is (−β,α). Therefore one can see that SU(2)
is topologically the unit sphere S3 inside C2 ∼=R4 and, therefore, is simply connected.

Example 2.5. SO(n) is path-connected, for n ≥ 1

Proof. Suppose we have an orthonormal basis {a1, ..., an} of Rn . We would like to know whether we
can find a continuous path γ : [0,1] →SO(n) such that (γ(0)a1, ...,γ(0)an = (a1, .., an) and (γ(1)a1, ...,γ(1)an) =
(e1, ...,en). Here en = (0, ..,1, ...,0), with a 1 on the n-th entry.

We begin by looking for a path γ1 : [0,1] → SO(n) which takes a1 to e1. Hence we look for a path
such that γ1(0)a1 = a1 and γ1(1)a1 = e1. We begin by introducing a new basis vector u such that u
is orthogonal to a1 and u is in the span of a1 and e1. A method to obtain this vector u is to apply
Gram-Schmidt to a1 and e1 when they are linearly independent. Otherwise, pick a arbitrary basis
vector that is orthogonal to a1. Complete the basis arbitrarily. Note that e1 ∈ span(a1,u). Also note
that a1 and e1 are normalised, hence we can define a rotation which does not act as the identity
on the complement of span(a1,u),

e1 =
 cos

(
φ

)
sin

(
φ

)
0

−sin
(
φ

)
cos

(
φ

)
0

0 0 In−2

a1.
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Here φ ∈ [0,2π]. Note that we can set

γ(t ) =
 cos

(
tφ

)
sin

(
tφ

)
0

−sin
(
tφ

)
cos

(
tφ

)
0

0 0 In−2

 ,

which takes a1 to e1 and γ1(t ) is in SO(n) for all t ∈ [0,1] trivially. Now we can define a map
γ2(t ), t ∈ [0,1] that takes γ1(1)a1 to a2 in the same manner as before. However, we would like that
this rotation γ2(t ) leaves e1 at rest.

This will be the case as we will see. Note that e1 and e2 are trivially orthogonal. Also e1 and
γ1(1)a2 are orthogonal. This follows because γ1 maps one orthogonal basis {a1, ..., an} to another
one (e1,γ1(1)a1, ...,γ1(1)an). Note that e1 is then in the complement of the subspace of the rotation
which takes γ1(1)a1 to e2. Hence, we can apply this process n −1 times to obtain a composed path
γ= γ1 ∗γ2 ∗ ....∗γn−1 such that (γ(1)a1, ...,γ(1)an) = (e1, ...,en) and γ(0) = In .

See Appendix A for more explanation of the ∗ operation.

2.2. Lie Algebras
The matrix Lie groups are quite convenient structures from a mathematical viewpoint, since it
allows us to make use of the results of group theory which has already been studied quite exten-
sively. However, as said before many times already, it often more useful to talk about the notion of
Lie algebra instead of a matrix Lie group, since these are linear spaces and hence, easier to work
with.

Definition 2.6. A Lie algebra over a field F is a vector space g over F, together with a bracket map
[·, ·] : g×g→ g having the following properties:

1. [·, ·] is bilinear

2. [Y , X ] =−[X ,Y ] for all X ,Y ∈ g
3. For all X ,Y , Z ∈ g we have the Jacobi identity

[X , [Y , Z ]]+ [Y , [Z , X ]]+ [Z , [X ,Y ]] = 0.

Example 2.7. We will now introduce some standard Lie algebras for the sake of giving examples.
In section 2.4 it will be clear what the connection of these Lie algebras are with their respective
matrix Lie groups.

The Lie algebra gl(n,C) is the complex vector space Mn(C) with the Lie bracket

[X ,Y ] = X Y −Y X .

This Lie bracket is clearly anti-symmetric and bilinear. Also note that

[X , [Y , Z ]]+ [Y , [Z , X ]]+ [Z , [X ,Y ]]

= X (Y Z −Z Y )− (Y Z −Z Y )X +Y (Z X −X Z )

− (Z X −X Z )Y +Z (X Y −Y X )− (X Y −Y X )Z = 0.

Hence, the Jacobi identity is satisfied, as Mn(C) is associative. The set of unit matrices Ei j with
i , j ∈ {1, ...,n} is a basis for gl(n,C) and thus gl(n,C) has dimension n2.

Example 2.8. Another example of a Lie algebra is the following.

sl(n,C) = {
X ∈ gl(n,C)|Tr(X ) = 0

}
.
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Again, in section 2.4 it will become clear that this is the Lie algebra is actually associated with the
matrix Lie group SL(n,C). For now we note that this is a Lie subalgebra of gl(n,C). This means
that sl(n,C) ⊂ gl(n,C) and that [X ,Y ] ∈ sl(n,C) for all X ,Y ∈ sl(n,C). Indeed, for X ,Y ∈ sl(n,C) we have

Tr([X ,Y ]) = Tr(X Y −Y X ) = Tr(X Y )−Tr(Y X ) = 0.

We can pick as a basis the same set of Ei , j with i , j ∈ {1, ...,n} as we previously used for gl(n,C). We
only have to realise that the Ei i for i ∈ {1, ...,n} have Tr(Ei i ) = 1 and hence, are no elements of sl(n,C).
There are n such matrices. Nevertheless, we can choose n −1 different matrices with a one on the
first diagonal entry and choose a −1 on one another diagonal entry. Then we can see that we have
n2 −n + (n −1) = n2 −1 matrices in our basis of sl(n,C).

In this report sl(2,C) and sl(3,C) will be used extensively. Particularly, the Lie algebra sl(2,C) has a
basis

X =
(
0 1
0 0

)
, Y =

(
0 0
1 0

)
, H =

(
1 0
0 −1

)
.

The Lie brackets of these basis elements are

[X ,Y ] = H , [H , X ] = 2X , [H ,Y ] =−2Y .

With this last observation, we end our example.

However, just as in group theory, we are interested in whether Lie algebras are the same up to
homomorphism. Therefore, similarly to the case of matrix Lie groups, we can define what a Lie
algebra homomorphism is.

Definition 2.9. If g1 and g2 are Lie algebras, a map φ : g1 → g2 is called a Lie algebra homomor-
phism if φ is linear and φ satisfies

φ([X ,Y ]) = [φ(X ),φ(Y )]

for all X ,Y ∈ g1. A Lie algebra homomorphism is called a Lie algebra isomorphism if it is one-to-one
and onto.

Definition 2.10. An ideal in g is a subalgebra h of g with the stronger property that [X ,Y ] ∈ h for
all X in g and Y in h.

Note that an ideal is to a Lie algebra homomorphism what a normal group is to a group homomor-
phism. We can also define a direct sum in this setting.

Definition 2.11. The direct sum of Lie algebras g1 and g2, denoted by g1 ⊕g2, is the direct sum of
g1 and g2 as a vector space, equipped with the bracket given by

[(X1,Y1), (X2,Y2)] = ([X1, X2], [Y1,Y2])

for all X1, X2 ∈ }1 and Y1,Y2 ∈ }2

The next part of this paragraph is dedicated to some notions which will play a significant role in
the analysis of spin and the Baryon and Meson model which we discuss in more detail in chapters
3, 4 and 5. The first we are going to discuss are the simple Lie groups.

Definition 2.12. A Lie algebra g is called irreducible if the only ideals in g are {0} and {g}. A lie
algebra g is called simple if it is irreducible and dim(g) ≥ 2.

Definition 2.13. Let g be a finite dimensional real or complex Lie algebra and let X1, ..., XN be a
basis for g (as a vector space). Then the unique constants C j kl such that

[X j , Xk ] =
N∑

l=1
c j kl Xl

are called the structure constants of g (with respect to the chosen basis).
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2.3. Matrix Exponentials
When we are talking in the language of matrix Lie algebras, we are often considering matrix
exponentials. For completeness sake, we go over some elementary notions of matrix exponentials
and provide proofs for most of the theorems. We begin with the definition of a matrix exponential.
For this end take X ∈ Mn(C), then the matrix exponential is defined in the following way,

e X =
∞∑

m=0

X m

m!
,

However, we would like to have a norm.

Definition 2.14. For any X ∈ Mn (C), we have

‖X ‖ =
(

n∑
j ,k=1

|Xi j |2
)1/2

This is called the Hilbert Schmidt norm. Suppose ‖X ‖ ≤ R, then since ‖X Y ‖ ≤ ‖X ‖‖Y ‖ it follow that
‖X ‖n ≤ Rn . Since

∑∞
n=1

Rn

n! converges, the series for e X converges on the set {X ∈ Mn(C)|‖X ‖ ≤ R} by
the Weierstrass M-test [9]. Similarly to the matrix exponential, one can define the logarithm as
follows.

Definition 2.15. For any A ∈ Mn(C), define log(A) by

log(A) =
∞∑

m=1
(−1)m+1 (A− I )m

m

whenever ‖A− I‖ < 1.

The matrix exponential has some interesting properties which we will exploit quite extensively.

Theorem 2.16. The matrix exponential has the following properties for all X ,Y ∈ Mn(C)

1. e0 = I

2. e X tr = (
e X

)tr and e X ∗ = (
e X

)∗
3. If A is an invertible n ×n matrix, then e AX A−1 = Ae X A−1

4. det
(
e X

)= eTr(X )

5. If X Y = Y X , then e X+Y = e X eY

6. e X is invertible and
(
e X

)−1 = e−X

7. Even if X Y 6= Y X , we have e X+Y = lim
m→∞

(
e X /meY /m

)m

We will not go over these proofs in full detail, as most of them are considered elementary. However,
the proof of point 7 is a good exercise and since this identity is of great importance in one of the
most fundamental theorems of this chapter, we are going to proof this. Actually, point 7 is a specific
case of the Trotter product formula. However, before we are proceeding we have to introduce an
auxiliary lemma.

Lemma 2.17. There exists a constant c such that for all n ×n matrices B with ‖B‖ < 1
2 , we have

‖ log(I +B)−B‖ ≤ c‖B‖2
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Proof.

log(I +B)−B =
∞∑

m=2
(−1)m+1 B m

m
= B 2

∞∑
m=2

(−1)m+1 B m−2

m
.

Hence we can easily see that

‖ log(I +B)‖ ≤ ‖B‖2
∞∑

m=2

( 1
2

)m−2

m
.

We are now in the position to proof the last part of theorem 2.16.

Proof. For point 7 we take X ,Y ∈ Mn(C) arbitrary. Then we multiply the power series of e X /m and
eY /m to obtain

e X /meY /m = I + X

m
+ Y

m
+O

(
1

m2

)
.

Note that e
X
m e

Y
m → I as m →∞. Hence, as we choose sufficiently large m we have that e

X
m e

Y
m is in

the domain of convergence of the logarithm as defined in definition 2.15 Hence we obtain

log
(
e

X
m e

Y
m

)
= log

(
I + X

m
+ Y

m
+O

(
1

m2

))
= X

m
+ Y

m
+O

(∥∥∥∥ X

m
+ Y

m
+O

(
1

m2

)∥∥∥∥2)
= X

m
+ Y

m
+O

(
1

m2

)
.

From this point all the heavy lifting has already been done, so

e
X
m e

Y
m = e

X
m + Y

m +O
(

1
m2

)
,

and hence,

lim
m→∞

(
e

X
m e

Y
m

)m = lim
m→∞

(
e X+Y +O

( 1
m

))
= e X+Y .

Another tool which we will use quite extensively is that of a the derivative of a matrix exponential.
For completeness sake, we included the proof as well.

Proposition 2.18. Let X ∈ Mn(C), then term by term differentiation yields d
d t e t X

∣∣∣
t=0

= X .

Proof. Note that therm by term differentiation yield the following result:

d

d t
e t X = d

d t

∞∑
m=0

(t X )m

m!
=

∞∑
m=1

X m t m−1

(m −1)!
=

∞∑
m=0

X m+1t m

m!
.

Hence we can see that d
d t e t X |t=0 = X

To conclude this section, we will introduce the notion of a one-parameter subgroup, as this will be
of great use in proving the relationship between matrix Lie groups and matrix Lie algebras in the
next section.

Definition 2.19. A one-parameter subgroup of GL(n;C) is a continuous homomorphism of R into
GL(n;C), that is,

1. A continuous map A :R→GL(n;R),
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2. A(0) = I ,

3. A(s + t ) = A(s)A(t ) for all s, t ∈R.

Theorem 2.20. If A(·) is a one-parameter subgroup of GL(n;C), there exists a unique n×n complex
matrix X such that

A(t ) = e t X .

We follow the proof given in the lecture notes of [9].

Proof. We first need to show that A is differentiable. Take s ∈R arbitrary, then∫ h

0
A(s + t )d t = A(s)

∫ h

0
A(t )d t .

Since A(0) = I and A is a continuous homomorphism by definition, we know that the integral on
the right hand side is invertible for small enough h. Furthermore,∫ h

0
A(s + t )d t =

∫ s+h

s
A(u)du,

Hence, we can see that

A(s) =
∫ s+h

s
A(u)du

(∫ h

0
A(t )d t

)−1

,

which is differentiable in s. Suppose that A′(0) = X , then

A′(t ) = lim
h→0

A(t +h)− A(t )

h
= lim

h→0

A(t )A(h)− A(t )A(0)

h
= A′(0)A(t ),

so A is a solution of the initial value problem

y ′(t ) = X y(t ), y(0) = I .

Hence, we can easily see that the unique solution is y(t ) = exp(t X ).

2.4. Lie Algebra of Matrix Lie Groups
We have defined what matrix Lie groups are and we have seen some elementary examples of
matrix Lie groups such as SO(3). We are going to further our studies of Lie algebras of such
matrix Lie groups. The goal of this section is to obtain a basis for so(3), the Lie algebra which will
be used in the analysis of spin.

Definition 2.21. If G ⊂ GL(n;C) is a matrix Lie group, then the Lie algebra of g of G is defined as
follows:

g= {X ∈ Mn(C)|e t X ∈G for all t ∈R}.

There are some properties which are worthwhile to note considering matrix Lie algebras,

Lemma 2.22. For any matrix Lie group G, the Lie algebra g of G has the following properties.

1. The zero matrix 0 belongs to g

2. For all X in g, t X belongs to g for all real numbers t .

3. For all X and Y in g, X +Y belongs to g.

4. For all A ∈G and X ∈ g we have AX A−1 ∈ g.

5. For all X and Y in g, the commutator [X ,Y ] := X Y −Y X belongs to g.
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Proof. Point 1 and 2 are trivial. Point 3 follows from applying the Lie product formula under
the assumption that G is closed. Point 4 follows from point 3 of the properties of the matrix
exponential. Point 5 is somewhat harder to proof. Note that by applying the chain rule for matrix
exponentials we obtain

[X ,Y ] = d

d t
e t X Y e−t X

∣∣∣∣
t=0

,

where point 4 is used to show that the expression that is differentiated is indeed an element of g.
Note that g is a closed subspace of Mn(C) and hence

[X ,Y ] = lim
h→∞

ehX Y e−hX −Y

h

belongs to g.

It is not immediately clear that this is indeed a Lie algebra. So we will check all the conditions in
definition 2.6. When we equip g with the bracket [X ,Y ] = X Y −Y X for all X ,Y ∈ g, then blinearity
follows trivially from point three and point 5 of lemma 2.22. When X ,Y ∈ g then [X ,Y ] = −[Y , X ],
which can be checked by direct calculations. The Jacobi identity also follows by direct calculation
similar to the one in example 2.7. Note that from lemma 2.22 it is clear that g is a real Lie algebra.

In order to compute the basis of the Lie algebra of so(3) we are going to introduce some specific
examples to further develop our intuition about basic matrix Lie algebras.

Proposition 2.23. Let gl(n,C), u(n), su(n), so(n) and sl(n;C)denote the Lie algebras of the matrix
Lie groups GL(n;C), U (n), SU(n), SO(n) and SL(n;C). Then the following holds:

gl(n;C) = Mn(C)

sl(n,C) = {X ∈ gl(n)|Tr(X ) = 0}

u(n) = {X ∈ Mn(C)|X ∗ =−X }

su(n) = {X ∈u(n)|Tr(X ) = 0}

so(n) = {X ∈u(n)|X tr =−X }.

Proof. Let us consider su(n,C). Assume that we have X ∈ Mn(C) such that Tr(X ) = 0, then

det
(
e t X )= e t Tr(X ) = e0 = I.

This implies that e t X ∈SU(n;C). Conversely, suppose that X ∈ su(n;C), then by inspecting the above
calculation we have to obtain e t Tr(X ) = I for all t ∈ R, which is possible if and only if Tr(X ) = 0. The
proof for sl(n,C) is similar and thus omitted.

We continue by inspecting u(n). For this end take an arbitrary X ∈ Mn(C) such that X ∗ =−X . Then
by the properties of the matrix exponential we have(

e t X )∗ = e t X ∗ = e−t X = (
e t X )−1

.

Hence, e t X is a unitary matrix. Conversely, if e t X is unitary for all t ∈R, then
(
e t X

)∗ = (
e t X

)−1 = e−t X .
When we differentiate e t X ∗ = e−t X on both sides at t = 0, we obtain X ∗ = −X . Thus, u(n) = {X ∈
Mn(C)|X ∗ =−X }.

Something interesting can be concluded from these proofs. That is, we can represent every ele-
ment of so(3) in the following way:

so(3) =


 0 a b
−a 0 c
−b −c 0

∣∣∣∣∣∣a,b,c ∈R


We obtain the following set of generators of so(3):
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F1 :=
0 0 0

0 0 −1
0 1 0

 ; F2 :=
 0 0 1

0 0 0
−1 0 0

 ; F3 :=
0 −1 0

1 0 0
0 0 0

 .

It is not hard to check that [F1,F2] = F3, [F2,F3] = F1 and [F3,F1] = F2. With the usual relations of the
bracket map the other permutations are easily obtained.

2.5. Complexification of Lie Algebras
In this section we discuss the basics of the complexification of a matric Lie algebra which will play
an important role in the analysis of the root-weight system of SU(3).

Definition 2.24. If V is a finite dimensional real vector space, then the complexification of V ,
denoted by VC, is the space of formal linear commbinations

v1 ⊕ i v2,

with v1, v2 ∈V . This space becomes a complex vector space if we define

i (v1 + i v2) =−v1 + i v2

When we have a Lie algebra g equipped with a bracket [·, ·], we there is a unique extension such
that its complexification gC is a Lie algebra as well.

Proposition 2.25. Let g be a finite-dimensional real Lie algebra and gC its complexification as
a vector space. Then the bracket operation on g has a unique extension to gC that makes gC into
a complex Lie algebra. The complex Lie algebra gC is called the complexification of the real Lie
algebra g.

Proof. The uniqueness is not hard to see. Take X1, X2,Y1 and Y2 as elements of g, then

[X1 + i X2,Y1 + i Y2] = ([X1,Y1]− [X2,Y2])+ i ([X1,Y2]+ [X2,Y1]).

When one would define two extensions which agree on the real subset of the vector space, the
brackets must agree on the complex vector space as well. To show existence, we need to check
that this map is bilinear over C, skew-symmetric and satisfies the Jacobi identity. Note that this
map is an extension of the bracket over g, so it is at least bilinear over R. Before we proof that this
map is complex linear in both arguments, we proof that this map is skew-symmetric.

[X1 + i X2,Y1 + i Y2] = ([X1,Y1]− [X2,Y2])+ i ([X1,Y2]+ [X2,Y1])

=−([Y1, X1]− [Y2, X2])− i ([Y2, X1]+ [Y1, X2])

=−[Y1 + i Y2, X1 + i X2].

Hence, for complex bilinearity we only need to show that this map is indeed complex linear in one
factor.

[i (X1 + i X2),Y1 + i Y2] = [−X2 + i X1,Y1 + i Y2]

=−([X2,Y1]− [X1,Y2])+ i ([X1,Y1]− [X2,Y2])

= i (([X1,Y1]− [X2,Y2])+ i ([X2,Y1]+ [X1,Y2]))

= i [X1 + i X2,Y1 + i Y2].

Hence, bilinearity holds. Lastly, the Jacobi idenity has to be checked. The Jacobi idenity holds if
X ,Y , Z ∈ g.

[X , [Y , Z ]]+ [Y , [Z , X ]]+ [Z , [X ,Y ]] = 0.

Note that the Jacobi identity will still hold if X ∈ gC and Y , Z ∈ g as we showed that it is complex
linear in X with Y , Z fixed. For the same reasoning the Jacobi identity still holds when Y , Z are
also in gC.
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Proposition 2.26. Suppose that g⊂ Mn(C) is a real Lie algebra and that for all nonzero X in g, the
element i X is not in g. Then the complexification gC of g in definition 2.24 is isomorphic to the set
of matrices in Mn(C) that can be expressed in the form X + i Y with X and Y in g

Proof. The proof is quite standard. We can consider the map f : gC → Mn(C) such that f (X + i Y ) =
X + i Y , sending the formal linear combination X + i Y to the linear combination X + i Y of matrices.
Take X + i Y , A+ i B ∈ gC arbitrary. Then note that

f ((X + i Y )(A+ i B)) = f (X A−Y B + i (Y A+X B)) = X A−Y B + i (Y A+X B) =
(X + i Y )(A+ i B) = f (X + i Y ) f (A+ i B),

which indeed gives an homomorphism. Note that i X ∉ g for every nonzero X ∈ g. Hence, this map
f : gC→ Mn(C) is injective as well. Note that this means that there is an isomorphism between gC
and g+ ig.

From this proposition we can conclude that su(n)C ∼= sl(n;C). This can be seen in the following
way. Note that su(n) is a subalgebra of u(n) and therefore we have for all X ∈ su(n) that X ∗ =−X .
However, also note that (i X )∗ = i X and hence, not both X and i X can be an element of su(n), unless
X is zero. Now note that sl(n,C) consists of all the n ×n traceless matrices X . We know that every
X ∈ sl(n,C) can be expressed as X = X1+i X2 where X1 = X−X ∗

2 and X2 = X+X ∗
2 , which are both in su(n).

Hence, su(n)C ∼= sl(n;C). To recap, from the first proposition 2.25 we could conclude that su(n)C is
a complex vector space and from the second proposition 2.26 it is clear that this vector space is
isomorphic to sl(n,C).

2.6. Connection between Lie Groups and Lie Algebras
In the previous sections we have seen several examples of Lie groups and Lie algebras so(3),su(2),SO(3)
and SU(2). However, we never explicitly stated the connection between them. In this section, we
will proof that SU(2) is a double cover of SO(3). This will play a great role in the analysis of spin.
We begin our study with stating the relationship between matrix Lie groups and the correspond-
ing Lie algebras.

Theorem 2.27. Suppose G1 and G2 are matrix Lie groups with Lie algebras g1 and g2, respectively,
and suppose that Φ : G1 →G2 is a Lie group homomorphism, Then there exists a unique linear map
φ : g1 → g2 such that Φ

(
e t X

) = e tφ(X ) for all t ∈ R and X ∈ g. This linear map has the following
additional properties:

1. φ([X ,Y ]) = [φ(X ),φ(Y )] for all X ,Y ∈ g
2. φ

(
AX A−1

)=Φ(A)φ(X )Φ(A)−1 for all A ∈G and X ∈ g
3. φ(X ) may be computed as

φ(X ) = d

d t
Φ

(
e t X )∣∣∣∣

t=0

Proof. Note that Φ is a continuous group homomorphism from G1 to G2. Note as well that Φ(e t X )
is a one parameter subgroup in G2. Hence, by theorem 2.20 we have that there is a unique matrix
Z such that

Φ(e t X ) = e t Z

for all t ∈R. We define φ(X ) = Z and check that it has the desired properties.

Let t = 1, then it follows that Φ(e X ) = eφ(x) for all X ∈ g. For the following point, if Φ(e t X ) = e t Z for all
t , then it naturally follows that Φ(e t s(X )) = e t s(Z ), therefore φ(sX ) = sφ(X ). Note that Φ is continuous,
we can therefore use the Lie product formula in the following way:
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e tφ(X+Y ) =Φ
(

lim
m→∞

(
e t X /me tY /m)m

)
= lim

m→∞(Φ(e t X /mΦ(e tY /m))m

= lim
m→∞

(
e tφ(X )e tφ(Y )/m)m = e t (φ(X )+φ(Y ))

We can now use proposition 2.18 to both sides to obtain the equality: φ(X +Y ) =φ(X )+φ(Y ).

We have constructed a real-linear map which satisfies Φ(e X ) = e tφ(X ). We still have to proof that
this map is indeed unique. For this end take another real linear map φ′ with all the previous
properties. Then one would note that e tφ(X ) = φ(e t X ) = e tφ′(X ) for all t ∈ R. Again, we can apply
proposition 2.18 to both sides to obtain the equality φ(X ) =φ′(X ).

We still have to proof the properties 1,2,3 and these all follow more or less from proposition 2.18
For point 1, take an arbitrary A ∈G. We then have

e tφ(AX A−1) = e tφ(t AX A−1) =Φ(e t AX A−1
)

=Φ(A)Φ(e t X )Φ(A)−1 =Φ(A)e tφ(X )Φ(A)−1.

One can differentiate both sides at t = 0 to obtain the equality in point 1.

For point 2 we have to use the following identity which we already have used in the proof of lemma
2.22.

φ([X ,Y ]) =φ
(

d

d t
e t X Y e−t X

∣∣∣∣
t=0

)
= d

d t
φ

(
e t X Y e−t X )∣∣∣∣

t=0
.

Note that we have used that the derivative commutes with the linear transformation.

φ([X ,Y ]) = d

d t
φ

(
e t X Y e−t X )∣∣∣∣

t=0
= d

d t
Φ(e t X )φ(Y )Φ(e−t X )

∣∣∣∣
t=0

= d

d t
e tφ(X )φ(Y )e−tφ(X )

∣∣∣∣
t=0

= [φ(X ),φ(Y )].

This established point 2. To finish this proof, note that for point 3 we can write φ(e t X ) = eφ(t X ) =
e tφ(X ). Again using proposition 2.18 we can compute φ(X ) as is shown in point 3.

We have now constructed a relationship between Lie groups and Lie algebras. This is of great use,
since we may study for example matrix Lie groups and use these results to deduce the relationship
between Lie algebras and vice-versa. For example, when we have two matrix Lie groups which are
isomorphic, then we are able to deduce whether the related matrix Lie algebras are isomorphic or
not.

Theorem 2.28. Suppose that G1 and G2 are matrix Lie groups with Lie algebras g1 and g2, respec-
tively. If G1 is isomorphic to G2, then g1 is isomorphic to g2.

Proof. Suppose Φ : G1 → G2 is a Lie group isomorphism from G1 to G2 with corresponding Lie
algebra homomorphism φ : g1 → g2. Then note that Φ−1 : G2 → G2 is an Lie group isomorphism
as well with corresponding Lie algebra homomorphism ψ : g2 → g1. Let X ∈ g1 arbitrary, then
Φ−1

(
Φ

(
e t X

)) = e tψ(φ(X )) which results in e t X = e tψ(φ(X )) for all t ∈ R. Hence X = ψ
(
φ(X )

)
. A similar

argument can be used to show that for any X ∈ g2 we obtain X = φ
(
ψ(X )

)
. Hence, this shows that

φ◦ψ= Idg2 and ψ◦φ= Idg1 . Hence φ : g1 → g2 is a bijection and hence Lie algebra isomorphism.

This is a result which one would expect to be true. However, the converse may not be always true.
Nevertheless, there are some cases in which it is. The following theorem is an example of such a
case.
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Theorem 2.29. Suppose that G1 and G2 are matrix Lie groups with Lie algebras g1 and g2, respec-
tively, and suppose that φ : g1 → g2 is a Lie algebra homomorphism. If G1 is connected and simply
connected, then there exists a unique Lie group homomorphism Φ : G1 → G2 such that Φ and φ are
related as in theorem 2.27.

The proof can be found in [10]. However, when the requirements of this theorem are not satisfied,
this theorem might not always hold. We will encounter this with for example SU(2) and SO(3).
In fact, SU(2) is a double cover of SO(3), meaning there is a two to one continuous mapping from
SU(2) onto SO(3).

Definition 2.30. Suppose G is a connected matrix Lie group with Lie algebra g. A universal
cover of G is an ordered pair

(
G ,Φ

)
consisting of a simply connected matrix Lie group G and a Lie

group homomorphism Φ : G →G such that the associated Lie algebra homomorphism φ : g→ g is an
isomorphism of the Lie algebra g of G with g. The map Φ is called the covering map for G.

When we want SU(2) to be a double cover of SO(3), we first need to proof that so(3) and su(2) are
isomorphic to one another.

Proposition 2.31. The Lie algebra su(2) and so(3) are isomorphic, but the Lie groups SU(2) and
SO(3) are not isomorphic.

Proof. We know from proposition 2.23 that su(2) =
{(

i a b + i c
−b + i c −i a

)∣∣∣∣a,b,c ∈R
}

. Then it trivially

follows that one can choose a basis:

E1 = 1

2

(
i 0
0 −i

)
; E2 = 1

2

(
0 1
−1 0

)
; E3 = 1

2

(
0 i
i 0

)
;

The commutator relations [E1,E2] = E3 satisfy the same cyclic permutation as the F j , j = 1,2,3 for
the basis of so(3), as can be checked from direct calculations. This is quite interesting, as one can
construct an isomoprhism φ : su(2) → so(3) mapping the basis of su(2) directly to the basis of so(3).

There is, however, no isomorphism between SU(2) and SO(3), as it can be easily seen that SU(2)
has non-trivial center containing at least {I ,−I }, whereas the center of SO(3) is trivial.

To conclude this proof, we will show that the center of SO(3) is indeed trivial. We will do this by
contradiction. Assume that R1 6= I is in the center of SO(3). We know that every A ∈ SO(3) has an
eigenvalue 1, as one can see in Appendix A. Let A 6= I ∈SO(3) arbitrary. We know that there exists
an v ∈ C3 such that R1v = v . Since R1 is in the center we may assume AR1v = R1 Av , which results
in (R1 − I )Av = 0. Since R1 and A commute and v is an eigenvector of R1, we know that Av is again
an eigenvector of R1 and hence non-zero. Therefore, we may safely conclude that R1 = I , which is a
contradiction.

Before proving that
(
SU(2),Φ

)
is indeed a cover of SO(3), three auxiliary theorems and lemmas

will aid us.

Theorem 2.32. Let G be a matrix Lie group with Lie algebra g. Then there exists a neighborhood
U of 0 in Mn(C) and a neighborhood V of I in Mn(C) such that the matrix exponential maps U
diffeomorphically onto V and such that for all X ∈U , we have that X belongs to g if and only if e X

belongs to G.

The proof of this theorem can be found in [10], but we will not dive into the proof, since we need
a lot of auxiliary tools to proof this. This theorem essentially tells us that our Lie algebra g of a
matrix Lie group G is large enough to tell us what happens in a neighbourhood of the identity in
G. We will continue with two fun lemmas.

Lemma 2.33. A discrete normal subgroup of a connected group is central.



2.6. Connection between Lie Groups and Lie Algebras 29

Proof. Let G be a connected group and N a discrete normal subgroup of G. Let n ∈ N be arbitrary.
Define the mapping f : G → N by g 7→ g ng−1. We know that this function is continuous and there-
fore the image of f is connected as connectedness is a topological property. Note that for g = e the
identity element f (e) = n, therefore n is contained in the image of f . Also note that N is a dis-
crete normal subgroup and hence the only connected sets are singletons, so f (g ) = n for all g ∈ G.
Therefore g ng−1 = n and hence g n = ng for all g ∈G.

Lemma 2.34. The center of SU(2) is no larger than {I ,−I }

Proof. One can take A =
(

0 1
−1 0

)
∈ SU(2) and B =

(
0 i
i 0

)
∈ SU(2). We can conclude that for an

element in
(
α −β
β α

)
∈ SU(2) to commute with A,B , then α should be real and β should be purely

real and imaginary. This leads to α=±1 and β= 0. Hence the only elements in the center of SU(2)
are ±I .

Finally, we are now in the position to proof the main theorem of this section.

Theorem 2.35. Let Φ : SU(2) →SO(3) be the unique Lie group homomorphism for which the associ-
ated Lie algebra homomorphism φ satisfies φ(E j ) = F j , j = 1,2,3. Then ker(Φ) = {I ,−I } and

(
SU(2),Φ

)
is a universal cover of SO(3).

Proof. As we already know, E1 is diagonal. From trivial calculations, it follows that e2πE1 = −I in
SU(2). We also have

eaF1 =
1 0 0

0 cos(a) −sin(a)
0 sin(a) cos(a)

 ;

for all a ∈R. Also

Φ(−I ) =Φ(
e2πE1

)= e2πφ(E1) = e2πF1 = I .

As one can see, −I is an element of the kernel of Φ.

From theorem 2.32 we can conclude that as φ is injective, Φ is injective near a neighbourhood of
I . Take A,B ∈ SU(2) and A 6= B close enough to I , then by theorem 2.32 we have A = e X and B = eY

for X ,Y ∈ su(2) with X 6= Y .

We know that φ is injective, hence φ(X ),φ(Y ) are distinct elements in so(3). Theorem 2.32 can be
applied once again to note that Φ(A) = eφ(X ) and Φ(B) = eφ(Y ) are distinct as well. Therefore, we
can see that the ker(Φ) is a discrete normal subgroup. We now from lemma 2.33 that the discrete
normal subgroup of a connected group is central.

From lemma 2.34 we know that the center of SU(2) is no larger than {I ,−I }. From this it follows
that the kernel of Φ cannot be larger than {±I }. Lastly, we have to proof that Φ maps onto SO(3).
This can be done by noting that each element of SO(3) can be expressed as R = eφ(X ) with X ∈ so(3).

However, this claim is far from trivial. Note the following:

ebF2 =
cos(b) 0 −sin(b)

0 1 0
sin(b) 0 cos(b)

 ,

and

ecF3 =
cos(c) −sin(c) 0

sin(c) cos(c) 0
0 0 1

 .

Hence, we see that eaF1 , ebF2 and ecF3 are rotations around the x, y and z axis respectively. We
denote these subgroups as Rx ,Ry and Rz respectively. Here a,b,c ∈ R. Take an arbitrary R ∈SO(3),
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then note that Rx, with x ∈ R3 parallel with the z-axis, can be rotated in the (x, z) plane by an
Q ∈ Rz . Then note that QRx can be rotated to z by an W ∈ Ry , hence W QRz = z. Hence, this shows
that T = W QR ∈ Rz and that R = Q−1W −1T with Q−1,T ∈ Rz and W −1 ∈ Ry . Hence, we can see that
R = eφF3 eθF2 eψF3 with (φ,θ,ψ) ∈R3. Hence, we see that Φ is a surjective map.

2.7. Finite Dimensional Representations of Lie Groups and
Lie Algebras

Now we have introduced all the necessary tools to introduce the notion of a representation. In
this section, we will give some basic definitions concerning finite dimensional representations in
general. We will also provide some tools to work with representations and identify them, such
as Schur’s Lemma. The representations we will consider are those involving matrix Lie groups,
which has a topological structure as discussed before. Untill section 2.7.2 we mostly follow section
16.7 of [11].

Definition 2.36. Let G ⊂ GL(n;C) be a matrix Lie group. A finite dimensional representation of G
is a continuous homomorphism of G into GL(V ), the group of all invertible linear transformations
of a finite dimensional vector space V .

As we have noted, the matrix Lie groups inherited the topological structure of Mn(C). Therefore, it
is only natural to require for the homomorphism to be continuous. The vector spaces we consider
are over the field C. We further our studies with the notion of Lie algebras.

Definition 2.37. A finite-dimensional representation of a Lie algebra g is a Lie algebra homomor-
phism of g into gl(V ), the space of all linear transformations of V . Here gl(V ) is considered as a Lie
algebra with bracket given by [X ,Y ] = X Y −Y X .

As we have introduced the important definitions of Lie group and Lie algebra homomorphisms,
we can note the following. Given a representation Π : G → GL(V ) of a matrix Lie group G, we can
pick a basis for V and note that we can identify GL(V ) with GL(n;C) and gl(V ) with gl(n;C). Using
theorem 2.27 we obtain a representation π : g→ gl(V ) such that

Π
(
e X )= eπ(X )

for all X ∈ g.

As an intermezzo we are going to give a little intro in how representations of SO(n) can be used
in quantum mechanics. An important example of a representation in quantum mechanics arises
from the time-independent Schrödinger equation in Rn , namely Hψ= Eψ, for a fixed E ∈R and H

is the Hamiltonian which describes our physical system. This is what we already have seen at the
end of the first chapter.

Suppose that H is invariant under rotations. This means that H commutes with the relevant
representations of the rotation group and also with the associated Lie algebra operators. This
implies that the eigenspaces for H are invariant under rotations. Even when a solution ψ of the
Schrödinger equation is not a radial function, thus rotationally invariant, the action of SO(n) on
this solution will give another solution of the Schrödinger equation in the case that H is rotation-
ally invariant.

Even when the quantum Hilbert space describing our physical system is infinite dimensional, the
solution spaces are typically finite dimensional [11]. Therefore, if we understand what all finite
dimensional representations of SO(n) look like, we already made some great steps in understand-
ing what the solutions to Hψ = Eψ look like in the rotational invariant case. This is one of the
examples of the power of representation theory in quantum mechanics. This ends our little inter-
mezzo.

Before proving the following theorem, we need an additional proposition.
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Proposition 2.38. If a matrix Lie group G is connected, then for all A ∈ G there exists a finite
sequence X1, X2, ..., XN of elements of g such that

A = e X1 e X2 ...e XN .

The proof can be found in [11].

Just as with groups, it is oftentimes useful to know which representations are isomorphic to one
another.

Theorem 2.39. Suppose G is a connected matrix Lie group with Lie algebra g. Suppose that
Π : G → GL(V ) is a finite-dimensional representation of G and π : g → gl(V ) is the associated Lie
algebra representation. Then a subspace W of V is invariant under the action of G if and only if
it is invariant under the action of g. In particular, Π is irreducible if and only if π is irreducible.
Furthermore, two representations of G are isomorphic if and only if the associated Lie algebra
representations are isomorphic.

Proof. Suppose that W ⊂ V is an invariant subspace of W under the action of π(X ) for all X ∈ g.
Note that W is invariant under π(X )m for all m ∈ N. We assumed that V is a finite dimensional
subspace, and therefore any subspace of it is a closed subset. Hence, W is invariant under

Π(e X ) = eπ(X ) =
∞∑

m=0

π(X )m

m!
.

Since G is connected, we know that every element of G is a product of exponentials of elements of
g, as the previous proposition 2.38 dictates. Therefore, we see that W is invariant under Π(A) for
all A ∈G.

Now we are going to proof the converse implication. Suppose that W is invariant under Π(A) for
all A ∈G. Then, as W is closed, it is invariant under

π(X ) = lim
h→0

Π
(
ehX

)− I

h

for all X ∈ g.

For the last part of the proof, suppose that Π1 and Π2 are two representation of G, acting on two
vector spaces V1 and V2. Also suppose that Φ : V1 →V2 is an invertible linear map. Then by following
similar steps as above we can see that ΦΠ(A) =Π(A)Φ for all A ∈G if and only if Φπ(X ) = π(X )Φ for
all X ∈ g. Hence, Φ is an isomorphism of group representations if and only if it is an isomorphism
of Lie algebra representations.

As we have foreshadowed in the first chapter, we are going to proof Schur’s lemma.

Theorem 2.40. If V1 and V2 are two irreducible representations of a group or Lie algebra, then the
following hold.

1. If Φ : V1 →V2 is an intertwining map, then either Φ= 0 or Φ is an isomorphism.

2. If Φ : V1 → V2 and Ψ : V1 → V2 are nonzero intertwining maps, then there exists a nonzero
constant c ∈C such that Φ= cΨ. In particular, if Φ is an intertwining map of V1 to itself then
Φ= cI .

Proof. Ker(Φ) is an invariant subspace of V1. Note that V1 is assumed to be irreducible, hence
ker(Φ) = {0}, thus injective, or ker(Φ) = V1, thus Φ = 0. Similarly, note that Im(Φ) is an invariant
subspace of V2. Therefore, we note that either Im(Φ) = {0} or Im(Φ) =V2. In the latter case we know
that Φ has to be injective as well, hence bijective. Point 1 has now been proven.

For point 2 note the following. Since Φ and Ψ are non zero we know that they must be isomor-
phism by point 1. It is enough to proof that Γ=Φ−1Ψ : V1 →V1 is a multiple of the identity. To prove
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this we first note the following: C is an algebraïcally closed field. Therefore, Γ must have at least
one eigenvalue λ ∈C. We denote W the λ eigenspace of Γ. Then we know this subspace is invariant
under the action of the Lie group or Lie algebra.

The last part follows quite easily. Take an arbitrary w ∈W , then note that Γw = λw . We can then
conclude that Γ(Π(A)w) =λΠ(A)w =Π(A)Γw . Since w is an eigenvector of Γ, the invariant subspace
W is nonzero and hence V1 =W . This yields that Γ=λI .

The first part of Schur’s Lemma holds for representations over an arbitrary field while the second
part only holds for representations over algebraically closed fields.[11]

2.7.1. Unitary Representations
In quantum mechanics, we are not interested in all vector spaces, but mainly in Hilbert spaces.
The expectation values in quantum mechanics are defined in terms of inner products. This con-
struct is used for making predictions concerning observables in quantum mechanics, as is speci-
fied in chapter 1. Hence, it is only natural to study the actions of a group that preserves the inner
product and the linear structure. As noted before, in this section the finite-dimensional case will
be highlighted.

Definition 2.41. Suppose V is a finite dimensional Hilbert space over C. U(V ) is the group of in-
vertible linear transformations of V that preserve the inner product. A (finite dimensional) unitary
representation of a matrix Lie group G is a continuous homomorphism of Π : G → U(V ) for some
finite-dimensional Hilbert space V .

As we have introduced the notion of unitary representation, one might wonder when an arbitrary
representation of a Lie group is unitary with respect to an inner product defined on a Hilbert
space.

Theorem 2.42. Let Π : G →GL(V ) be a finite dimensional representation of a connected matrix Lie
group G and let π be the associated representation of the Lie algebra g of G. Let 〈·, ·〉 be an inner
product on V . Then Π is unitary with respect to 〈·, ·〉 if and only if π(X ) is skew self-adjoint with
respect to 〈·, ·〉 for all X ∈ g, that is, if and only if

π(X )∗ =−π(X )

for all X ∈ g
Proof. The proof in both directions is quite easy. First assume that Π (A) is unitary for all A ∈ G.
Then for all X ∈ g and t ∈R we have

Π
(
e t X )∗ =Π(

e t X )−1 =Π(
e−t X )= e−tπ(X ).

However, we also have

Π
(
e t X )∗ = (

e tπ(X ))∗ = e tπ(X )∗ .

Combining these two observations we arrive at

e tπ(X )∗ = e−tπ(X )

for all t ∈R. We can apply lemma 2.18 to both sides to obtain π(X )∗ =−π(X ).

Now assume that π(X )∗ =−π(X ) for all X ∈ g, then

Π
(
e X )∗ = eπ(X )∗ = e−π(X ) =Π(

e−X )=Π(
e X )−1

.

Hence, Π(e X ) is unitary. Since G is connected we can use theorem 2.38. This theorem tells us that
all A ∈G are expressible as a product of exponentials, thus Π(A) is unitary.
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2.7.2. Projective Unitary Representation
Note that by axiom 1 in section 1.6 we can see that two unit vectors ψ1,ψ2 in a Hilbert space H
such that ψ1 = cψ2 with c ∈ C describe the same physical state. Therefore an operator of the form
e iθ I with θ ∈ R acts as the identity operator on the level of physical states. Suppose that V is a
finite dimensional vector space over C, then it is only natural to consider representations not only
to U(V ) but also to U(V )/{e iθ} for θ ∈R.

Definition 2.43. Suppose that V is a finite-dimensional Hilbert space over C. Then the projective
unitary group over V , denoted PU(V ), is the quotient group

PU(V ) =U(V )/{e iθ},

where {e iθ} denotes the group of matrices of the form e iθ I , θ ∈ R.

Note that {e iθ} is easily seen to be a normal subgroup of a matrix Lie group G. Note that U(V ) is a
matrix Lie group by picking a orthonormal basis for V . However, note that at first sight it is not
clear that the quotient of a matrix Lie group with a normal subgroup is a matrix Lie group again.

Proposition 2.44. If V is a finite-dimensional Hilbert space over C, then PU(V ) is isomorphic to a
matrix Lie group. Let Q : U(V ) → PU(V ) be the quotient homomorphism and let q : u(V ) → pu(V ) be
the associated Lie algebra homomorphism. Then q maps u(V ) onto pu(V ) and the kernel of q is the
space of matrices of the form i aI with a ∈R. Thus pu(V ) is isomorphic to u(V )/{i a}.

Proof. If dim(V ) = N , then gl(V ) has dimension N 2. We can set for U ∈U(V )

CU : gl(V ) → gl(V )

by

CU (X ) =U XU−1.

Note that (CU )−1 = CU−1 and that CUV = CU CV . Hence, the map U → CU is a homomorphism from
U(V ) to GL(gl(V )). The homomorphism is continuous. If U is a multiple of the idenity, then CU is
the identity operator on gl(V ) and conversely, if CU is the identity operator, then U X = XU for all
X ∈ gl(V ). Hence, U is a multiple of the the identity. Hence, the kernel of C consists of the scalar
multiples of the identity that are in U(V ). Hence ker(C ) = {e iθ}.

Note that C is thus a homomorphism from U(V ) to GL(gl(V )) ∼= GL(N 2,C) with kernel {e iθ}. It fol-
lows that the image of U(V ) under the homomorphism is isomorphic to U(V )/{e iθ}. Since, U(V ) is
compact, we know that the image of U(V ) under C is compact as well as C is a continuous mapping.
Therefore, a matrix Lie group is isomorphic to PU(V ).

Let c be the Lie algebra homomorphism associated with C . We can calculate that

cX (Y ) = d

d t
e t X Y e−t X

∣∣∣∣
t=0

= X Y −Y X

= [X ,Y ].

Note that cX = 0 if and only if X is a scalar multiple of the identity. Therefore, the kernel of c is
simply {i aI } ⊂u(V ).

Note that the image of U(V ) under C is isomorphic to U(V )/{e iθ}. Therefore C maps U(V ) onto
PU(V ) [10]. Note that c then maps u(V ) onto pu(V ). Hence pu(V ) ∼=u(V )/{i a}.

With the observation that PU(V ) is indeed isomorphic to a matrix Lie group, we can define what
a projective unitary representation is.
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Definition 2.45. A finite-dimensional projective unitary representation of a matrix Lie group G is
a continuous homomorphism Π of G into PU(V ), where V is a finite dimensional Hilbert space over
C. A subspace W of V is said to be invariant under Π if for each A ∈G, W is invariant under U for
every U ∈ U(V ) such that [U ] =Π(A). Here, [U ] denotes all elements X ∈U (V ) such that X = e iθU for
some θ ∈ R. A projective unitary representation (Π,V ) is irreducible if the only invariant subspaces
are {0} and V .

The next proposition tells us that every finite-dimensional projective representation can be de-
composed into a representations σ : g→u(V ) and q : u(V ) →pu(V ) at the Lie algebra level.

Proposition 2.46. Let Π : G →PU(V ) be a finite-dimensional projective unitary representation of a
matrix Lie group G, and let π : g→ pu(V ) be the associated Lie algebra homomorphism. Then there
exists a Lie algebra homomorphism σ : g→u(V ) such that π(X ) = q(σ(X )) for all X ∈ g. It is possible
to choose σ so that Tr(σ(X )) = 0 for all X ∈ g, and σ is unique if we require this condition.

Proof. Note that pu(V ) ∼=u(V )/{i aI }. Hence, for each X ∈ g, π(X ) is a whole family of operators that
differ by adding i aI . Note that when Y ∈ u(n) is any representative of π(X ), then since Y ∗ = −Y ,
the trace will be pure imaginary. Hence, there is a unique constant c = −Tr(X )

dim(V ) such that the trace
of Y + cI is zero. Then set σ(X ) = Y + cI . Since π : u(V ) → pu(V ) is a Lie algebra homomorphism, we
note

σ([X ,Y ]) = [σ(X ),σ(Y )]+ i aI ,

for some a ∈R. Since Tr(σ([X ,Y ])) = 0 by construction, we see that a = 0. Hence, we see that such σ

exists and it is unique if we require that σ(X ) has trace zero.

The final theorem of this chapter is the following. It says that in the finite dimensional case, there
is a one-to-one correspondence between the irreducible projective unitary representations of G and
irreducible, determinant-one unitary representations of its universal cover G̃.

Theorem 2.47. Suppose G is a matrix Lie group and G̃ is a universal cover of G, with covering
map Φ. Then the following hold.

1. Let Π : G → PU(V ) be a finite-dimensional projective unitary representation of G. Then there
exists an ordinary unitary representation Σ : G̃ → U(V ) of G̃ such that Π ◦Φ = Q ◦Σ. Here,
Q : U (V ) → PU (V ) is the quotient homomorphism and q its associated Lie algebra homomor-
phism. Any such Σ is irreducible if and only if Π is irreducible. It is possible to choose Σ so
that det(Σ(A)) = 1 for all A ∈ G̃, and Σ is unique if we require this condition.

2. Let Σ be a finite-dimensional irreducible representation of G̃. Then the kernel of the associated
projective unitary representation Q ◦Σ contains the kernel of the covering map Φ. Thus Q ◦Σ
factors through G and gives rise to a projective unitary representation of G.

Proof. Let g be the Lie algebra of G. The previous proposition 2.46 tells us that there is an repre-
sentation σ : g→ u(V ) such that q ◦σ = φ. We then define σ̃ : g̃→ u(V ) of the Lie algebra g̃ of G̃ by
setting σ̃(X ) =σ(φ(X )), for all X ∈ g̃. Note that G̃ is simply connected, and hence we have a unique
representation Σ : G̃ →U(V ) such that Σ(e X ) = eσ̃(X ) for all X ∈ g. Note that

q ◦ σ̃= q ◦σ◦φ=π◦φ,

we may conclude that Q ◦Σ=Π◦Φ. Furthermore, if Σ maps into SU(V ), then σ= σ̃◦φ−1 maps into
su(n). This condition uniquely determines σ and thus also σ̃ and Σ.
Note that ker(Φ) is a discrete normal subgroup of G̃, thus central. Thus, for all A ∈ ker(Φ), we obtain

Σ(A)Σ(B) =Σ(AB) =Σ(B A) =Σ(B)Σ(A)

for all B ∈ G̃. Hence, Σ is an intertwining map from V to itself. However, we know that V is
irreducible and hence by Schur’s Lemma 2.40 we know that Σ= cI with |c| = 1 since Σ(A) ∈U(V ) for
all A ∈ ker(Φ). Hence, A is in the kernel of the projective representation Q ◦Σ.
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2.7.3. The Adjoint Representation
Another important operation on elements of the Lie algebra are the adjoint map which will play
an important role in finding the roots of of a Lie group such as SU(3) as we will see in chapter 4.
They can be defined for both the Lie algebra as the Lie group.

Definition 2.48. Let G be matrix Lie group, with Lie algebra g. Then for each A ∈G, define a linear
map AdA : g→ g by the formula

AdA(X ) = AX A−1.

Note that by lemma 2.22 point 4 we have that Ad(X ) ∈ g for all X ∈ g, hence this map is well-
defined. Also note that the map A → AdA is a homomorphism of G into GL(g), the group of all
linear transformations of g.

Furthermore, note that for this map, the following holds by means of direct calculation AdA([X ,Y ]) =
[AdA(X ),AdA(Y )]. Also note that we are working in finite dimensional real vector space g of some
dimension k. Therefore GL(g) ∼= GL(k;R) for some k ∈ N. Then we can easily see that the map
AdA : G →GL(g) is continuous.

Definition 2.49. Let g be a Lie algebra with Lie bracket [·, ·]. We define the adjoint map ad : g→ gl(g)
to be

ad(X )Z = [X , Z ], X , Z ∈ g
We still need to verify that this is indeed a representation. For this, note that ad(X ) is indeed a
linear map since the Lie bracket is linear in its second component. Next, note that we still need
to check whether

ad([X ,Y ]) = [ad(X ),ad(Y )].

Observe that

ad([X ,Y ])Z = [[X ,Y ], Z ] =−[Z , [X ,Y ]],

and

[ad(X ),ad(Y )]Z = ad(X )ad(Y )Z −ad(Y )ad(X )Z

= [X , [Y , Z ]]− [Y , [X , Z ]]

= [X , [Y , Z ]]+ [Y , [Z , X ]].

Now ad([X ,Y ]) = [ad(X ),ad(Y )] follows from the Jacobi identity.

There is a relation between these two maps, as one might already have guessed.

Proposition 2.50. Let G be a matrix Lie group, let g be its Lie algebra, and let Ad : G → GL(g) be
defined as definition 2.48. Let ad : g→ gl(g) be the associated Lie algebra map. Then for all X ,Y ∈ g

adX (Y ) = [X ,Y ].

Proof. By point 3 of theorem 2.27 ad can be calculated as

adX = d

d t
Ade t X

∣∣∣∣
t=0

.

Hence,

adX (Y ) = d

d t
e t X Y e−t X

∣∣∣∣
t=0

= [X ,Y ],

as claimed.
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2.7.4. Constructing New Representations
So far, we have only seen some elementary Lie group and Lie algebra representations, however, in
our analysis of angular momentum and spin we need some new representations which arise from
the old ones. This is analogous to what we have seen in chapter 1.

Definition 2.51. Suppose (Π1,V1) and (Π2,V2) are representations of a matrix Lie group G. The
direct sum of these two representations is the representation Π1 ⊕Π2 : G →GL(V1 ⊕V2) given by

(Π1 ⊕Π2)(A) =Π1(A)⊕Π2(A).

The tensor product of Π1 and Π2 is the representation Π1 ⊗Π2 : G →GL(V1 ⊗V2) given by

(Π1 ⊗Π2)(A) =Π1(A)⊗Π2(A).

The dual of Π1 is the representation Πtr
1 : G →GL(V ∗) given by

Πtr
1 (A) =Π1(A−1)tr = (Π1(A)tr )−1.

Similarly, the tensor product of Lie algebra representations and its dual can be defined by

(π1 ⊕π2)(X ) =π1(X )⊕π2(X )

(π1 ⊗π2)(X ) =π1(X )⊗ I + I ⊗π2(X )

πtr
1 (X ) =−π1(X )tr

Note the difference in the formulas for the tensor product. This is easy to motivate, because

d

d t

(
Π1

(
e t X )⊗Π2

(
e t X ))∣∣∣∣

t=0
=π1(X )⊗ I + I ⊗π2(X )

As a final remark, suppose that we have two spaces V and W with inner product 〈·, ·〉V and 〈·, ·〉W ,
then we can define an inner product on the space V ⊗W as follows.

Theorem 2.52. Assume that V and W are Hilbert spaces, then V ⊗W is a Hilbert space with inner
product

〈v ⊗w, v ′⊗w ′〉V ⊗W = 〈v, v ′〉V 〈w, w ′〉W .

If Π1 and Π2 are unitary representations of V and W of a Lie group G, then Π1⊗Π2 is again a unitary
representation.[9]

2.8. Complete Reducibility
In chapter 1 section 1.2.1 we introduced some orthogonality relations for groups with finite num-
ber of elements. Now we consider Lie groups with an infinite number of elements. Therefore, the
"avaraging" trick we used for constructing inner products will not work as well with since we have
to consider an infinite number of elements to sum over. Therefore, we need to introduce a certain
measure. The existence of this measure will not be proven in this report, since it will not add
much insight in representations theory and is just measure theoretic of nature. The approach for
proving that every compact Lie group is completely reducible is the following.

Theorem 2.53. Let G be a compact Lie group. There exists a unique Borel measure µ on G such
that ∫

G
f (hg )dµ(g ) =

∫
G

f (g )dµ(g ) =
∫

G
f (g h)dµ(g ),

for all continuous functions f : G → C and all h ∈ G. This unique measure µ is called the Haar
measure on G.
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We are now in the position to extend the inner product of C (G) = { f : G →C}| f continuous} to:

〈 f1, f2〉G =
∫

G
f1(g ) f2(g )dµ(g ).

Then we can extend Schur’s orthogonality relations in the following way.

Lemma 2.54. Let G be a matrix Lie group, V a finite dimensional Hilbert space, and Π : G →GL(V )
a unitary representation. Then Π is completely reducible. Similarly, if g is a real Lie algebra and π

is a finite-dimensional skew-adjoint representation of g, then π is completely reducible.

Proof. Let W ⊂V be an invariant subspace. Let W ⊥ be the orthogonal complement of W in V . W ⊥
is an invariant subspace. Take v ∈W ⊥ and w ∈W ⊥ arbitrary then

〈Π(g )v, w〉 = 〈v,Π(g )∗w〉 = 〈v,Π(g−1)w〉 = 0,

since Π(g−1)w ∈W . Hence, Π(g )W ⊥ ⊂W ⊥. The steps for the for π are the same, except π(g )∗ =−π(g ).

We will now prove the result by induction on n = dim(V ). If n = 1, Π is irreducible. Suppose that
any representation on a Hilbert space of dimension less than n is completely reducible. Let W 6= 0
be an invariant subspace of V with smallest dimension, then Π|W is irreducible. Since dim(W ⊥) < n
and Π|W ⊥ is unitary, we can conclude that ΠW ⊥ is the direct sum of irreducible representations.
Therefore, Π=ΠW ⊕ΠW ⊥ is also reducible.

Lemma 2.55. Let G be a compact Lie group, and let Π be a representation of G on a finite dimen-
sional vector space V . Then there exists an inner product on V such that Π is a unitary representa-
tion.

Proof. Let 〈·, ·〉 be an arbitrary inner product on V . Define a new inner product on V by

(v, w)G =
∫

G
〈Π(g )v,Π(g )w〉dµ(g ) with v, w ∈V.

Then, for h ∈G and v, w ∈V arbitrary we have,

(Π(h)v,Π(h)w)G =
∫

G
〈Π(h)Π(g )v,Π(h)Π(g )w〉dµ(g )

=
∫

G
〈Π(hg )v,Π(hg )w〉dµ(g )

=
∫

G
〈Π(g )v,Π(g )w〉dµ(g )

= (v, w)G .

Note that we made use of the invariance of the Haar measure.

With this observation, we can make the statement which is at the heart of this section.

Theorem 2.56. Let G be a compact Lie group. Every finite dimensional representation of G is
completely reducible.

Proof. Let Π be a finite dimensional rperesentation of G. We already have seen in lemma 2.54 that
every finite dimensional unitary representation is completely reducible. By the previous lemma
2.55, π can be reduced into a unitary representation and Π is completely reducible.

Theorem 2.57. The groups SO(n) and SU(n) are compact.

Proof. Note that we are working with the Hilbert-Schmidt norm. The group SU(n), for example,
is defined by setting (U∗U ) j k = δ j k for each j and k and by setting det(U ) = 1. These groups are also
subsets of Mn(C). Also note that each of these groups has the property that each column of any
matrix in the group is a unit vector. Thus, each group is a bounded and closed subset of Mn(C).
The case for SO(n) goes similar.

With the previous results we can conclude that every finite dimensional representation of SO(n)
or SU(n) is completely reducible, which is a remarkable result indeed!



3
Angular Momentum and Spin

Thus far we have seen quite some representation theory of groups which have a finite number of
elements, in chapter 1, and Lie groups and algebras, which are treated in chapter 2 of this report.
We have now introduced all the necessary tools to give and explain an application of represen-
tation theory in quantum physics: spin representations. In this chapter we will closely follow
chapter 17 of [11] with the exception of section 17.3 of [11].

We will first explain the notion of angular momentum in classical mechanics and then make the
connection with quantum mechanics. In classical mechanics, angular momentum is the generator
of rotations [11]. This may sound daunting, so we will explain the intuition behind this statement.
Suppose we have a particle living in Rn for which the Hamiltonian is given by H (x,p) = 1

2m

∑n
j=1 p2

j +
V (x). Here p j denotes the momentum in the j -th coördinate, V (x) denotes the its potential and
m denotes its mass. From classical mechanics [23] we know that the Hamilton equations are as
follows:

d x j

d t
= ∂H

∂p j

d p j

d t
=−∂H

∂x j

.

Lets take the same particle and restrict the space to R2. When we solve the Hamilton equations
for the angular momentum operator J (x,p) = x1p2 −x2p1 we see that its solution is of the form [11]

(
x1(t )
x2(t )

)
=

(
cos(t ) −sin(t )
sin(t ) cos(t )

)(
x1(0)
x2(0)

)
(

p1(t )
p2(t )

)
=

(
cos(t ) −sin(t )
sin(t ) cos(t )

)(
p1(0)
p2(0)

)
.

Here t ∈ [0,2π). This can be directly verified by plugging J (x,p) into the Hamilton equations and
solving the differential equations. What is interesting to note is that the solution consists of rota-
tions of x and p. Hence, we say that angular momentum is the Hamiltonian generator of rotations.

When a system has rotational symmetry angular momentum is a conserved quantity [23]. In
quantum mechanics, angular momentum is the (infinitesimal) generator of a one parameter group
of unitary group of rotation operators [11]. This may sound daunting and confusing, so we will
give an example involving generators and explain the connection to angular momentum in more
detail in the next section.

38
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The first abstract notion is that of a generator regarding Lie groups. We will explain this by means
of SO(3) and so(3), which we will use quite extensively in this chapter as angular momentum and
so(3) are linked to each other. In chapter 2 we saw that the basis of so(3) could be exponentiated
surjectively to a neighborhood of the identity of SO(3) by theorem 2.32 and theorem 2.35. We also
showed that SO(3) is connected, see example 2.5. Therefore, we know that these elements gener-
ate the whole group SO(3). In that case we say that the the basis so(3) are infinitesimal generators
of SO(3) [14]. This is just a simple example and in no way accounting for the complexity regarding
generators of Lie groups.

The quantum angular momentum is also conserved in systems with rotational symmetry[11],
meaning that if the Hamiltonian H is invariant under rotations, then H commutes with the
angular momentum operators. It will be shown that the components of the angular momentum
operator in R3 satisfy the same commutation relations as the commutation relations of the Lie
algebra so(3) of the rotation group SO(3). Hence, if H commutes with each component of the
angular momentum operator, each eigenspace of H is invariant under the angular momentum
operator, as we already saw in section 1.7 with the group of Schrödinger’s equation. Therefore,
the eigenspace is a representation of the Lie algebra so(3).

Because of this, it is of interest to study the irreducible representations of so(3), as these will tell
us a lot about the structure of the solution spaces to the equation Hψ= λψ where ψ is an eigen-
vector of the Hamiltonian and H is rotationally invariant. It is important and necessary for us to
first understand these important concepts before diving into the theory of spin, as these two are
closely related.

The aim of this chapter, as mentioned many times before, is to explain what spin is by means
of representation theory. We do this by first analysing the connection between angular momen-
tum and Lie algebras, then turning to the irreducible representations of SO(3) and so(3). Since
in elementary quantum mechanics the Hilbert particles live in the space L2

(
R3

)
, we then turn to

representations of SO(3) inside L2
(
R3

)
. Having identified the irreducible representations of SO(3)

inside L2
(
R3

)
, we turn to the analysis of spin and the addition of angular momentum and spin in

quantum mechanics.

3.1. Angular Momentum Operators
We begin with introducing the concept of angular momentum in quantum mechanics, which will
be given as

J=X×P

Here X and P are the position and the momentum operators. To give an example in 3 dimensions,
one may consider J1 = X2P3−X3P2 = x2

∂
∂x3

−x3
∂
∂x2

. Note that each component of the angular momen-
tum involves products of distinct components of the operators X or P, which commute. So in the
expression for J3 it does not matter whether we write X2P3 or P3X2.

As we know from elementary calculations[8], one can write

1

i× [J1, J2] = J3;
1

i× [J2, J3] = J1;
1

i× [J3, J1] = J2;

However, when one writes J3 explicitly, one would obtain [11]

(
J3ψ

)
(x) =−i×

(
x1

∂

∂x2
−x2

∂

∂x1

)
ψ(x)

= −i× d

dθ
ψ(Rθx)

∣∣∣∣
θ=0

.
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Here Rθ is the counterclockwise rotation by angle θ in the (x1, x2) plane given by the matrix(
cos(θ) −sin(θ)
sin(θ) cos(θ)

)
.

We can construct similar expressions for J1 and J2. What is important to remember from this
section is the following.: we now see that Ji , i = 1,2,3 are closely related to rotations.

To conlcude this seciton, we can also look at the natural action of the rotation group SO(3) on
L2

(
R3

)
.

Definition 3.1. For each R ∈SO(3), define Π(R) : L2
(
R3

)→ L2
(
R3

)
by(

Π(R)ψ
)

(x) =ψ(
R−1x

)
.

This map is continuous and unitary, see [10].

3.2. The Irreducible Representations of so(3)
As said in the introduction, it is of importance to understand the finite-dimensional irreducible
representations of the Lie algebra so(3) in order to understand spin in later sections. The aim of
this section is to obtain such finite-dimensional irreducible representations of so(3). We take all
representations over the field of complex numbers with dimension of at least 1 and we take the
standard basis of so(3): F1,F2 and F3 used extensively in chapter 2.

Theorem 3.2. Let π : so(3) → gl(V ) be a finite-dimensional irreducible representation of so(3). De-
fine operators L+,L− and L3 on V by

L+ = iπ (F1)−π (F2)

L− = iπ (F1)+π (F2)

L3 = iπ (F3) .

Let l = 1
2 (dim(V )−1), so that dim(V ) = 2l +1. Then there exists a basis v0, v1, ..., v2l of V sucht that

L3v j = (l − j )v j

L−v j =
{

v j+1 if j < 2l

0 if j = 2l

L+v j =
{

j (2l +1− j )v j−1 if j > 0

0 if j = 0
.

Beware of the signs of L− and L+ operators. Note that the dimension of V completely determines
the structure of the irreducible representation of so(3). Interestingly, as dim(V ) is a natural num-
ber we have that l = 0, 1

2 ,1, 3
2 , .... As one can see, the number l completely determines the structure

of the irreducible representation.

Proof. The proof of this property is actually quite long, but not that hard. We are going to exploit
the fact that we are working in an algebraïcally closed field C and that since π is a Lie algebra
homomorphism it satisfies the same commutator relations as the F j , j ∈ {1,2,3}. From the last
observation we can easily deduce that

[
L3,L+]= L+

[L3,L−] =−L−[
L+,L−]= 2L3.
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As we are working over an algebraïcally closed field C, the operator L3 has at least one eigenvector
v with eigenvalue λ. Note that we can use this fact to obtain

L3L+v = (L+L3 +L+)v = L+(λv)+L+v = (λ+1)v.

We observe that either L+v = 0 or L+v is an eigenvector for L3 with eigenvalue λ+1. The operator
L+ is oftentimes called the raising operator for this particular reason.

We know that the operator L3 has finitely many eigenvectors, hence there exists a k ∈N such that
(L+)k v 6= 0 but (L+)k+1 = 0. By applying the same steps k times we can see that (L+)k v is an eigen-
vector of L3 with eigenvalue λ+k.

Now set v0 = (L+)k v and µ= λ+k. Then note that L3v0 = µv0. We forget about the original vectors
v and eigenvalue λ. Define v j as follows.

v j = (L−) j v0, j = 0,1,2, ...

Using the same logic, we can easily see that

L3v j = (µ− j )v j .

Next, we claim for j ≥ 1 that

L+v j = j (2µ+1− j )v j−1, j = 1,2,3, ....,

which follows by induction. L3 has only finitely many eigenvectors, as before, thus v j must even-
tually be zero. Therefore, there is an N ∈N such that vN 6= 0 but vN+1 = 0. Applying the relation of
L+v j with j = N +1 gives

0 = L+vN+1 = (N +1)(2µ−N )vN .

Note that vN 6= 0 and that N +1 > 0. Hence (2µ−N ) = 0. Therefore µ= N
2 . We set l = N

2 = µ, which is
also stated in the theorem. We conclude this proof with the observation that the dimension of V
is indeed 2l +1.

Note that v j are eigenvectors of L3 with distinct eigenvalues, hence linearly independent. Also
observe that the span of the v j ’s is independent under L+,L− and L3 and hence under all of so(3).
V is irreducible and thus the span of the v j must be all of V . Hence, the v j ’s are a basis of V . The
dimension of V is therefore equal to the number of v ′

j s which is 2l +1.

We are now in the position to properly define what spin actually is in a mathematical sense.

Definition 3.3. If (π,V ) is an irreducible finite dimensional representation of so(3), then the spin
of (π,V ) is the largest eigenvalue of the operator L3 := iπ (F3). Equivalently, l is the unique number
such that dim(V ) = 2l +1.

The question that arises is whether for any l = 0, 1
2 ,1, ... there exists an irreducible representation

of so(3) of dimension 2l +1 and more importantly, when one would find such representation, one
would also know whether there exists multiple of such representations which are not isomorphic
to one another. These questions will be answered by the following theorem.

Theorem 3.4. For any l = 0, 1
2 ,1, 3

2 , ... there exists an irreducible representation of so(3) of dimension
2l +1, and any two irreducible representations of so(3) of dimension 2l +1 are isomorphic.

Proof. We begin by just defining a space V of dimension 2l + 1 with basis v0, ..., v2l . We define
the action of so(3) on this space just as we have defined in theorem 3.2. We can easily check
that L+,L−,L3 have the right commutation relations in order to let π : so(3) → gl(V ) indeed be a
representation. We do this for the first relation [L3,L+] = L+ for v j , j > 0 and the other ones are
similar.
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[L3,L+]v j =(L3L+−L+L3)v j = L3 j (2l +1− j )v j−1 −L+(l − j )v j

= j (2l +1− j )(l − j +1)v j−1 − j (2l +1− j )(l − j )v j−1

= j (2l +1− j )v j−1 = L+v j .

We still have to show that V is indeed irreducible. For this end suppose that W is an invariant
subspace of V and that W 6= {0}. Our goals is to show that W =V . So take an arbitrary w ∈W such
that w 6= 0 and note that we can express w as w = ∑2l

j=0 a j v j with a j ∈ C. Take j0 to be the largest
index such that a j is nonzero. Therefore, as the relations in theorem 3.2 suggest (L+) j0 w will be
a non zero multiple of v0. This means that v0 belongs to W as we set W to be invariant. We can
reverse this trick as with the operator L− as defined in theorem 3.2 to show that for all j ∈ {0, ...,2l },
v j are elements of W . Then it naturally follows that W = V as the v j ’s are a basis for V as well.
When we have an arbitrary irreducible representation of so(3) of dimension 2l +1, then it has a
basis as defined in theorem 3.2. We can construct an isomorphism between any two irreducible
representations of dimension 2l +1 just by mapping one basis into the other.

Note that in the proof of theorem 3.2 irreducibility was only used to show that the span of
v0, v1, ..., v2l is equal to V . Therefore, the following result is quite logical and this will be used
later in this chapter for the addition of angular momentum.

Proposition 3.5. Let (π,V ) be any finite-dimensional representation of so(3), not necessarily irre-
ducible. Suppose v0 is a nonzero element of V such that L+v0 = 0 and L3v0 =λv0 for some λ ∈C. Then
λ is equal to a non-negative integer or half-integer l . Furthermore, the vectors v0, v1, ..., v2l defined
by

v j = (L−) j v0, j = 0,1, ...,2l ,

span an irreducible invariant subspace of V of dimension 2l + 1, and L+,L−, and L3 act on these
vectors according to the formulas in theorem 3.2.

Another interesting result is the following, which will also be used in the analysis of angular
momentum in the last section of this chapter.

Proposition 3.6. Let π : so(3) → gl(V ) be an irreducible representation of so(3). Then there exists an
inner product on V , unique up to multiplication by a constant, such that π(X ) is skew self-adjoint
for all X ∈ so(3).

Proof. Recall how the operators L+,L− and L3 are defined in definition 3.2. When we impose that
π(X ), X ∈ so(3) is skew-self-adjoint, we can see that L3 is self adjoint trivially. It is not hard to see
that L+ and L− are adjoints of one another. Since v j ’s are eigenvectors for L3 with distinct eigen-
values, if L3 is self adjoint, then the v j must be orthogonal. This is quite a standard proof, but for
completeness sake we will include it. So assume that v j and vl are eigenvectors of L3 with j 6= l .
We know that L3 is self adjoint and using the relations in theorem 3.2 we obtain (l − j )〈v j , vl 〉 = 0.
Since j 6= l we know that v j and vl are orthogonal.

Conversely, if we have any inner product for which the v j are orthogonal, we have that L3 will be
self-adjoint. This can be easily verified.

It remains to look at the consequences of (L+)∗ = L−. Assuming this, we obtain

〈v j , v j 〉 = 〈L−v j−1,L−v j−1〉 = 〈v j−1,L+L−v j−1〉.
Note that L+L− = L−L++2L3, L3v j−1 = (l − j +1)v j−1 and L+v j−1 = ( j −1)(2l − j +2)v j−2 and thus,

〈v j , v j 〉 = 〈v j−1,L+L−v j−1〉
= ( j −1)(2l − j +2)〈v j−1,L−v j−2〉+2(l − j +1)〈v j−1, v j−1〉.
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With the relation L−v j−2 = v j−1 in the back of our heads , we can write

〈v j , v j 〉 = j (2l − j +1)〈v j−1, v j−1〉.

So we see that if the v j ’s are orthogonal, then L+ and L− are adjoints if and only if the normal-
ization condition in the above equation holds for j = 1, ...,2l . Since all the terms j (2l − j + 1) are
positive for each j = 1, ...,2l , there is no obstruction to normalizing these v j ’s such that the these
conditions hold. Hence, the inner product with the desired properties exists. Since the normaliza-
tion of the v j ’s is the only choice in defining the inner product, the inner product is unique up to
multiplication by a constant.

This proposition can be interpreted as follows: there exists an inner product on the space V such
that the representation π of so(3) is skew-adjoint, see theorem 2.42, which is exactly what wants
in quantum mechanics.

3.3. The Irreducible Representations of SO(3)
We will now turn to the representations of the Lie group SO(3). Note that SO(3) is connected as we
have shown in example 2.5. Therefore, proposition 2.39 tells us that a Lie group representation
SO(3) is irreducible if and only if the associated Lie algebra representation is irreducible. More-
over, it tells us as well that two representations of the Lie group SO(3) are isomorphic if and only
if the associated Lie algebra representations are isomorphic. Hence, to classify the irreducible
representations of the Lie group SO(3) it is enough to consider which irreducible representations
of the Lie algebra so(3) come from a representation of the Lie group SO(3). Before we are going to
proof the main result, we need an additional lemma first.

Lemma 3.7. Suppose that G, H and K are matrix Lie groups and Φ : H → K and Ψ : G → H are Lie
group homomorphisms. Let Λ : G → K be the composition of Φ and Ψ and let φ, ψ, and λ be the Lie
algebra maps associated to Φ,Ψ and Λ, respectively. Then we have

λ=φ◦ψ.

Proof. For any X ∈ g,

Λ(e t X ) =Φ(Ψ(e t X )) =Φ(e tψ(X )) = e tφ(ψ(X )).

Hence, λ(X ) =φ(ψ(X )).

Proposition 3.8. Let πl : so(3) → gl(V ) be an irreducible representation of so(3) with spin l :=
1
2 (dim(V )− 1). If l is an integer (i.e., if the dimension of V is odd), there exists a representation
Πl : SO(3) → GL(V ) such that Πl and πl are related as in theorem 2.27. If l is a half-integer (i.e. if
the dimension of V is even) then no such representation Πl exists.

Proof. We begin by assuming that l is half a integer. Then we know that L3 is diagonal in the
basis {v j } as we have defined earlier, with eigenvalues being half integers. Therefore,

e2ππl (F3) = e2πi L3 =−I .

Note that for F3 ∈ so(3) gives e2πF3 = I . Thus if there would exist a Πl for πl as in theorem 2.27. We
would have

Πl (I ) =Πl
(
e2πF3

)= e2ππl (F3) =−I

and this is a clear contradiction.

We will continue with premise that l is an integer. Note that we have already seen that so(3) and
su(2) are isomorphic to each other in proposition 2.31. We set the isomorphism φ as described in
proposition 2.31, which maps the basis {E1,E2,E3} of su(2) to the basis {F1,F2,F3} of so(3).
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Therefore, we can define a representation of su(2) just by defining π′
l (X ) = πl (φ(X )). As SU(2) is

simply connected, proved in example 2.4, and theorem 2.29 tells us that there is a representation
Πl of SU(2) related to π′ as in theorem 2.27. Then we can safely say

Π′
l (−I ) =Π′

l

(
e2πE1

)= e2ππ′l (E1) = e2ππl (F1) = e2πi L3 = I .

The last equality follows from the fact that the eigenvalues of L3 are integers.

By theorem 2.35 there is a surjective homomorphism Φ from SU(2) onto SO(3) for which the
associated Lie algebra homomorphism is φ and kerΦ = {I ,−I }. We now make the observation
that the kernel of Π′

l contains {I ,−I } and hence that the map Π′
l factors through SO(3), giving

a representation Πl of SO(3). This map Πl : SO(3) → GL(V ) satisfies Π′
l = Πl ◦Φ. From theorem

3.7 we know that the associated Lie algebra representation σl of so(3) satisfies π′
l =σl ◦φ, so that

σl =π′
l ◦φ−1 =πl . Hence, Πl is the representation of SO(3) which we want.

3.4. Representations Inside L2
(
S2

)
At this stage, the physics literature will usually introduce spherical harmonics and derive the
properties we are going to derive in a quite dreadful way. However, we can also consider the
spherical harmonics to be the restrictions to the unit sphere of certain polynomials on R3[11].
Note that we have a natural unitary representation Π : SO(3) → L2

(
R3

)
given by Π(R)ψ(x) =ψ(

R−1x
)

which we will make use of. Suppose we have ψ ∈ L2
(
R3

)
and consider the natural action of the

rotation group SO(3) on this function as defined in definition 3.1. We can express ψ in terms
of spherical coordinates and note that SO(3) only acts on the angle variables of ψ. Hence, it is
insightfull to consider the action of SO(3) on L2

(
S2

)
, where S2 is the unit sphere inside R3, given by

(Π(R)ψ)(x) =ψ(
R−1x

)
, x ∈ S2.

There exists a measure on S2, which is invariant under SO(3). We will use this measure for com-
puting the norm for L2(S2). For completeness sake, we state the measure in this report. For the
proof of this proposition, see [9].

Proposition 3.9. There exists a measure ν defined by∫
S2

f (x)dν(x) := 1

4π

∫ 2π

0

∫ π

0
f (θ,ψ)sin(θ)dθdψ, f ∈C (S2).

The measure ν is a SO(3)-invariant measure on S2. Here ψ and θ can be considered polar coordi-
nates which describe the positions on the surface S2.

The notion of harmonic polynomials on R3 will be crucial in this section. These are the polynomials
for which hold that ∆p = 0 with ∆ the Laplacian.

Definition 3.10. Let l be a non-negative integer. Define a subspace Vl of L2(S2) by setting Vl equal
to the space of restrictions to S2 of harmonic polynomials on R3 that are homogeneous of degree l .
Then Vl is called the space of spherical harmonics of degree l .

Suppose that we have that p is a homogeneous polynomial on R3 of some degree l . Then the
restriction of p to S2 is zero if and only if p is zero. Since p is homogeneuous of degree l , we may
write

p(x) = |x|l p

(
x

‖x‖
)

,

for all ‖x‖ 6= 0. Which is zero when p is zero on S2. Hence, by continuity, also for x= 0. Therefore, we
can think of elements of Vl both as functions on S2 or as R3. In the next theorem some interesting
properties of these spaces Vl are stated.

Theorem 3.11. The spaces Vl have the following properties.



3.4. Representations Inside L2
(
S2

)
45

• Each Vl has dimension 2l +1.

• Each Vl is invariant under the action of the rotation group and irreducible under this action.

• For l 6= m, the spaces Vl and Vm are orthogonal in L2
(
S2

)
.

• The Hilbert space L2
(
S2

)
decomposes as the orthogonal direct sum of the Vl ’s, as l ranges over

the non-negative integers.

This theorem will turn out to be crucial in analysing the irreducible representations of SO(3) inside
L2

(
R3

)
. We begin by proving the first point of this theorem. We need to introduce an additional

lemma in order to properly define an inner product on the space of polynomials. This inner product
then has some nice properties which we will use when we want to determine the dimension of the
spaces Vl .

Lemma 3.12. Suppose that µ is a smooth, strictly positive density on Cn and that F and G are
sufficiently nice (but not necessarily holomorphic) functions on Cn . Then

∫
Cn

F (z)
∂G

∂z j
µ(z)dz=

−
∫
Cn

∂F

∂z j
G(z)µ(z)dz−

∫
Cn

∂ logµ

∂z j
F (z)G(z)dz.

where dz denotes the 2n-dimensional Lebesgue measure on Cn ∼=R2n .

We will not proof this result here, since this is more complex analysis than representation theory.
The proof can be found in [11]. We will now show that there exists an inner product on the
space of polynomials P l , the space of homogeneous polynomials of degree l , which we will use
in determining the dimension of the space P l . We will us the dimension of P l to determine the
dimension of the space Vl .

Theorem 3.13. Let P denote the space of polynomials on R3 with complex coefficients. There exists
an inner product 〈·, ·〉 on P with the property that

〈p,∆q〉P = 〈x2p, q〉P

where,

x2 = x2
1 +x2

2 +x2
3 .

Proof. Note that every polynomial on R3 has a holomorphic extension to C3, denoted by pC. Then
we can define an inner product in the following way.

〈p, q〉P =
∫
C3

pC(z)qC(z)
e−|z|

2

π3 d 6z.

By lemma 3.12, and noting that ∂pC
∂z j

(z) = 0, we see that∫
C3

pC(z)
∂qC
∂z j

(z)
e−|z|

2

π3 d 6z =
∫
C3

z j pC(z)qC(z)
e−|z|

2

π3 d 6z

for all p, q ∈P and all j = 1,2,3. Therefore we can conclude that〈
p,

∂q

∂x j

〉
P

= 〈x j p, q〉P .

From this relation and the definition of the laplacian one would obtain the desired relation of the
lemma.
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Before we determine the dimension of the space Vl we have to make an important observation.
The number of triplets (l1, l2, l3) ∈ N3 such that l = l1 + l2 + l3 is equal to (l+1)(l+2)

2 . Also note that
x l1

1 x l2
2 x l3

3 form a basis of of the space of polynomials on R3 homogeneous of degree l . Therefore we
can conclude that the dimension of P l is equal to (l+1)(l+2)

2 .

Corollary 3.14. If P l denotes the space of polynomials on R3 that are homogeneous of degree l ,
then the laplacian ∆ maps P l onto P l−2 for all l ≥ 2. Hence, for all l ≥ 2 we have

dim(Vl ) = dim(Pl )−dim(Pl−2)

= (l +2)(l +1)

2
− l (l −1)

2
= 2l +1.

Proof. Equip P l and P l−2 with the inner product of the previous theorem 3.13. Note that for maps
of one finite dimensional inner product space into the other, the orthogonal complement of the
image is the kernel of the adjoint. By theorem 3.13 we know that the adjoint of ∆ : P l → P l−2

is x2 : P l−2 → P l . Note that the map x2 : P l−2 → P l is injective, as x2 is only zero for (x1, x2, x3) =
(0,0,0). Hence, the orthogonal complement of the image of ∆ is {0}. Since P l and P l−2 are finite
dimensional, we know that ∆ maps P l onto P l−2.

We are now going to show that Vl is irreducible under the action Π of SO(3). We are going to do
this with the aid of the associated Lie algebra so(3) and the result that a Lie group representation
of SO(3) is irreducibel if and only if the associated Lie algebra representation is irreducibel as
well, see theorem 2.39. As we have showed earlier, the restriction to the sphere is injective on
homogeneous polynomials. Therefore we can consider the elements of V j as polynomials on R3.
The Lie algebra action of π associated to Π is then given in terms of the angular momentum
operators.

Lemma 3.15. Let L3 = iπ(F3) = 1
ħ Ĵ3 and let L+ = iπ(F1)−π(F2) = 1

ħ ( Ĵ1 + i Ĵ2). For any non-negative
integer l , the polynomial p(x1, x2, x3) := (x1 + i x2)l belongs to Vl and satisfies

L3p = l p

and

L+p = 0.

Proof. We will begin with the claim that the polynomial p is harmonic. We will do this by means
of direct calculation. For l = 0,1 this is trivial, so assume l ≥ 2.

∆p =∆(x1 + i x2)l

=
(
∂2

∂x2
1

+ ∂2

∂x2
2

+ ∂2

∂x2
3

)
(x1 + i x2)l

= l (l −1)(x1 + i x2)l−2 − (x1 + i x2)l−2

= 0.

Note that applying L3 to p gives

− i

(
x1

∂

∂x2
−x2

∂

∂x1

)
(x1 + i x2)l

=−i
(
x1l (x1 + i x2)l−1(i )−x2l (x1 + i x2)l−1

)
= l (x1 + i x2)l = l p.
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We can do the same with L+ := iπ(F1)−π(F2) to obtain

− i

(
x2

∂

∂x3
−x3

∂

∂x2

)
p +

(
x3

∂

∂x1
−x1

∂

∂x3

)
p

=−i (−x3l (x1 + i x2)l−1(i ))+x3l (x1 + i x2)l−1

= 0,

as we have claimed.

We are now in the position to proof the second point of theorem 3.11. Namely, that each Vl is
invariant under the action of the rotation group and irreducible under this action.

Corollary 3.16. The space Vl is irreducible under the action of SO(3).

Proof. By proposition 3.5, for which the condition are satisfied by the previous lemma 3.15, when
we apply L− repeatedly tot the polynomial p, then we obtain a chain of eigenvectors of length 2l+1.
Note that we have already shown that the dimension on Vl is equal to 2l +1. Also note that the
chain of eigenvectors also span an irreducible subspace of dimension 2l +1. This means that the
elements of the chain must span Vl , hence Vl is irreducible.

We will now proof the third point of theorem 3.18. For a quick reminder, this point says that for
l 6= m, the spaces Vl and Vm are orthogonal in L2

(
S2

)
.

Proof. Note that each Vl is an irreducible representation of SO(3) and when l 6= m we know that Vl ,
Vm are not isomorphic since they have different dimension. Note that the orthogonal projection
operator of P : L2

(
R3

)→Vl forms an intertwining map between Vl and Vm . However, we can see by
Schur’s lemma and the fact that Vl and Vm are not isomorphic, that P = 0. Hence, we can conclude
that Vl and Vm are orthogonal inside L2

(
S2

)
for m 6= l , which proves point 3.

At this point we showed points 1 to 3. The last point to be proven is the following: the Hilbert
space L2

(
S2

)
decomposed as the orthogonal direct sum of the Vl ’s, as l ranges over the non-negative

integers. The strategy to proof this result is the following. We will show that the restrictions to
S2 of polynomials on R3 form a dense subspace of L2

(
S2

)
. When we have established this we will

show that the space of restrictions of polynomials on S2 coincides with the space of restrictions of
harmonic polynomials. Then we know that the span of the spaces of harmonic polynomials, the
Vl ’s, are dense in Vl .

We will now show that the restrictions to S2 of polynomials on R3 form a dense subspace of L2(S2).
Before we can proof, we need an additional theorem. This theorem will not be proven, since it will
diverge us too much in the area of measure theory.

Theorem 3.17. Suppose µ is a measure on the Borel σ-algebra in a locally compact, seperable
metric space X . Suppose also that µ(K ) < ∞ for each compact subset K of X . Then the space of
continuous functions of compact support on X , denoted by Cc (X ), is dense in Lp (X ,µ), for all p with
1 ≤ p <∞. For our applications, the compact support is the compact set of points in X such that the
function ψ : X →R is non-zero[11].

Theorem 3.18. (Stone−Weierstrass) Let X be a compact metric space, and let A be an algebra in
C (X ;C). If AC contains the constant functions and separates points and is closed under complex
conjugation, then A is dense in C (X ;R) with respect to the supremum norm. By separate points we
mean that for x, y ∈ X there exists f ∈ A such that f (x) 6= f (y).

A proof for theorem 3.18 can be found in for example [17]. Note that the unit sphere in R3 is closed
and bounded, hence compact by Heine-Borel. One can easily verify that the complex polynomials
separate points, are closed under complex conjugation and trivially contain the constant functions.
Therefore, the complex polynomials are dense in C

(
S2,C

)
. Hence, by theorem 3.17, we can see that

the polynomials with complex coefficients are indeed dense in L2
(
S2

)
. The only point needed to

proof is that the space of restrictions to S2 of polynomials coincides with the space of restrictions
of harmonic polynomials.
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Corollary 3.19. Let l be a non-negative integer and let k = l
2 if l is even and let k = l−1

2 if l is odd.
Then each p ∈ Pl can be decomposed in the form

p(x) = p0(x)+|x|2p1(x)+|x|4p2(x)+ ...+|x|2k pk (x),

where each p j (x) is a harmonic polynomial that is homogeneous of degree l −2 j . In particular, the
restriction of p to S2 satisfies

p|S2 = (p0 +p1 + ...+pk )|S2 ,

where p0 +p1 + ...+pk is a (nonhomogeneous) harmonic polynomial.

Proof. We are going to proof this by induction on l . For the base case l = 1 we take know that
all p ∈ P1 are harmonic and the decomposition we are looking for is simply p = p0. Take an l ≥ 2
arbitrary and assume that the result holds for all degrees less than l . Note that 3.13 tells us
that P l decomposes as an orthogonal direct sum of the kernel of ∆ and the image of P l−2 under
the multiplication by |x|2. Therefore, any p ∈ P l can be decomposed into p = p0 +|x|2q0, where p0

is harmonic and q0 belongs to P l−2. By induction, q0 can be decomposed in the same fashion,
resulting in the decomposition of p ∈P l .

With this proposition we conclude that the Hilbert space L2
(
S2

)
decomposes as the orthogonal di-

rect sum of the Vl ’s, as l ranges over the non-negative integers.

3.5. Representations Inside L2
(
R3

)
In the previous section we have showed that the restriction map for homogeneous polynomials on
R3 to S2 is injective. So the space Vl can be considered as a space of functions on S2 or R3. From
now on, we consider Vl to be the space of harmonic polynomials on R3 which are homogeneous of
degree l .

Definition 3.20. Suppose l is a non-negative integer and f is a measurable function on (0,∞) such
that ∫ ∞

0
| f (r )|2r 2l+2dr <∞.

Let Vl , f ⊂ L2
(
R3

)
denote that space of the functions ψ of the form

ψ(x) = p(x) f (|x|)
where p ∈Vl .

Note that the condition on f (r ) makes ψ(x) square integrable on R3. In physics literature ψ(x) is
usually expressed as

ψ(x) = Ylm

( x
|x|

)
g (|x|).

Here Ylm is the restriction to the sphere of a harmonic polynomial that is homogeneous of degree
l and g (|x|) accounts for the radial part. However, taking this definition will make calculations a
bit harder in for example the analysis of the hydrogen atom, which we will not pursue here. In
my honest opinion, it is still worthwhile to analyse the irreducible representations of SO(3) inside
L2

(
R3

)
.
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3.5.1. Irreducible Representations Inside L2
(
R3

)
Before we can analyse the irreducible representations inside L2

(
R3

)
in depth, we need an auxiliary

theorem.

Theorem 3.21. Suppose that (X1,µ1) and (X2,µ2) are σ-finite measure spaces, meaning that the sets
X1 and X2 can be covered by at most countably many measurable sets with finite measure. Then
there is a unique unitary map

p : L2(X1,µ1)⊗̂L2(X2,µ2) → L2(X1 ×X2,µ1 ×µ2)

such that

p(φ⊗ψ)(x, y) =φ(x)ψ(y)

for all φ ∈ L2
(
X1,µ1

)
and ψ ∈ L2

(
X2,µ2

)
.

Here ⊗̂ denotes the completion of the Hilbert space L2
(
R3

)⊗L2
(
R3

)
, as the tensor of two arbitrary

complete Hilbert spaces might not be complete[11]. I did this proof in Appendix C and it is just
quite technical and really cumbersome to set up the right framework, which is why we omitted it
here. We are finally in the position to proof theorem that is at the heart of this section.

Theorem 3.22. Every space of the form Vl , f ⊂ L2
(
R3

)
is invariant and irreducible under the action

of SO(3). Conversely, every finite-dimensional, irreducible SO(3) invariant subspace of L2
(
R3

)
is

of the form Vl , f for some non-negative integer l and some f satisfying the conditions imposed in
definition 3.20.

Proof. We begin proving the first part of the theorem. Note that f (|x|) is invariant under rota-
tions and thus SO(3) only affects the function p. Therefore, Vl , f is as a representation of SO(3)
isomorphic to the space Vl which is irreducible by theorem 3.11.

The other direction is a bit more involved. Note that the Lebesgue measure on R3 decomposes as
the product of the surface area measure on S2 with the measure 4πr 2dr on (0,∞), which are both
σ-finite[11]. Therefore, L2

(
R3

)
decomposes as the Hilbert tensor product of L2

(
S2

)
and L2((0,∞)).

A vector of the form f ⊗ g in the tensor product corresponds to f
(

x
|x|

)
g (|x|) in L2

(
R3

)
. This is quite

convenient as the space L2
(
S2

)
decomposed as the sum of spaces Vl , l = 0,1,2,3, ..., just as we saw

in theorem 3.11. Hence, we can decompose L2
(
R3

)
as the sum of spaces of the form Vl ,k := Vl ⊗ gk .

Here {gk } forms an orthonormal basis for L2((0,∞)).

We assume V to be a finite-dimensional, irreducible, SO(3) invariant subspace of L2
(
R3

)
, with

representation Π. Let πl ,k : L2
(
R3

) → Vl ,k be the orthogonal projection operator and let ρl ,k be the
restriction of πl ,k to V . This map is easily seen to be an intertwining map for the action of SO(3).
We visualise this with a figure.

V Vl ,k

V Vl ,k

Π(g )

ρl ,k

ρl ,k

Π(g )

Hence, since V and Vl ,k are irreducible we see that either ρl ,k is an isomoprhism or zero by Schur’s
Lemma. Furthermore, we have seen that Vl ,k ’s are nonisomorphic for different values of l . There-
fore, we know that ρl .k and ρl ′,k ′ cannot both be nonzero for l 6= l ′. On the other hand , ρl .k cannot
be non zero for all values of k, l as Vk,l span L2

(
R3

)
. Hence, there must be some ρl0,k0 for some l0 6= 0

such that ρl0,k0 is nonzero for some k0, but ρl ,k = 0 for l 6= l0. We use Schur’s lemma one more time
to note that ρl0,k (ρl0,k0 )−1 must be of the form ck I for each k. Let φ ∈V be arbtrary, then let v be the
unique element of V such that ρl0,k0 (φ) = v ⊗ gk0 . We then have that
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ρl0,k (φ) = ck (v ⊗ gk )

for every k. Since we also know that ρl ,k (φ) = 0 for every l 6= l0, we know that φ us of the form v ⊗g ,
where g = ∑

k
ck gk . Since this holds for all φ ∈ V we see that V = Vl0 ⊗ g , which is exactly the form

p(x) f (|x|) as in definition 3.20. We see that V is of the form claimed in the proposition.

3.6. Spin
In this section, we introduce the physics behind the (irreducible) representations of so(3) and SO(3)
we have derived. This section is all about the bridge between representation theory and physics.
We already gave a definition of spin in the mathematical sense, however in physics, spin is usually
seen as a number which describes an internal degree of freedom of a particle in a Hilbert space.

In the past few sections, we classified the irreducible finite-dimensional representations of the Lie
algebra so(3) by their "spin" l . However, we noted that inside L2

(
S2

)
and L2

(
R3

)
we only found

irreducible representations of so(3) with integer spin. This is quite curious as in physics, spin is a
quantum number with half integer values as well.

From a mathematical viewpoint, it is quite easy to see why this is the case: half integer spin rep-
resentations of so(3) cannot be exponentiated to any representations of the group SO(3) as we have
seen in the previous sections. They can be exponentiated to the the universal cover of SO(3): SU(2)
as we have seen in the proof of proposition 3.8. However, we have seen that for a half integer spin
representation Π′

l of SU(2) it holds that Π′(−I ) =−I , which means that Π′
l does not factor through

SO(3) ∼=SU(2)/{I ,−I }.

This may seem quite unfortunate, but the notion of the projective representation introduced in
section 2.7.2 will help us out. As we have seen from from the first axiom of quantum mechanics
in chapter 1, states that differ up to a phase factor describe the same physical state of a particle.
Hence, we turn to the unitary representations introduced in chapter 2.

When we consider a projective unitary representations as defined in section 2.7.2, we see that [−I ]
is just the identity element in PU(V ). Hence, even when l is half integer, we obtain a well defined
projective representation Πl of SO(3), that is given by

Πl
(
e t X )= [

e tπl (X )]
for all X ∈ so(3). Note that this is in accordance with theorem 2.47. It says, applied to our case,
that every irreducible ordinary representation of the Lie algebra gives rise to a representation of
the universal cover SU(2) of SO(3), which in turn gives rise to a projective representation of SO(3).

The physics of the universe is invariant under SO(3), or a least that is generally believed. In
quantum mechanics, rotational symmetry means that there should be a projective unitary rep-
resentation of SO(3) on the Hilbert space of the universe that commutes with the Hamiltonian
operator [11]. However, it is quite uncertain if there even exists such a Hilbert space of the uni-
verse, but assuming there is, it must be composed of Hilbert spaces of each type of particle.

Therefore, we expect that the Hilbert space of each particle will carry a projective unitary action
of SO(3). One can describe the Hilbert space of a particle is several ways, but one of the simplest is
to describe it with L2

(
R3

)
(as discussed earlier, this carries a unitary action of SO(3)). However, we

now assign some internal degrees of freedom to each type of particle, known as spin. This suggests
a modification of the quantum Hilbert space of each type of particle in the following form:

L2 (
R3)⊗̂V ,

where V is a finite-dimensional Hilbert space that carries an irreducible representation of SO(3).
From proposition 2.46 we know that the space V carries an ordinary representation π of the Lie
algebra so(3). The largest eigenvalue l of L3 = iπ(F3) is called the spin of the particle and we can
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label the corresponding space by Vl . For example, electrons have spin 1
2 and are called fermions

while protons for example have integer spin and are called bosons. Therefore, a single electron
has Hilbert space L2

(
R3

)⊗̂V 1
2
, V 1

2
is a two dimensional projective representation of SO(3).

We can think of L2
(
R3

)
as carrying a unitary representation of SU(2) that factors through SO(3),

thus Π(−I ) = I . While, Vl carries a unitary representation Πl of SU(2) such that Πl (−I ) = ±I de-
pending on whether l is integer or half-integer. Hence, L2

(
R3

)⊗Vl carries a unitary representation
Π⊗Πl of SU(2) in which Π⊗Πl (−I ) = ±I . Hence, this representation factors through SO(3) in a
projective sense. For a treatment of spin in a more algebraic topological way, see Appendix A. I
must warn the reader, prior knowledge concerning algebraic topology is required.

3.7. Addition of Angular Momentum
Let Vl and Vm be irreducible representations of so(3), dimensions 2l + 1 and 2m + 1. Note that
Vl ⊗Vm is another representation of so(3) and note that unless m or l is equal to zero, Vl ⊗Vm is
not irreducible! Assume that Vl is a SO(3) invariant subspace of L2

(
R3

)
and Vm is the space which

represents the internal degrees of freedom of a particle. It is then interesting to decompose this
space Vl ⊗Vm into irreducible SO(3) invariant subspaces.

Proposition 3.23. Let V 1
2

be the irreducible representation of so(3) of dimension 2, and let Vl be
an irreducible representation of so(3) of dimension 2l +1, where l is a nonnegative integer or half
integer. If l = 0, Vl ⊗V 1

2
is irreducible. If l > 0, then we have

Vl ⊗V 1
2

∼=Vl+ 1
2
⊕Vl− 1

2

where ∼= denotes an isomorphism of representations.

Proof. If l = 0 this is trivial. Therefore, assume l > 0. Let L+,L− and L3 be the operators as proposed
in theorem 3.2 using the representation πl . Let σ+,σ−,σ3 be the analogous operators constructed
using the representation π 1

2
. As we saw in section 2.7.4, we can define operators J+, J−, J3 on Vl ⊗V 1

2

by

J+ = L+⊗ I + I ⊗σ+

J− = L−⊗ I + I ⊗σ−

J3 = L3 ⊗ I + I ⊗σ3.

Let {v0, ..., v2l } be a basis as in theorem 3.2 and let e0,e1 be a similar basis for V 1
2
. We can then

easily see that the vectors v j ⊗ ek for a basis for the space Vl ⊗V 1
2
. Note that the eigenvalues for

these eigenvectors of J3 are of the form

(l − j )+ (
1

2
−k)

for j = 0,1, ...,2l , k = 0,1. The the eigenvalues for J3 range from l + 1
2 to −(l + 1

2 ). All the eigenvalues
occur as a combination of l and k twice, as (λ+ 1

2 )− 1
2 and (λ− 1

2 )+ 1
2 , but l + 1

2 and −(l + 1
2 ) occur as

eigenvalues only once.

Note that the vector v0 ⊗ e0 is an eigenvector for J3 with the largest eigenvalue of l + 1
2 . Hence,

J+(v0⊗e0) = 0. By proposition 3.5, when we apply J− repeatedly, we obtain a "chain" of eigenvectors
of length 2l +2. The span of these vectors form an irreducible invariant subspace W0 isomorphic
to Vl+ 1

2
.

By proposition 3.6 there is an inner product on Vl and V 1
2

such that πl and π 1
2

are skew-adjoint:
π(X )∗ = −π(X ) for all X ∈ so(3). If we use on Vl ⊗V 1

2
the inner product as in proposition 2.52, we
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see that πl ⊗π 1
2

is unitary as well. Also, this is quite trivial, but, again, for completeness sake we
include it. We essentially have

((πl ⊗π 1
2

)(X ))∗ = (πl (X )∗⊗ I + I ⊗π 1
2

(X )∗)

=−(πl (X )⊗ I + I ⊗π 1
2

(X ))

=−((πl ⊗π 1
2

)(X )).

Hence, the orthogonal complement of the invariant subspace W0 is invariant as well, see the proof
of lemma 2.54. Since all eigenvalues for J3 except the largest and smallest have multiplicity 2,
we see that the largest eigenvalue for J3 in W ⊥

0 is l − 1
2 . In the same fashion as before, we can

apply J− repeatedly to obtain a chain of eigenvectors with length 2l. These eigenvectors span an
irreducible subspace of Vl ⊗V 1

2
of dimension 2l . Since

dim(W0)+dim(W1) = 4l +2 = dim(Vl ⊗V 1
2

),

we have that W0 =W ⊥
1 .

In the case that Vl is an SO(3) invariant subspace of L2
(
R3

)
, the formula for the operator J in the

proof of the previous theorem is written as J3 = L3 +σ3 in physics literature. Here, L3 acts on the
first factor in the tensor product and σ3 on the second one. Suppose we have a spin 1

2 particle,
such as an electron, then the L3 is the angular momentum operator and σ3 describes the action of
F3 ∈ so(3) on the space V 1

2
. The formula J3 = L3 +σ3 account for the physics terminology "addition

of angular momentum" to describe the tensor products of representations of so(3) [11]. Here, L3 is
the orbital angular momentum and σ3 is called the spin angular momentum.

The general result of irreducible representations of tensor products is stated here, but will not be
proven in this report. The proof is similar to that of the previous theorem, it can also be found
in [9]. Note that this is a beautiful example of complete reducibility, see the last section 2.8 of
chapter 2.

Proposition 3.24. For any j = 0, 1
2 ,1, ... let V j denote the unique irreducible representation of so(3)

of dimension 2 j +1. Then for any l and m with l ≥ m, we have

Vl ⊗Vm
∼=Vl+m ⊕Vl+m−1 ⊕ ...⊕Vl−m+1 ⊕Vl−m .

When we have two spin l and m particles and we wish to add these two spins, the result we could
obtain spin l +m all down to spin |l −m|[8]. This last proposition is equivalent to this result, only
written in a more mathematical way. With this last observation, we conclude chapter 3.
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Representation Theory for SU(3)

This chapter is mostly based on chapter 6 and section 4.6 of [10] and for most of this chapter we
will follow these sections closely. Until we have only looked at representations of SU(2). However,
when we look at representations of SU(3), we will see some generalizations happening in compar-
ison to the SU(2) case. We will introduce all the necessary tools and concepts form a mathematical
viewpoint in order to understand the links between SU(3) and the meson/octet and baryon/decimet
model. I tried to introduce all the definitions in this chapter as general as possible.

Every finite-dimensional representation of SU(3) over a complex vector space, gives rise to a rep-
resentation of su(3). By complex linearity, we know that a representation of su(3) can be extended
to su(3)C ∼= sl(3;C). We can go the other direction as well. If we restrict a representation of sl(3;C)
to su(3) and note that SU(3) is simply connected[10], we can apply theorem 2.29 and obtain a rep-
resentation of SU(3) by exponentiation.

We can even establish a one-to-one correspondence between the irreducible representations of
SU(3) and the irreducible representations of sl(3;C). For this, we need an additional theorem.

Theorem 4.1. Let g be a real Lie algebra and gC its complexification. Then every finite-dimensional
complex representation π of g has a unique extension to a complex-linear representation of gC, also
denoted π. Furthermore, π is irreducible as a representation of gC if and only if it is irreducible as
a representation of g.

Proof. The unique extension of π to gC is given by π(X + i Y ) = π(X )+ iπ(Y ) for all X ,Y ∈ g. By some
trivial calculations, we can see that this is indeed a complex Lie algebra homomorphism.

The claim of irreducibility holds because a complex subspace W of V is invariant under π(X + i Y ),
with X and Y in g, if and only if it is invariant under the operators π(X ) and π(Y ). Hence, the
representation of g and its extension to gC have the same invariant subspaces.

This theorem together with theorem 2.39 tell us that a representation of SU(3) is irreducible if and
only if the associated representation of sl(3;C) is irreducible. Moreover, as SU(3) is compact, we
see that every finite-dimensional representation of SU(3), and hence also of sl(3;C), is completely
reducible. This follows from the last two theorems of section 2.8. Therefore, classifying the irre-
ducible representations of sl(3;C) is enough to study the general representations of sl(3;C). After
we have classified the irreducible representations of sl(3;C), we can pass the results over to SU(3).
This will be our strategy for this chapter.

4.1. Representation Theory for sl(2;C)
In this section we closely follow parts of section 4.6 of [10]. Representation theory for sl(3,C) is
actually just an extension of representation theory for sl(2,C). Therefore, it is essential to first
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understand representation theory for sl(2;C). Recall from example 2.8 sl(2,C) has a basis H , X ,Y
satisfying

[X ,Y ] = H , [H , X ] = 2X , [H ,Y ] =−2Y .

We are going to start with a theorem which is somewhat analogous to theorem 3.2. Before we do
this, we need an additional lemma.

Lemma 4.2. Let π be a finite dimensional representation of sl(2;C). Let u be an eigenvector of π(H)
with eigenvalue α ∈C. Then we have

π(H)π(X )u = (α+2)π(X )u.

Thus, either π(X )u = 0 or π(X )u is an eigenvector for π(H) with eigenvalue α+2. Similarly,

π(H)π(Y )u = (α−2)π(Y )u,

so that either π(Y )u = 0 or π(Y )u is an eigenvector for π(H) with eigevalue α−2.

Proof. We know that [π(H),π(X )] =π([H , X ]) = 2π(X ). Hence,

π(H)π(X )u =π(X )π(H)u +2π(X )u

=π(X )(αu)+2π(X )u

= (α+2)π(X )u.

The case for π(X ) replaces by π(Y ) is similar.

Theorem 4.3. For each integer m ≥ 0 there is an irreducible complex representation of sl(2;C) with
dimension m +1. Any two irreducible complex representations of sl(2;C) with the same dimension
are isomorphic.

Proof. This proof goes almost analogous to what we did in the proof of theorem 3.2, since so(3)C ∼=
sl(2;C). Let π be an irreducible representation of sl(2;C) acting on a finite-dimensional complex
vector space V . Since we are working in C, π(H) must have at least one eigenvector. Let u be the
eigenvector of π(H) with eigenvalue α. Applying the previous lemma 4.2 repeatedly, we see that

π(H)π(X )k u = (α+2k)π(X )k u.

Since an operator on a finite-dimensional space can have only finitely many eigenvalues, the
π(X )k u’s cannot be all non-zero. Hence, there exists some N ∈N such that

π(X )N u 6= 0

but

π(X )N+1u = 0.

Then, analogous to what we did in the proof of theorem 3.2, we set u0 =π(X )N u and λ=α+2N . We
obtain

π(H)u0 =λu0, and π(X )u0 = 0.

Now we can define

uk =π(Y )k u0

for k ≥ 0. Again, by the previous lemma 4.2

π(H)uk = (λ−2k)uk .
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By induction, we can see that

π(X )uk = k[λ− (k −1)]uk−1 (k ≥ 1).

Since π(H) can hace only finitely manby eigenvalues, the uk ’s cannot all be non-zero. There must
be a non-negative integer m such that

uk =π(Y )k u0 6= 0

for all k ≤ m, however,

um+1 =π(Y )m+1u0 = 0.

If um+1 = 0, then π(X )um+1 = 0 and so, we obtain

0 =π(X )um+1 = (m +1)(λ−m)um .

Since um and m+1 are non-zero, we know that λ−m = 0. Hence, λ= m. Hence, for every irreducible
representation (π,V ), there exists an integer m ≥ 0 and nonzero vectors u0, ...,um such that

π(H)uk = (m −2k)uk ,

π(Y )uk =
{

uk+1 if k < m

0 if k = m
, (∗)

π(X )uk =
{

k(m − (k −1)uk−1 if k > 0

0 if k = 0
.

Again, one can note the similarities between this and theorem 3.2. Note that the eigenvalues of
the eigevectors u0, ...,um of π(H) are all independent. Therefore, the vectors u0, ...,um are all linearly
independent. Moreover, the span of u0, ...,um is invariant under π(H),π(X ) and π(Y ). Hence, we can
conclude that the span of u0, ...,um is invariant under π(Z ) with Z ∈ sl(2;C). Since π is irreducible,
this space must be all of V . We showed that every irreducible representation of sl(2;C) is of the
form of (*). Conversely, if we define π(H),π(X ) and π(Y ) by (*), the uk ’s are basis elements for
some m + 1 dimensional vector space, then the operators defined as in (*) really do satisfy the
commutation relations of sl(2;C) and is irreducible. This goes similarly to what we did in the
proof of theorem 3.4 and is therefore omitted. In conclusion, every irreducible representation of
dimension m + 1 must have the form of (*), which shows that any two such representations are
isomorphic.

The following theorem is at the heart of this section and will be used frequently in our analysis of
sl(3;C).

Theorem 4.4. If (π,V ) is a finite-dimensional representation of sl(2;C), not necessarily irreducible,
the following result holds. Every eigenvalue of π(H) is an integer. Furthermore, if v is an eigenvector
for π(H) with eigenvalue λ and π(X )v = 0, then λ is a non-negative integer.

Proof. Supppose that v is an eigenvector of π(H) with eigenvalue λ. Then there is some N ≥ 0 such
that π(X )N v 6= 0 but π(X )N+1v = 0, where π(X )N v is an eigenvector of π(H) with eigenvalue λ+2N .
From the previous proof, we can see that m :=λ+2N must be an non-negative integer, so that λ is
an integer. If π(X )v = 0 then we take N = 0 and λ= m is non-negative.

4.2. Gell-Mann Matrices and Commutor Relations
First of all, we are going to introduce the basis of sl(3;C) which was introduced by Gell-Mann and
is usually referred to as the Gell-Mann matrices.
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λ1 =
0 1 0

1 0 0
0 0 0

 λ2 =
0 −i 0

i 0 0
0 0 0

 λ3 =
1 0 0

0 −1 0
0 0 0


λ4 =

0 0 1
0 0 0
1 0 0

 λ5 =
0 0 −i

0 0 0
i 0 0

 λ6 =
0 0 0

0 0 1
0 1 0


λ7 =

0 0 0
0 0 −i
0 i 0

 λ8 = 1p
3

1 0 0
0 1 0
0 0 −2


This basis is not the most friendly to execute calculations with, so we will introduce a new basis
based on the Gell-Mann matrices which is dubbed the Dynkin basis. We set Ti = 1

2λi and introduce
matrices

T± = T1 ± i T2

V± = T4 ± i T5

U± = T6 ± i T7,

We also introduce H1 =λ3 and H2 =
p

3λ8−λ3
2 . This might seem a bit arbitrary, but there is a specific

reason why we choose H1 and H2 in this way. The reason is that they make calculations later
much easier. The span of 〈H1,T±〉, 〈H2,U±〉 and 〈

p
3λ8+λ3

2 ,V±〉 are subalgebras of sl(3;C) isomorphic
to sl(2;C). To see this, one can take a look at the matrices H1, H2,T±,V± and U±.

H1 =
1 0 0

0 −1 0
0 0 0

 H2 =
0 0 0

0 1 0
0 0 −1

 T+ =
0 1 0

0 0 0
0 0 0


T− =

0 0 0
1 0 0
0 0 0

 V+ =
0 0 1

0 0 0
0 0 0

 V− =
0 0 0

0 0 0
1 0 0


U+ =

0 0 0
0 0 1
0 0 0

 U− =
0 0 0

0 0 0
0 1 0


The important commutation relations are as follows

[H1,T+] = 2T+, [H1,V+] =V+, [H1,U+] =−U+,

[H1,T−] =−2T−, [H1,V−] =−V−, [H1,U−] =U−,

[H2,T+] =−T+, [H2,V+] =V+, [H2,U+] = 2U+,

[H2,T−] = T−, [H2,V−] =−V−, [H2,U−] =−2U−,

[T+,T−] = H1 [V+,V−] =
p

3λ8 +λ3

2
[U+,U−] = H2.

As a last remark, note that H1 and H2 commute, thus π(H1),π(H2) commute (for any representation
π of sl(3;C)). Therefore, there is a chance that π(H1) and π(H2) can be simultaneously diagonalised,
which is possible as we will see.
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4.3. Weights and Roots
Two concepts have to be introduced which we did not yet have in the analysis of the SU(2) rep-
resentations: the notions of weights and roots. We did not need these notions at that time, since
they are trivial in the case for SU(2). However, they play an important role for SU(3). We are first
giving the general definition of weight and later specifying it to the case which is of interest to
us. We apply the same strategy for roots. The general definitions of weights and roots are basis
independent, which will be of use for us later. For this general definition of weights and roots,
we first need to specify an inner product of a general Lie algebra h and introduce the notion of a
Cartan subalgebra.

As we said, we need an inner product on a general Lie algebra h. The inner product we are hinting
at is given by 〈H , H ′〉 = Tr

(
H∗H ′) for H , H ′ ∈ h. This is called the Hilbert-Schmidt inner product. We

still need to check that this is indeed an inner product. Note that this expression is linear in the
second factor. For conjugate symmetry, note that

〈A,B〉 = Tr
(

A∗B
)= 3∑

i , j=1
A∗

kl Bl k =
3∑

i , j=1
B∗

l k Akl = 〈B , A〉.

Finally, we can see that positivity is satisfied as

〈A, A〉 = Tr
(

A∗A
)= n∑

k,l=1
A∗

kl Alk =
n∑

k,l=1
|Akl |2 ≥ 0,

and the sum is zero if and only if every entry of A is zero. Now we have established an inner
product, we proceed by introducing the notion of a Cartan subalgebra.

Definition 4.5. A Cartan subalgebra of sl(3;C) is a complex subspace h of sl(3;C) with the following
properties:

1. For all A1 and A2 in h, [A1, A2] = 0.

2. If, for some X ∈ g, we have [A, X ] = 0 for all A in h, then X is in h.

3. For all A in h, adA is diagonalisable.

The dimension of h is called the rank of sl(3;C).

Condition one says that h is a commutative subalgebra of sl(3;C). Condition two says that it is the
maximal commutative subalgebra. Condition three is obvious.

For our purposes, we would like to construct a Cartan subalgebra of sl(3;C). The first two proper-
ties are enough to construct such an algebra of sl(3;C)[10]. We could do this by looking at diagonal
matrices of sl(3;C). For example, the matrices H1 and H2 satisfy the first two properties of a Cartan
subalgebra of sl(3;C), as can be verified by looking at the commutator relations of section 4.2 and
noting that [H1, H2] = 0. We now introduce the definition of a weight.

Definition 4.6. Let h be the Cartan subalgebra of sl(3;C) spanned by H1 and H2 and let (π,V ) be a
representation of sl(3;C). An element µ of h is called a weight for π if there exists a nonzero vector v
in V such that

π(H)v = 〈µ, H〉v

for all H ∈ h. The weight space corresponding to µ is the set of all v ∈V satisfying the above equation.
The multiplicity of µ is the dimension of the corresponding weight space.

Remember, for our analysis we take h to be the space that is spanned by H1 and H2. Let µ be a
weight for sl(3;C) as defined above. Then, if (π,V ) is a representation of sl(3;C), a weight can be
considered an ordered pair (m1,m2) ∈ C2 such that m1 = 〈µ, H1〉 and m2 = 〈µ, H2〉 for an v ∈ V . Note
that in this way, a weight is just a pair of simultaneous eigenvalues for π(H1) and π(H2). It is of
interest to know whether an arbitrary representation of sl(3;C) has a weight or not.
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Proposition 4.7. Every representation (π,V ) of sl(3;C) has at least one weight.

Proof. Since we are working over the complex numbers we see that π(H1) has at least one eigen-
value m1 ∈ C. Let W ⊂ W be the eigenspace for π(H1) with eigenvalue m1. Since [H1, H2] = 0 we
know that π(H1) and π(H2) commute. Therefore, we know that π(H2) has to map W into itself.
Then, we know that the restriction of π(H2) to W must have at least one eigenvector w with eigen-
value m2 ∈C. Therefore, w is a simultaneous eigenvector of π (H1) and π (H2) with eigenvalues m1

and m2.

Every representation (π,V ) of sl(3;C) can be viewed, by restriction, as representations of the sub-
algebras 〈H1,T±〉 and 〈H2,U±〉. As noted before in section 4.2, these are isomorphic to sl(2;C).

Proposition 4.8. If (π,V ) is representation of sl(3;C) and (m1,m2) ∈ C2 is a weight of V , then both
m1 and m2 are integers.

Proof. This follows quite easily from theorem 4.4. We just have to take the restriction of π to
〈H1,T±〉 and 〈H2,U±〉 and apply theorem 4.4.

We have defined an inner product and we have introduced the notion of weight with some supple-
mentary propositions. We proceed with the definition of root.

Definition 4.9. A nonzero element α of h, a Cartan subalgebra of g, is a root if there exists a
nonzero X ∈ g such that

[H , X ] = 〈α, H〉X

for all H in h. The set of all roots is denoted R. The element X is called a root vector corresponding
to the root α.

Just like with weights, it is good to take a look what these definitions mean in the sl(3;C) case.
When we have a root α ∈ h we know that [H , X ] = 〈α, H〉X for all H ∈ h. However, h is spanned
by H1 and H2, hence for α ∈ h to be a root there has to exists a nonzero X ∈ sl(3;C) such that
[H1, X ] = 〈α, H1〉X and [H2, X ] = 〈α, H2〉X . Hence, we can express a root as a tuple, (a1, a2) ∈ C2 as
well where a1 = 〈α, H1〉 and a2 = 〈α, H2〉. When executing calculations, it is often more convenient
to think of roots in this more concrete fashion than as an element in h.

For sl(3;C) we have the following set of roots.

(a1, a2) X (a1, a2) X
(2,−1) T+ (−2,1) T−
(−1,2) U+ (1,−2) U−
(1,1) V+ (−1,−1) V−

Note that root vectors are eigenvectros of adH1 and adH2 . H1 and H2 are also simultaneous eigen-
vectors of adH1 and adH2 , but they are not root vectors since the simultaneous eigenvalues are
zero. Note that we can single out the roots β1 = (2,1) and β2 = (−1,2) corresponding to T+ and U+
and note that all the other roots can be expressed as linear combinations of these two roots with
integer coefficients.

(2,−1) =β1; (−1,2) =β2; (1,1) =β1 +β2,

with the remaining roots being the negatives of the above. The choice for β1 and β2 is arbitrary.
The importance of roots for representation of sl(3;C) is expressed by the following lemma.

Lemma 4.10. Let α = (a1, a2) ∈ C2 be a root and let Zα ∈ sl(3;C) be a corresponding root vector. Let
(π,V ) be a representation of sl(3;C), let µ= (m1,m2) be a weight for π, and let v 6= 0 be a corresponding
weight vector. Then we have
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π(H1)π(Zα)v = (m1 +a1)π(Zα)v

π(H2)π(Zα)v = (m2 +a2)π(Zα)v

Thus either π(Zα)v = 0 or π(Zα)v is a new weight vector with weight

µ+α= (m1 +a1,m2 +a2)

Proof. Since Zα is a root, we now by definition that [H1, Zα] = a1Zα. Hence, we obtain the relations

π (H1)π(Zα)v = (π(Zα)π(H1)+a1π(Zα))v

=π(Zα)(m1v)+a1π(Zα)v

= (m1 +a1)π(Zα)v.

A similar argument can be used to compute π(H2)π(Zα).

As a last remark, note that this lemma is analogous to lemma 4.2.

4.4. Highest Weight Representation
For the remainder of chapter 4, we closely follow section 6.4, 6.6 and 6.7 of [10]. Just as with the
representations of su(2) and sl(2;C), we would like to label the representation of sl(3;C). We do this
with the notion of a highest weight.

Definition 4.11. Let (π,V ) be a representation of sl (3;C). Let β = (2,−1) and β = (−1,2) and be the
roots introduced in the previous section . Let µ1 and µ2 be two weights of π. Then µ1 is lower than
µ2 if µ1 −µ2 can be written in the form

µ1 −µ2 = aβ1 +bβ2

with a > 0 and b ≥ 0. This relationship is a partial ordering on the set of all weights of π and is
written as µ1 ¹µ2. A weight µ0 for π is said to be a highest weight if for all weights µ of π, µ¹µ0.

The theorem stated below is at the heart of this section and is called the theorem of the highest
weight. This is theorem tells us how to classify all the finite dimensional irreducible representa-
tions of sl(3;C).

Theorem 4.12. The theorem consists of several statements.

1. Every irreducible representation π of sl(3;C) is the direct sum of its weights spaces.

2. Every irreducible representation of sl(3;C) has a unique highest weight µ.

3. Two irreducible representations of sl(3;C) with the same highest weight are isomorphic.

4. The highest weight µ of an irreducible representation must be of the form

µ= (m1,m2),

where m1 and m2 are non-negative integers.

5. For every pair (m1,m2) of non-negative integers, there exists an irreducible representation of
sl(3;C) with highest weight (m1,m2).

The proof of this theorem exists of a string of propositions. We warn the reader, the remainder
of this section is fully dedicated to proving the theorem of the highest weight. If the reader is
interested in the proofs of this theorem, we invite them to read the next section. If not, the reader
may as well take this theorem for granted, and straight away skip to the last theorem of this
section. In my personal opinion, the proofs of the individual points of this theorem are quite fun.
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Proposition 4.13. In every irreducible representation (π,V ) of sl(3;C), the operators π(H1) and
π(H2) can be simultaneaously diagonalised. Thus, V is the direct sum of its weight spaces.

Proof. Let W be the sum of the weight spaces in V . Or in other words, W is the space of all vectors
w ∈ V such that w can be written as a linear combination of simultaneous eigenvectors for π(H1)
and π(H2). By proposition 4.7 we know that π has at least one weight, w 6= 0. On the other hand,
lemma 4.2 tells us that if Zα is a root vector corresponding to the root α ∈C2, then π(Zα) maps the
weight space of µ ∈C2 into the weight space corresponding to µ+α. Thus, W is invariant under the
action of each of the root vectors T±,V±,U±. Since W is also invariant under the action of H1 and
H2, we know that W is invariant under all of sl(3;C). Thus, by irreducibility, W =V . Weight vector
with distinct weights are independent, a proof can be found [10], so is V actually the direct sum
of its weight spaces.

We will now proof the second point of the theorem of the highest weight.

Definition 4.14. A representation (π,V ) of g is highest weight cyclic with highest weight µ ∈ h if
there exists a nonzero vector v ∈V such that

1. π(V )v = 〈µ, H〉v for all H ∈ h.

2. π(X )v = 0 for all X ∈ {T+,V+,U+}.

3. The smallest invariant subspace containing v is V .

Proposition 4.15. Every irreducible representation of sl(3;C) is a highest weight cyclic represen-
tation, with a unique highest weight µ ∈C2.

Proof. It has already been shown that every irreducible representation (π,V ) is the direct sum of
its weight spaces. Since we have a finite dimensional representation, there can be only a finite
number of weights, so their is a maximal weight µ by the Lemma of Zorn. Thus for any nonzero
weight vector v with weight µ we must have

π(X )v = 0,

with X ∈ {T+,V+,U+}. As π is irreducible, the smallest invariant subspace containing v must be the
whole space. Hence, all the conditions for being highest weight cyclic have been satisfied.

We will proceed with the third point of the theorem of highest weight, which told us that two
represenations of sl(3;C) with the same highest weight are isomorphic. Before we can proof this,
we need four lemmas. The third and fourth lemmas are the most important ones. The third
lemma, lemma 4.18, tells us that when (π,V ) is a completely reducible representation of sl(3;C)
that is also highest weight cyclic, then π is irreducible. The fourth lemma, lemma 4.19, gives us
information about the reducibility of invariant subspaces of a completely reducible Lie algebra or
Lie group representation.

Lemma 4.16. Suppose that g is any Lie algebra and that π is a representation of g. Suppose that
X1, ..., Xm is an ordered basis for g as a vector space. Then any expression of the form

π(X j1 )...π(X jN )

can be expressed as a linear combination of terms of the form

π(Xm)km ...π(X1)k1

where each k1 is a non-negative integer and where k1 + ...+km ≤ N .

Proof. We are going to tackle this by induction. If N = 1 there is nothing to proof. Any expression of
the form π(X j ) is of the form π(X j )k j with k j = 1 and all the other kl are equal to zero. Assume that
this result holds for a product of at most N factors, and consider the first expression which is given
in the lemma for N +1 factors. Then we can see that the last N factors are in the desired form. We
can apply the induction hypothesis on these last N factors to obtain the following expression:
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π(X j )π(Xm)km ...π(X1)k1 ,

with k1 + ...+km ≤ N .
The strategy is to move the factor π(X j ) to the right one step at a time until it is in the right spot.
Therefore, whenever there is a π(X j )π(Xk ) somewhere in the expression we can use the relation

π(X j )π(Xk ) =π(Xk )π(X j )+π([X j , Xk ])

=π(Xk )π(X j )+∑
l

c j klπ(Xl ).

The structure constants c j kl are for the basis {X j }. Each commutator term has at most N factors.
Therefore, we ultimately obtain several terms with N factors, which can be handled by induction,
and one term with N +1 factors which is in the desired form (once π(X j ) is in the right spot).

Lemma 4.17. Let (π,V ) be a highest weight cyclic representation of sl(3;C) with weight µ ∈C2. Then
the following results hold.

1. The representation π has highest weight µ.

2. The weight space corresponding to the weight µ is one dimensional.

Proof. Let v be as in definition 4.14. Then consider the space W of V spanned by elements

w =π(Y j1 )π(Y j2 )...π(Y jN )v

with each jl equal to 1,2 or 3 and N ≥ 0. Here, Y1 = T−,Y2 =V−,Y3 =U−. We claim that W is invariant.
The elements H1, H2,T±,U±,V± form a basis of sl(3;C). We now make use of the previous lemma
4.16. When we apply a basis element to an arbitrary vector w ∈W we know that we can rewrite it
as linear combination of terms in which the π(T+),π(V+),π(U+) act first, the π(H1),π(H2) act second
and the π(T−),π(V−),π(U−) act last. Of course, whenever a term contains a positive power of either
π(T+),π(V+),π(U+), it is trivially zero. We know that v is an eigenvector of π(H1) and π(H2), we can
replace the factors π(H1) and π(H2) by a constant. Hence, we have a linear combination of vectors
of the form π(Y j1 )π(Y j2 )...π(Y jN )v with each jl equal to 1,2 or 3 and N ≥ 0. So, W is invariant and
contains v , thus W = V . Now, note that T−,V−,U− are root vectors with roots −β,−(β1 +β2),−β2

respectively. Hence, by lemma 4.16 we know that each element of W with N > 0 is a weight vector
with weight lower than µ. Hence, the only weight vector with weight µ are multiples of v , proving
the second point of the theorem.

Lemma 4.18. Suppose (π,V ) is a completely reducible representation of sl(3;C) that is also highest
weight cyclic. Then π is irreducible.

Proof. Let (π,V ) be a highest weight cyclic representation with highest weight µ and let v be a
weight vector with weight µ ∈ C2. By assumption, V decomposes as a direct sum of irreducible
representations

V ∼=
⊕

j
V j .

By proposition 4.13, each of the V j ’s is the direct sum of its weight spaces. We know that the
weight µ occurs in V and thus must occur in at least one of the V j . However, by lemma 4.17 we
know that v is the only vector in V with weight µ. Hence, V j is an invariant subspace containing v ,
thus V j =V . Hence, there is actually only one term occuring in the direct sum of V and its weight
spaces: V j . Therefore, V is irreducible.

Do not be tempted to think that any representation with a cyclic vector is irreducible, that is not
what this lemma is telling us. For example, one can take the Lie algebra of the diagonal matrices
living in M2(C), one can check that this is indeed a Lie algebra analogous to example 2.8. We take

the standard representation (π,C2). Then we see that
(
1
1

)
is indeed a cyclic vector. However, the
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subspaces spanned by
(
1
0

)
and

(
0
1

)
are invariant subspaces and hence, the standard representation

is not irreducible.

We will proceed with the last of the four consecutive lemmas.

Lemma 4.19. If V is a completely reducible representation of a group or Lie algebra, then the
following properties hold.

• For every invariant subspace U of V , there is another invariant subspace W such that V is the
direct sum of U and V .

• Every invariant subspace of V is completely reducible.

Proof. The proof is quite fun in its simplicity. For point 1, suppose that V decomposes as

V =U1 ⊕U2 ⊕ ...⊕Uk ,

where the U j ’s are irreducible invariant subspaces, and that U is any invariant subspace of V . If
U is all of V , we can take W = {0} and we are done. If not, there is some U j1 such that U j1 is not
contained in U . Since U j1 is irreducible, it must hold that U j1 ∩U = {0}. So when U j1 +U =V then we
are done, since the sum is direct by U j1 ∩U = {0}. If U j1 +U 6=V , then we can repeat the same steps
to eventually obtain some family j1, ..., jl such that U +U j1 + ...+U jl =V and the desired complement
is W :=U j1 + ...+U jl .

For the second point, suppose that U is an invariant subspace of V . We are going to show that
U has the invariant complement property of point one. Suppose that X is another invariant sub-
space of V with X ⊂U . By point one, we can find an invariant subspace Y such that V = X ⊕Y . Now
set Z = Y ∩U , which is then an invariant subspace. We want to show that U = X ⊕Z . For all u ∈U
we can write u = x + y with x ∈ X and y ∈ Y . Note that X ⊂U , so y = u − x ∈U . Hence, y ∈ Z = Y ∩U .
Therefore, we see that every u ∈U can be written as a sum of elements of X and Z . Also note that
U ∩Z ⊂ X ∩Y = {0}. Hence, U is the direct sum of X and Z .

Note that U is completely reducible. If U is irreducible, we are done. If not, U has a non-trivial
invariant subspace X and U = X ⊕ Z for some invariant subspace Z . If X and Z are irreducible,
we are done, if not, we do the same steps over and over. This process has to terminate eventually,
since U is finite-dimensional.

The proof of point three and four will be provided below.

Proposition 4.20. Two irreducible representations of sl(3;C) with the same highest weight is are
isomorphic.

Proof. Suppose that (π,V ) and (σ,W ) are irreducible representations with the same highest weight
µ and let v and w be the highest weight vectors for V and W , respectively. Consider the represen-
tation V ⊕W and let U be the smallest invariant subspace of V ⊕W which contains the vector (v, w).
We know then that U is a highest weight cyclic representation. Furthermore, since V ⊕W is, by
definition, completely reducible, then by the previous lemma 4.19 we know that U is completely
reducible. Therefore, by lemma 4.18, U is irreducible.

Consider now the maps P1 and P2 such that

P1(v, w) = v ; P2(v, w) = w.

Note that P1 and P2 are intertwining maps from V ⊕W to V and V ⊕W to W and their restriction
to U ⊂ V ⊕W are also intertwining maps. Now, neither, P1|U or P2|U is the zero map, since both
are nonzero on (v, w). Moreover, U , V and W are all irreducible. Hence, by Schur’s lemma, we
see that P1|U is an isomorphism of U with V and P2|U is an isomorphism of U with W , showing
V ∼=U ∼=W .
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Proposition 4.21. If π is an irreducible representation of sl(3;C) with highest weight µ= (m1,m2),
then m1 and m2 non-negative integers in the Dynkin basis.

Proof. By proposition 4.8 we see that m1 and m2 are integers. If v is a vector with highest weight
µ, then π(T+)v and π(U+)v must be zero. Thus, if we apply theorem 4.4 to the restrictions of π to
〈H1,T+,T−〉 ∼= sl(2;C) and 〈H2,U+,U−〉 ∼= sl(2;C), we conclude that m1 and m2 are non-negative.

We will now turn to the last point of the theorem of highest weight.

Proposition 4.22. If m1 and m2 are non-negative integers, then there exists an irreducible repre-
sentation of sl(3;C) with highest weight µ= (m1,m2) in the Dynkin basis.

Proof. Since the trivial representation is an irreducible representation with highest weight (0,0),
we need only to construct representations with at least one of the m1 or m2 positive.

We begin with the constructions of two irreducible representations with highest weight (1,0) and
(0,1) which we will call the fundamental representations. So we consider the standard representa-
tion of sl(3;C) acting on C3 in the usual way, which is an irreducible representation. Note that this
representation has weight vectors e1,e2 and e3 with weights (1,0), (−1,1) and (0,−1) respectively.
The highest weight is (1,0). The dual of the standard representation is given by

π(Z ) =−Z tr

for all Z ∈ sl(3;C). This representation is also irreducible. The weight vectors e1,e2 and e3 have
weights (−1,0), (1,−1) and (0,1) with highest weight (0,1). Let (π1,V1) and (π2,V2) be the standard
representation and its dual and let v1 = e1 and v2 = e3 be their respective highest weight vectors.
Now, consider the representation πm1,m2 given by the extension of theorem 2.51 given by

(V1 ⊗ ...⊗V1)⊗ (V2 ⊗ ...⊗V2),

where V1 occurs m1 times and V2 occurs m2 times. So we can see πm1,m2 as

π1 ⊗ ...⊗π1︸ ︷︷ ︸
m1

⊗π2 ⊗ ...⊗π2︸ ︷︷ ︸
m2

.

We can now check that the vector

vm1,m2 = v1 ⊗ ...⊗ v1 ⊗ v2 ⊗ ...⊗ v2,

is a weight vector with weight (m1,m2) and that vm1,m2 is annihilated by πm1,m2 (X ), X ∈ {T+,V+,U+}.

For the first claim notice that

πm1,m2 (H1)(v1 ⊗ ...⊗ v1 ⊗ v2...⊗ v2) = m1(v1 ⊗ ...⊗ v1 ⊗ v2 ⊗ ...⊗ v2)

πm1,m2 (H2)(v1 ⊗ ...⊗ v1 ⊗ v2...⊗ v2) = m2(v1 ⊗ ...⊗ v1 ⊗ v2 ⊗ ...⊗ v2).

The second claim follows by executing the same steps. Let W be an invariant subspace contain-
ing vm1,m2 . When we assume that πm1,m2 is completely reducible, we know that W is completely
reducible as well by lemma 4.19 and lemma 4.18 tells us that W is the irreducible representation
with highest weight (m1,m2).

The complete reducibility has to be proven. Note that for both the standard representation and its
dual the following hold: π(X )∗ =−π(X ) for all X ∈ su(3). Therefore, we can re-use the trick we used
earlier in the proof of proposition 3.23 for proving skew-adjointness of the tensor product πm1,m2 .
Hence, by proposition 2.54 πm1,m2 is completely reducible under the action of su(3) and hence, also
under the action of sl(3;C) ∼= su(3)C.

As we now have fully proved the theorem of highest weight, we will focus our attention to the
connection between the irreducible representation of sl(3;C) with SU(3).
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Theorem 4.23. For every pair (m1,m2) of non-negative integers, there exists an irreducible repre-
sentation Π of SU(3) such that the associated representation π of sl(3;C) has highest weight (m1,m2).

Proof. The standard representation π1 of sl(3;C) comes from the standard representation Π1 of
SU(3), and similarly for the dual of the standard representation. By taking tensor products, one
can note that Πm1,m2 is a representation corresponding to the representation πm1,m2 of sl(3;C).

With this last theorem we end our analysis of the classification of the irriducible representations
of sl(3;C). Note that the proof of point five tells us how to construct the irreducible representations
of sl(3;C). Considering the great number of propositions the reader has to digest, we do not blame
the said reader for taking a coffee break at this point.

4.5. The Weyl Group
We begin with the definition of the central object of this section: the Weyl group.

Definition 4.24. Let h be the Cartan subalgebra spanned by H1 and H2 and let N be the subgroup
of SU (3) such that all A ∈ N have the property that AdA(H) ∈ h for all H ∈ h. Let Z be the subgroup of
SU (3) consisting of those A ∈ SU (3) such that AdA(H) = H for all H ∈ h. Then the Weyl group of SU (3),
denoted W , is the quotient group Z /N .

The main goal of this section is to show that the Weyl group is a symmetry of the weights of any
finite-dimensional representation of sl(3;C). Before we can understand this, we must further anal-
yse the Weyl group.

Suppose that we have a Weyl group W and the Cartan subalgebra h. We can define an action of W
on h in the following way. For each element w ∈W choose an element A in the corresponding coset
of N , then

w ·H =AdA(H).

First of all, we must show that this action is well defined. For this end take B an element of the
same coset as A, thus B = AC with C ∈ Z . Then

AdB (H) =AdA(AdC (H)) =AdA(H).

We used that AdC (H) = H by definition. Note that by definition, if w ·H = H for all H ∈ h, then w is
the identity element of W . Therefore, we can identify W with the group of linear transformations
of h that can be expressed as H → w · H with H ∈ h. The next proposition gives us even more
information concerning the Weyl group.

Proposition 4.25. The group Z consists of the diagonal matrices inside SU (3), the diagonal ma-
trices with diagonal entries (e iθ,e iφ,e−i (θ+φ)) with θ,φ ∈ R. The group N consists of the matrices
A ∈ SU (3) such that for each j ∈ 1,2,3, there exists k j ∈ {1,2,3} and θ j ∈R such that Ae j = e iθ j ek j . Here,
e1,e2,e3 is the standard basis for C3. The Weyl group W = N /Z is isomorphic to the permutation
group on three elements.

Proof. Take A ∈ Z arbitrary. That means that A commutes with all elements of h, including H1,
which has eigenvectors e1,e2,e3, with corresponding eigenvalues 1,−1,0. Since A commutes with
H1, it has to preserve each of these eigenspaces. Thus Ae j must be a multiple of e j for each j . That
implies that A is diagonal itself. Now for the converse implication. Assume that A ∈ SU(3) is a
diagonal matrix. Then A commutes with H1 and H2 trivially, and thus with all elements of h. The
claim that the diagonal matrices inside SU(3) have entries (e iθ,e iφ,e i (θ+φ)) with θ,φ ∈R comes from
the fact that the determinant of the matrices should be 1 and that the columns form an orthonor-
mal basis of C3.

Now we are going to proof the second part of the theorem. Take A ∈ N arbitrary. Then AH1 A−1

must be in h and therefore must be diagonal by definition. Hence, e1,e2,e3 are eigenvectors for
AH1 A−1, with the same eigenvalues 1,−1,0 as H1, but not necessarily in the same order. On the
other hand, it is easy to see that the eigenvectors of AH1 A−1 are of the form Ae1, Ae2, A3e3, as can



4.5. The Weyl Group 65

be checked by direct calculation. Thus, Ae j must be some multiple of ek j , and the constant must
have absolute value 1, as A is unitary. Conversely, if Ae j is a multiple of ek j for each j , then for
any H ∈ h, we know that AH A−1 will again be diagonal and thus in h.

We are now going to proof the last part of the theorem. Take an arbitary A ∈ W , then we know
from the previous observations that A maps each e j to a multiple of ek j for some k j , depending on
j . It is not hard to see that the matrix AH A−1 will be diagonal with diagonal entries rearranged
by the permutation j 7→ k j . For any permutation, we can choose the constants to that map taking
e j to e iθ j ek j have determinant 1 (every permutation arises in this way). Thus W , is isomorphic to
the permutation group on three elements.

As we already said, we want to show that the Weyl group is a symmetry of weights for any finite-
dimensional representation of sl(3;C). To do this, we will switch to the basis independent notion
of weights, as presented originally in definition 4.5 and 4.6. Hence, we see a weight µ again as an
element of the Cartan subalgebra h spanned by H1 and H2. Note that the action of the Weyl group
on h is unitary, meaning that

〈
w ·H , w ·H ′〉 = 〈H , H ′〉, which can be checked by direct calculations.

The following theorem tells us that the roots are invariant under the action of the Weyl group and
that w ·µ is a weight of a representation V of sl(3;C) whenever µ is a weight of V .

Theorem 4.26. Suppose that (Π,V ) is a finite-dimensional representation of SU(3) with associated
representation (π,V ) of sl(3;C). If µ ∈ h is a weight for V then w ·µ is also a weight of V with the
same multiplicity. In particular, the roots are invariant under the action of the Weyl group.

Proof. Suppose that µ is a weight for V with weight vector v . Then for all U ∈ N and h, we have

π(H)Π(U )v =Π(U )(Π(U )−1π(H)Π(U ))v

=Π(U )π(U−1HU )v

= 〈µ,U−1HU 〉Π(U )v.

Note that U ∈ N and hence U−1HU is again in h. Hence, if w is the Weyl group element represented
by U , we obtain

π(H)Π(U )v = 〈µ, w−1 ·H〉Π(U )v = 〈w ·µ, H〉Π(U )v.

Hence, Π(U )v is a weight vector with weight w ·µ.

Π(U ) can therefore be seen as an invertible map of the weight space with weight µ onto the weight
space with weight w ·µ, whose inverse is Π(U )−1. Hence, two weights have the same multiplicity.

We will now connect the two notions of weights and roots. For example, when we want to express
the weights (1,0) and (0,1) we note that

µ1 =
 2

3 0 0
0 − 1

3 0
0 0 − 1

3

 , µ2 =
 1

3 0 0
0 1

3 0
0 0 − 2

3

 ,

are such that

〈µ1, H1〉 = 1, 〈µ1, H2〉 = 0,

〈µ2, H1〉 = 0, 〈µ2, H2〉 = 1.

The positive simple roots are in this case
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β1 = (2,−1) = 2µ1 −µ2 = H1

β2 = (−1,2) = 2µ2 −µ1 = H2.

Note that β1,β2 have length
p

2 and 〈β1,β2〉 = −1. Therefore, by basic geometry, the angle between
them is θ = 2π

3 .

We are going to connect this to proposition 4.25. Let w(1,2,3) denote the Weyl group element which
cyclically permutes the diagonal entries of each H ∈ h. We see that w(1,2,3) takes β1 to β2, β2 to
−(β1+β2). This can be identified with a counterclockwise rotation by 2π

3 . Similarly, we can see that
w(1,2) can be identified with the reflection across the line perpendicular to β1. The other permuta-
tions are calculated similarly.

4.6. Properties of Representations
We have now established a classication of the irreducible representations of sl(3;C). However, we
still do not know

1. The other weights that occur besides the highest weight.

2. The multiplicities of those weights.

3. The dimension of the representations.

In this section we will just state and discuss the theorems in order to prevent a string of proposi-
tions and proofs as in the last section. We begin with discussing the first point. For doing this, we
need the notion of a convex hull.

Definition 4.27. If v1, ..., vN are elements of a real or complex vector space, the convex hull of
v1, ..., vN is the set of all vectors of the form

c1v1 + ...+ cN vN ,

where the c ′j s are non-negative real numbers satisfying
∑

j c j = 1.

Another way to see the convex hull, is to note that the convex hull of v1, ..., vn is the smallest convex
set such that it contains all of the v j ’s.

There are different kind of weights for a representation (π,V ) of sl(3;C). For example, if µ ∈ h is such
that 〈µ, H1〉 and 〈µ, H2〉 are integers, then µ is said to be integral. µ is dominant when 〈µ, H1〉 ≥ 0
and 〈µ, H2〉 ≥ 0.

Theorem 4.28. Let µ be a dominant integral element and let Vµ be the irreducible representation
with highest weight µ. Suppose that λ is an integral element satisfying the following two conditions.

1. µ−λ can be expressed as an integer combination of roots.

2. λ belongs to the convex hull of W ·µ, the orbit of µ under the action of the Weyl group W .

Then λ is a weight of Vµ.

The proof of this theorem can be found in [10]. This theorem basically says that there are no
"unexpected holes" in the set of weights Vµ. For the dimension of each representation, we will
refer to the following theorem for which the proof can be found in [10] as well.

Theorem 4.29. The dimension of the irreducibel representation with highest weight (m1,m2) is

1

2
(m1 +1)(m2 +1)(m1 +m2 +2).
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Lastly, the multiplicities of the weights in a finite-dimensional representation of sl(3;C) can be cal-
culated by the Konstant multiplicity formula[10]. However, this is out of the scope of this report.
For the representations of sl(3;C) which we will use in this report, we will explicitly indicate the
multiplicities of them. In the next section, a few of these weight-root diagrams are provided for
representations of sl(3;C). They will make the last few notions of this chapter more insightfull.



5
The Quark Model

In this chapter we follow closely the works of [19], [1] and [3]. In the last few chapters we have
seen quite some representation theory. We started with representation theory of finite groups, we
continued our journey with representation theory of Lie groups and Lie algebras and gave an ap-
plication regarding spin in quantum mechanics. In the last chapter we discussed representation
theory of SU(3) and in this chapter we are going to give a quite interesting application of represen-
tation theory of SU(3): the quark model. In this introduction, we will explain the intuition behind
this model.

Before we can proceed, we need to introduce the electromagnetic, strong and weak force, since
these play an important role in this model. We begin with the strong force. The atomic nucleus
constitutes of protons and neutrons. In nature two particles with the same charges repel, hence,
two protons are repelled from each other. Despite the repelling protons, the atomic nucleus stays
together. Therefore, physicists hypothesized a new force, the strong force, strong enough to over-
come the electric repulsion of the proton. It must be strongest only at short distances, order of
magnitude 10−15m, and then it has to fall of rapidly, as protons are repelled by one another unless
their seperation is small enough. Neutrons also experience the strong force as they are bound to
the nucleus as well. Around the nucleus, electrons are bound by the electromagnetic force. Lastly,
the neutron can decay into a proton due to the weak force. In this report we will only focus on the
strong force and the particles which interact via the strong force: hadrons. This does not mean
that the particles cannot interact via the electromagnetic or weak force, but we pretend that they
only interact by means of the strong force.

The hadrons can be split into two groups: mesons and baryons. Mesons have integer spin while
baryons have half integer spin. The lightest mesons and baryons can be described by three ele-
mentary quarks, the up, down and strange quark. Actually, for the sake of being complete, there
are six quark flavours with the addition of the charm, bottom and top quarks. The idea is that
the three lightest elementary quarks, the up, down and strange quarks, are related to SU(3) rep-
resentations. They form a vector space that transforms in the fundamental representation of this
group. Their corresponding anti-particles transform in the dual of the fundamental representa-
tion. The composite states, for example the mesons and baryons, transform in tensor products of
these representations. Theoretically, mesons and baryons in the same irreducible representation
of SU(3) should have the same masses. However, this is not the case because the elementary
quarks have slightly different masses and charges. The mass (rest energy) of a composite system
does not only depends on the rest energy of its constituents, but also on their interaction energy.
In the case of the quark model, these include their strong, weak and electromagnetic interactions.
This shows that the SU(3) flavour symmetry is only an approximate symmetry. This is roughly
the sketch of the quark model.

68
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5.1. Isospin
Before we can proceed to the quark model, we need to introduce two concepts: isospin and hyper-
charge. In this section and the next one we will explain how these two concepts were formed. We
begin with isospin and for this, we must travel back to 1932 after the discovery of the neutron.
At first sight, the mass of these particles were almost the same. The mass of a proton is 938,280
MeV/c2 where the mass of the neutron is 939.56MeV/c2. When we assume that the mass difference
is due to the difference in electromagnetic interaction, their mass is almost the same with respect
to the strong force. Therefore, Werner Heisenberg, pioneer in quantum mechanics, proposed the
following idea. He thought of the proton and the neutron as two states of the same particle: the
nucleon. When we take the simplest non-trivial Hilbert space for the both the proton and the
neutron: C, then the Hilbert space for the nucleon should be C2 ∼= C⊕C[1]. The proton and the
neutron should then correspond to the basis vectors of C2:

p =
(
1
0

)
, n =

(
0
1

)
.

Hence, we can see a nucleon as in a superposition of the two particles, see example 1.37, αp +βn ∈
C2 where |α|2 +|β|2 = 1. So there is probability |α|2 that a measurement of the nucleon will result
in finding the proton, and |β|2 for finding a neutron. In order for this to be interesting, there
should be a process that can turn protons and neutrons into different states of the nucleon, since
otherwise there would be no point in having the full C2 space of states. Conversely, when there
is a process that which can change protons into neutrons and back, we need the full C2 space to
describe them.

This was Heisenbergs first try, and although it proved to be a breakthrough, his first ideas turned
out to be wrong. He was thinking about the forces between the nucleons in nuclei and it was
mathematically convenient to write the proton and neutron as a nucleon doublet as we did above.
He was thinking about the neutron as a sort of tightly bound state of proton and electron and
imagined that forces between nucleons could arise by exchange of electrons. He thought of this
because of a process similar to this one in nuclear physics. Nevertheless, it turned out to be a
quite poor analogy.

Around this time, spin was already well understood in quantum mechanics and in 1936 there was
a paper by Cassen and Condon [2] suggesting that the nucleon’s Hilbert space C2 is acted on by the
symmetry group SU(2), the same as we did when treating spin! Pushing the analogy even further,
the property that distinguishes the proton and neutron states of a nucleon was called isospin, the
proton has isospin T3 = 1

2 and the neutron has isospin T3 = − 1
2 . Note that these values are half

integer and that the proton and neutron live inside a two dimensional representation of su(2). We
also say that these particles form an isospin doublet.

Note that the "spin" in isospin reflects on the similarities of isospin with spin. Analogous to our
treatment of spin, this means that the proton and neutron live in the Hilbert space L2

(
R3

)⊗̂V 1
2

where V 1
2

is the two dimensional projective representation of SO(3). This is when we are only
considering the extra internal degree of freedom caused by isospin. In the case of spin, we labeled
it by means of the largest eigenvalue l of the operator L3 = iπ(F3), which could be integer of half
integer. Isospin is labeled exactly the same way as spin, but instead of l we use T to label the di-
mension of the projective representation of SO(3) and instead of the angular momentum operator
T3 we rename it to the isospin operator T3. For the sake of consistency, we will use the represen-
tation of SU(2) in the remainder of this chapter when we are talking projective representations of
SO(3) or representations of SU(2).

The proton was assigned isospin up, meaning that it is represented by the basis vector of V 1
2

with
eigenvalue 1

2 of the T3 operator. The neutron was assigned isospin down, meaning that it is repre-
sented by the basis vector of V 1

2
with eigenvalue − 1

2 of the T3 operator. Or to put it more compactly,
the neutron is isospin down with T3 = − 1

2 and the proton is isospin up with T3 = 1
2 , as was stated
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before.

Isospin proved to be useful since it formalised the idea that the strong force, unlike the electromag-
netic force, is the same whether the particles are protons or neutrons. So protons and neutrons are
interchangeable, as long as we neglect small differences in mass and more importantly, neglect
electromagnetic effects. So to phrase this in terms of group theory and analogous to what we have
seen with spin, the Hamiltonian H exclusively describing the strong force is invariant under the
action of SU(2).

As we have seen in the intermezzo of section 2.7, we assume that the Hamiltonian H commutes
with the representation of the elements of the group SU(2) and hence also with the Lie algebra
operators associated with isospin. Therefore, each eigenspace for H is invariant under the isospin
Lie algebra operators. In the calculations of section 1.7 we saw that the eigenvalues of the eigen-
vectors of the Hamiltonian do not change after applying a commuting operator. From this we can
see that total isospin T is a conserved quantity after a process that involves the strong force.

So in conclusion, two particles, the neutron and proton each living in a different representations
C of the trivial group, were unified into the nucleon, with representation C2 of SU(2). This holds
for the strong force, but not for the electromagnetic force, it breaks the SU(2) symmetry.

We are now at the end of our treatment of isospin. There are other hadrons as well, called pions,
which are mesons. We listed the pions together with their relevant properties.

Mass (MeV/c2) T3

π− 139.57 -1
π0 134.97 0
π+ 139.57 1

These values for T3 can be obtained by looking at interactions with other particles, especially the
neutron and protons, but we will not dive into this theory. We can see that the considering the
isospin of the pions, we can take the representation V1, which is a 3 dimensional representation of
SU(2) with eigenvalues −1, 0 and 1 for the T3 operator. The pions correspond to the basis vectors
of this space with the corresponding eigenvalues. The other particles which are of interest are the
K ± and the K 0 and the K

0 mesons. But we will provide the properties of these particles at the end
of the next section.

5.2. Hypercharge
We are now going to skip a few decades to the 1950s to the discovery of strangeness. By now
isospin was a well established approximate symmetry, broken by the weak and the electromag-
netic interactions. Around this time, experimenters began to notice a strange new class of particles
which were produced in pairs by scattering of strongly interacting particles, and decayed much
more slowly back into ordinary particles[6]. A new quantum number was hypothesised, which
was conserved by the strong and electromagnetic interaction, but not by the weak interactions,
which was called strangenes: S. Particles which carry a non-zero strangeness are called strange
particles. Just as with isospin, strangeness could be obtained by looking at particle interactions,
but in this report we will not do that.

Another important quantum number is the baryon number B . It is used to distinguish the hadrons
into mesons and baryons. Mesons and anti-mesons have baryon number 0, baryons and anti-
baryons have baryon number 1 and −1 respectively. We can now define the hypercharge as follows:

Y = B +S,

where B is the baryon number and S is the strangeness of a particle. Lastly, we introduce the
Gell-Mann-Nishijima formula, which relates the hypercharge and the isospin with the "classical"
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charge of a particle, this formula was introduced empirically:

Q = T3 + Y

2
.

Here, T3 is the three component of the isospin of a particle, and Y is its hypercharge. With the in-
troduction of this hypercharge, we may suspect that we enlarge the symmetry group of the strong
interaction to SU(3) instead of just SU(2) which described isospin.

8 mesons and the relevant particle properties are listed below.

Mass (MeV/c2) T3 Y
π± 139.57 ±1 0
π0 134.97 0 0
K ± 493,67 ± 1

2 ±1
K 0 497,61 − 1

2 1

K
0 497,61 1

2 −1
η 547,86 0 0

These are the spin 0− mesons, meaning that the particles have total angular momentum 0 and
odd parity, denoted by P . Parity is another concept which will take time to explain, and therefore
left out. Let just say that it is another particle property by which we can classify them. When we
plot these particles into the Y −T 3 plane something interesting happens, as we will explain in the
following section.

T3

Y

K 0 K +

π− π+

K −
K 0

π0η 11
2

-1 − 1
2

1

1
2

-1

− 1
2

Figure 5.1: J P = 0− mesons plotted according to their three component of the isospin and their hypercharge.

5.3. Fundamental Representations and Quarks
Recall our original Gell-Mann basis of sl(3;C) given by the Gell-Mann matrices in section 4.2. We
noted that H1 and H2 are basis of a Cartan subalgebra of sl(3;C). However, any linear combination
of them would suffice as basis of the Cartan subalgebra, and hence, T3 = 1

2λ3 = 1
2 H1 and Y = 2p

3
T8 =

1
3 (H1 +H2) would suffice as well. So the Cartan subalgebra can be defined as span {T3,Y }. There is
a reason why we labelled the basis vectors of the Cartan subalgebra by T3 and Y , as will become
clear in a moment. The root vectors for this basis of the Cartan subalgebra are the same as the
root vectors for the previous basis of the Cartan subalgebra. However, the commutator relations
are slightly different.
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[T3,T+] = T+, [T3,V+] = 1

2
V+, [T3,U+] =−1

2
U+,

[T3,T−] =−T−, [T3,V−] =−1

2
V−, [T3,U−] = 1

2
U−,

[Y ,T+] = 0, [Y ,V+] =V+, [Y ,U+] =U+,

[Y ,T−] = 0, [Y ,V−] =−V−, [Y ,U−] =−U−.

[T+,T−] = 2T3 [V+,V−] = 2

3
Y +T3 [U+,U−] = 2

3
Y −T3

Note that 〈T3,T±〉 is isomporphic to sl(2;C) as one can see from the commutator relations and we
denote these set of operators as sl(2;C)I . We will use this when we are branching sl(3;C) represen-
tations into sl(2;C) representations in section 5.4.1. We can see that the roots are

βT± = (±1,0) , βV± =
(
±1

2
,±1

)
, βU± =

(
∓1

2
,±1

)
.

Hence, this means that the T± affects the isospin of states in a representation by one unit, while
the V± and U± raise or lower the isospin of states by half a unit and the hypercharge by 1 unit.

T3

Y

T+T−

V+

V−

U+

U−

11
2

-1 − 1
2

1

1
2

-1

− 1
2

Figure 5.2: Root diagram of sl(3;C) with T3 and Y as basis for the Cartan subalgebra.

The weights we introduced to label the irreducible representation of sl(3;C) must be modified for
the new basis {T3,Y } of the Cartan subalgebra. This can be done in the following way. Suppose that
(m1,m2) labels an irreducible representation in the original basis {H1, H2} of the Cartan subalgebra.
Then the new weights can be obtained by realising that {T3,Y } are linear combinations of H1, H2.
Therefore

( 1
2 m1, 1

3 (m1 +m2)
)

in the {T3,Y } basis corresponds to the weight (m1,m2) in the basis
{H1, H2}. So, the fundamental representation, corresponding to the highest weight ( 1

2 , 1
3 ) in our

new basis {T3,Y } and denoted by , has a basis of states

u =
1

0
0

 , d =
0

1
0

 , s =
0

0
1

 ,

corresponding tot the up, down and strange quarks. These vectors have weights
( 1

2 , 1
3

)
,

(− 1
2 , 1

3

)
and

(
0,− 2

3

)
corresponding to the weight vectors u, d and s respectively. The dual of the standard

representation, has a basis of states u, d and s corresponding to the anti-quark states. Recall that
the dual of a standard representation of (π,V ) of sl(3;C) is given by π(Z ) = −Z tr for all Z ∈ sl(3;C).
Therefore, we can easily see that the weights of the representation are

(− 1
2 ,− 1

3

)
,
( 1

2 ,− 1
3

)
and

(
0, 2

3

)
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for u, d and s respectively. The weight diagrams are given below.

T3

Y

ud

s

11
2

-1 − 1
2

1

1
2

-1

− 1
2

(a) Weight diagram of the
(

1
2 , 1

3

)
representation.

T3

Y

u d

s

11
2

-1 − 1
2

1

1
2

-1

− 1
2

(b) Weight diagram of the
(
0, 2

3

)
representation.

Figure 5.3: Weight diagrams for the fundamental representation and the dual of the fundamental representation.

We listed the quarks together with their important properties in the table below.

Quark B T T3 σ S Y Q

u 1
3

1
2

1
2

1
2 0 1

3
2
3

d 1
3

1
2 - 1

2
1
2 0 1

3 - 1
3

s 1
3 0 0 1

2 -1 - 2
3 - 1

3
u - 1

3
1
2 - 1

2
1
2 0 - 1

3 - 2
3

d - 1
3

1
2

1
2

1
2 0 - 1

3
1
3

s - 1
3 0 0 1

2 1 2
3

1
3

Note that the quarks all have spin 1
2 and that they have baryon number 1

3 because one needs three
quarks to form a baryon. Note as well that mesons consist of a quark and anti-quark, hence the
anti-quarks should then have baryon number − 1

3 . The u and d quark have zero strangeness, so
their hypercharge can be calculated by Y = B +S and the results can be found in the table above.
The same can be said about the strange quark with strangeness −1. The charge of the quarks can
be computed by the Gell-Mann-Nishijima formula, which yield:

Q =
 1

2 0 0
0 −1

2 0
0 0 0

+ 1

2

 1
3 0 0
0 1

3 0
0 0 − 2

3

=
 2

3 0 0
0 − 1

3 0
0 0 − 1

3 .


This calculation shows the up quark has 2

3 electric charge, while the down and the strange quark
have - 1

3 electric charge.

5.4. Mesons
We begin with the simplest composite states: mesons, these consist of a quark and an anti-quark.
Therefore, they lie in the tensor product representation (3⊗3)sl(3;C) = (8⊕1)sl(3;C)[6]. The integer
denotes the dimension of the irreducible representation and the subscript denotes whether it is
an sl(3;C) or sl(2;C) representation. The bar denotes that we are considering a dual representation.

So we expect to find an octet of mesons with similar masses and an additional singlet meson. As
we know from the proof of theorem 4.21, the weights in a tensor product representation corre-
spond to the sum of the weights in the fundamental representation. Hence, we can obtain a basis
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for the 3⊗3 representation. From this point on, when we write ud for example, u ⊗d is meant.

States uu,dd , ss ud us du ss su sd
Weights (0,0) (1,0)

( 1
2 ,1

)
(−1,0)

(− 1
2 ,1

) (− 1
2 ,−1

) ( 1
2 ,−1

)
The associated weight diagram is given below. As one can see, there are three states with weight
(0,0). However, only two linear combinations belong to the octet.

T3

Y

K 0 = d s K + = us

π− = du π+ = ud

K − = su K 0 = sd

η′−
π0η0 11

2
-1 − 1

2

1

1
2

-1

− 1
2

Figure 5.4: Weight diagram of the 3⊗3 representation, including the names of the mesons they correspond to. The particles
in this octet all have spin 0. These are the J P = 0− mesons as mentioned earlier.

To determine which two linear combinations are in the octet and which one belongs to the singlet
we note the following. Suppose we start of at K + = us in our diagram and apply the V− ⊗−V tr−
operator and we do the same with the K 0 = d s state and the U−⊗−U tr− operator, then

V−⊗−V tr
− (us) = (V−u)⊗ s +u ⊗ (−V tr

− s
)= ss −uu,

U−⊗−U tr
− (d s) = (U−d)⊗ s +d ⊗ (−U tr

− s
)= ss −dd .

These states are in no way orthogonal, but we can make them by choosing the right linear combi-
nations:

π0 = 1p
2

(uu −dd), η0 = 1p
6

(uu +dd −2ss).

These two states yield the two (0,0) mesons in the octet. The singlet meson is a linear combination
of π0 and η0 that is orthogonal to both π0 and η0, yielding

η′ = 1p
3

(uu +dd + ss).

The exact values of the scalars of the linear combinations can be obtained by Clebsch-Gordan
decomposition, but that is beyond the scope of this report. It is not hard to see that this state re-
mains invariant under the sl(3;C) representation, it is killed by all operators U±, V± and T±. Note
that by example 1.37, we see that the probability of finding a certain quark-anti quark combina-
tion is given by the square of the coefficient in front of that combination. So we see that when we
measure the quark content of π0 we have 1

2 chance to find uu and 1
2 chance to find dd .

This is just one example of such meson octet and singlet. Some of them have been completed thus
far, but the particles of the lowest meson mass octet are stable under the strong interaction, the
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others are not. They decay to members of the lowest octets in times on the order of 10−24 sec-
onds[3] and are dubbed the meson resonances. The other meson resonances differ in spin, parity
and mass.

We will just provide the different weight-root diagrams corresponding to these multiplets based
on empirical data. We will list a few, but there are more.

T3

Y

K ∗0 K ∗+

ρ− ρ+

K ∗−
K

∗0

ρ0

ω0

φ

11
2

-1 − 1
2

1

1
2

-1

− 1
2

(a) The JP = 1− mesons.
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Y

K 0
N K +

N

A−
2 A+

2

K
−
N K

0
N

A0
2

f

f ′

11
2

-1 − 1
2

1

1
2

-1

− 1
2

(b) The JP = 2+ mesons.

Figure 5.5: Two meson octets.

It may be confusing that particles with the same quarks are in different multiplets, meaning that
they have different total angular momentum. We will provide some intuition for this. Recall the
results of section 3.7 where we treated the addition of angular momentum in quantum mechanics.
Presumably, the energy (and thus the mass) increases rather drastically with the orbital angular
momentum.

The spin 0 particles can be formed by a quark and anti-quark with anti-parallel spins and zero
orbital angular momentum, or when the quark spins are parallel and the quarks have one unit of
orbital angular momentum directed opposite to the spins. With anti parallel spins we mean that
the spins are represented by a basis vectors of the two dimensional representation of SU(2) with
eigenvalues − 1

2 and 1
2 . However, this results in higher energies than the first octet of particles[5].

Spin one mesons are formed by the following compositions of quarks.

1. Quark spins parallel and zero orbital angular momentum.

2. Quark spins anti-parallel and one unit of orbital angular momentum.

3. Quark spins parallel and two units of orbital angular momentum directed opposite to the
spins.

5.4.1. Branching of sl(3;C) Representations into sl(2;C) Representations
The postulates and mathematical reasoning behind the quark model and the mathematical rea-
soning seems to be invalid physically. This can be seen as follows. If the strong interaction is
invariant under the sl(3;C) operators, then all the hadrons of an octet or a decimet should have
the same mass. The operators of sl(3;C) change one quark into the other, or equivalently, one
member of a supermultiplet (singlets, octets, decimets) into the other without changing any of the
interactions. If the quark model is to be valid, it must be that the interaction responsible for the
supermultiplets is not the strong interaction, but some other interaction which is invariant under
the operations of sl(3;C). Gell-Mann realized this and proposed the following modification of the
strong force:
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• Very strong interactions: Invariant under SU(3) symmetry under which the light baryons
and mesons transform like octets and decuplets.

• Medium strong interactions: This breaks SU(3) symmetry, but conserve isospin and hy-
percharge.

In section 4.2, we have seen that sl(3;C) contains the subgroup sl(2;C) in three possible ways. One
of the possibilities is to look at {T3,T±} or equivalently {λ1,λ2,λ3} in the Gell-Mann basis. They
correspond to the subgroup

X =
(
U2 0
0 1

)
∈ sl(3;C).

Here, U2 ∈ sl(2;C)I . Note that this embedding leaves the strange quark invariant while performing
sl(2;C) transformations in the sub-space spanned by the u and d vectors in the fundamental rep-
resentation. Hence, these from a sl(2;C) isospin doublet and do not change the hypercharge of the
whole system, which can be seen from the table of quark properties. We can therefore see that we
have the decomposition [19]

3sl(3;C) → (2⊕1)sl(2;C)I
.

Here, u and d are mapped to the basis vectors in the two dimensional represenation of sl(2;C),
while s is mapped to the one dimensional representation of sl(3;C). For a more in depth-look
on induced representations and branching, see [13]. The arrow denotes the decomposition and
3sl(3;C) denotes the 3 dimensional fundamental representation of sl(3;C) with highest weight ( 1

2 , 1
3 ).

Similarly, we can see that

3sl(3;C) → (2⊕1)sl(2;C)I
.

Here the bar denotes that the dual representation should be considered. Hence, 3sl(3;C) is the dual
of the fundamental representation with highest weight (0, 2

3 ). 2 and 2 denote the two dimensional
irreducible representations of sl(2;C) and its dual and hence, are isomorphic to one another by
theorem 4.3. We can apply this as well to the case of mesons:[19]

(3⊗3)sl(3;C) → (2⊕1)⊗ (2⊕1)sl(2;C)I

→ (2⊗2⊕2⊗1⊕1⊗2⊕1⊗1)sl(2;C)I

→ (3⊕1⊕2⊕2⊕1)sl(2;C)I
.

Here we made use of proposition 3.24. We note that an sl(3;C) singlet will be an sl(2;C)I singlet as
well [19], so we can conclude

8sl(3;C) → (3⊕2⊕2⊕1)sl(2;C)I
.

Each of these multiplets must have a constant hypercharge, as the only T3 can be contained in the
sl(2;C)I subgroup of sl(3;C), and not Y . Hence, for the mesons we see that

3sl(2;C) = (π+,π0,π−)Y =0, 2sl(2;C) = (K +,K 0)Y =1,

2sl(2;C) = (K −,K
0

)Y =1, 1sl(2;C) = (η0)Y =0.

That the η0 is an isospin singlet should be clear from its explicit form η= 1p
2

(uu+dd). We see that
η is invariant under the exchange of the u and d quarks and of their anti-particles. The same
applies to the η′ singlet. When we compare the masses of these triplets, doublets and singlets,
we see that the masses of particles in each triplet, doublet and singlet are relatively close to one
another. As one could calculate from the quark content of (π+,π0,π−), the π−,π0,π+ have charges
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−1,0 and 0 respectively. Hence, the electromagnetic interaction breaks this isospin further and
explains why the mass of the π0 is different from the π+ and π− masses. We implicitly assumed
that the electromagnetic and the strong interactions are invariant under charge conjugation.

As a last remark note that all of this is an example of what we discussed in section 1.7, where we
discussed the situation of lower symmetry groups contained in higher symmetry groups. In our
case, the medium strong interaction causes a perturbation of the Hamiltonian of the very strong
interactions, causing that the masses of different isospin multiplets of the same octets are differ-
ent.

5.5. Baryons
We can also consider baryons, which are composed of three quarks and the antibaryons having
three anti-quarks. Note that we expect baryons to transform according to the tensor representa-
tion[6]

(3⊗3⊗3)sl(3;C) = (10⊕8⊕8⊕1)sl(3;C).

Not all of these irreducible representations occur in nature as quarks are spin- 1
2 fermions that

also carry an additional SU(3) colour charge, but this is far beyond the scope of this report. The
irreducible representations that do occur are the 10, 8 and the 1 representation, e.g. there is only
one baryon octet possible. The baryon decuplet includes the spin 3

2 baryons, while the baryon octet
contain only the states with spin 1

2 . We will first provide the baryon octets and decuplet.

T3

Y

n = udd p = uud

Σ− = dd s Σ+ = uus

Ξ− = d ss Ξ0 = uss

Σ0 = ud sΛ0 = ud s

11
2

-1 − 1
2

1

1
2

-1

− 1
2

(a) The octet of the JP = 1
2
+ baryons.

∆− = ddd ∆0 = udd ∆+ = uud ∆++ = uuu

Σ∗− = dd s Σ∗0 = ud s Σ∗+ = uus

Ξ∗− = d ss Ξ∗0 = ud s

Ω− = sss

11
2

-1 − 1
2

1

1
2

-1

− 1
2

− 3
2

−2

T3

Y

(b) Decuplet of the JP = 3
2
+ baryons.

Figure 5.6: The baryon octet and decuplet.

We must make an important remark concerning the udd and uud particles. They can live as
basis vectors of the 2 and 4 dimensional representations of SU(2), when only regarding isospin.
Considering isospin exclusively, the up and down quarks live inside a 2 representation of SU(2)
denoted by 2. Again, the integer denotes the dimension of the representation and for this case we
assume that the representations are all representations of SU(2). So to put it in more familiar
terms, they have T = 1

2 or T = 3
2 . This is no wonder, as 2⊗2⊗2 ∼= (3⊕1)⊗2 ∼= 4⊕2⊕2. Here we made

use of proposition 3.24. Because of the additional colour charge of the barions, there is no second
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baryon octet. Therefore, we see that udd and uud are either basis vectors of the 2 dimesnional
representation of SU(2) or the 4 dimensional representation of SU(2) augmented by the ∆− = ddd
and ∆++ = uuu particles.

We end this section with discussing the power of this model. In the 1960’s, Gell-Mann, the man
who developed this quark model, noticed that there was a glaring hole on the spot where now the
Ω− particle is situated. He calculated its mass and other properties by means of this model and
urged experimental physicists to find this particle. In 1964 this particle was ultimately found,
showing the predicting power of this model and in 1969 he even received the nobel price for this
work!



6
Conclusion

This thesis has given an introduction to finite dimensional representation theory for the Lie
groups SU(2) and SU(3). This thesis also provided two applications of representation theory in
physics: the spin and quark models. We provided a rough sketch of how these models work.

In chapter 1 we looked at representation theory of finite groups and introduced notions such as
representation, intertwining maps, character theory and complete reducibility to create intuition
for representation theory. At the end of chapter 1 we mentioned some applications of representa-
tion theory in quantum mechanics such as the use of symmetry groups in pertubation theory.

In chapter 2 we treated representation theory of Lie groups and Lie algebras. An emphasis was
put on the Lie groups SU(2) and SO(3) since these play an important role in the description of spin.
We specifically showed that SU(2) is in fact the double cover of SO(3) as can be found in theorem
2.35. Furthermore, we introduced the notion of projective unitary representations in section 2.7.2
and showed that by means of tensor products and direct sums of representations we can construct
new representations from old ones.

In chapter 3 we gave a description of spin in quantum mechanics by means of representation the-
ory. At the end of this chapter, we came to the conclusion that half integer spin representations
of the Lie algebra so(3) cannot be exponentiated to SO(3), but they can be exponentiated to its
universal cover: SU(2).

We also argued what we can modify the quantum Hilbert space in which a particle lives: L2
(
R3

)
to

account for the extra internal degrees of freedom introduced by spin. We do this by modifying the
Hilbert space of the particle as follows: L2

(
R3

)⊗̂V , where ⊗̂ denotes the completion of the Hilbert
space L2

(
R3

)⊗V . Here, V is a finite dimensional Hilbert space that carries an irreducible repre-
sentation of SO(3). We know from proposition 2.46 that V carries an ordinary representation π of
the Lie algebra so(3). We label V by the largest eigenvalue l of the angular momentum operator L3

as defined in section 3.1. Furthermore, we saw that Vl carries a projective unitary representation
of SO(3) when l is half integer and Vl carries an ordinary unitary representation of SO(3) when l
is integer.

Lastly, in chapter 3 we discussed the addition of total angular momentum in quantum mechanics
from a mathematical viewpoint. We discussed the decomposition of the tensor product of irre-
ducible representations Vl and Vm of so(3) into SO(3) invariant subspaces of L2

(
R3

)
.

In chapter 4, we treated representation theory for SU(3), which is closely connected to repre-
sentation theory for the Lie algebra sl(3;C). We showed that we can classify all the irreducible
representations by means of their highest weight. Furthermore, we introduced the notion of the
Weyl group and showed that the Weyl group is a symmetry of weights of any finite-dimensional
representation of sl(3;C). Lastly, we discussed a few other properties of irreducible representations
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of sl(3;C), such as the dimension of irreducible representations and the other weights that occur
besides the highest weight.

In chapter 5, we discussed the quark model and to be more precise: we discussed flavor sym-
metry for the lightest baryons and mesons. These are particles which also interact by means of
the strong force. We assumed that the building blocks of these particles, up, down and strange
quarks, form a vector space that transforms in the fundamental representation of the group SU(3)
and their antiparticles in the dual of the fundamental representation. With this description, their
composite states, mesons and baryons, transform in the tensor products of these representations.

We argued that theoretically, the mesons and baryons in the same irreducible representation of
SU(3) should have the same masses. However, as we have seen for example for the lightest me-
son octet, this is not the case. Instead, we introduced the modification of the strong force, into
the very strong interactions, which preserved the total SU(3) symmetry, and the medium strong
interaction, which broke the SU(3) symmetry, but conserved isospin and hypercharge. With this
we branched the sl(3;C) representations into sl(2;C) representations and made subgroups of the
particles in the octet of the lightest mesons with masses which were much more similar to one
another.

However, this model is not complete. As mentioned several times in chapter 5, Quantum Chromo
Dynamics (QCD) also plays a role in the description of mesons and baryons. QCD is also described
by the symmetry Lie group SU(3). For further study, one can study how QCD is incorporated into
the description of mesons and baryons. Also another topic for further study is to look at the whole
symmetry group of the standard model, which describes the structure and the interaction between
the elementary particles: U(1)×SU(2)×SU(3).
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A
Algebraic topology

In this appendix the notions of connectedness and simply connectedness are explained in a proper
way. However, first we have to introduce the notion of topology:

Definition A.1. A topology on a set X is a collection T of subsets of X , satisfying the following
axioms:

• ; and X belong to T .

• The intersection of any two sets from T is again in T .

• The union of any collection of sets of T is again in T .

A topological space is a pair (X ,T ) consisting of a set X and a topology T on X . A subset U ⊂ X is
called closed in the topological space (X ,T ) if X \U is open.

Now one has the notion of topology one has to define what is meant with continuous function:

Definition A.2. Given two topological spaces (X ,TX ) and (Y ,TY ) and a function f : X → Y , we say
that f is a continuous funtion if:

f −1(U ) ∈TX , ∀U ∈TX .

We are now in the position of defining what connectedness and path connectedness are.

Definition A.3. A topological space (X ,TX ) is said to be path connected if X cannot be written as
the union of two disjoint non-empty opens U ,V ⊂ X .

Definition A.4. We say that a topological space (X ,TX ) is path-connected if for any x, y ∈ X there
exists a path γ connecting x and y , i.e. a continuous map γ : [0,1] → X such that γ(0) = x and γ(1) = y .

It is interesting to note that any path connected space is as well connected.

In topology, one is interested in continuous functions between topological spaces. However, such
as one can define equivalence classes in algebra, one can also define equivalence classes in a set
of continuous functions between two spaces. The equivalence class hinted at is being homotopic
equivalent:
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Definition A.5. Two functions f : X → Y and g : X → Y are homotopic to one another when there
is a family of maps ht : X → Y , t ∈ [0,1] such that the associated map F : X × [0,1] → Y given by
F (x, t ) = ft (x) is continuous and h0 = f and h1 = g .

When one has two topological spaces (A,TA) and (B ,TB ) one can idenify all continuous functions
up to homotopy. That is one can define a set of continuous functions between these two spaces,
[A,B ] up to homotopy. That is, two functions are in the same equivalence class if there exists a
homotopy between them.

From this the notion of simply connectedness follows quite easily.

Definition A.6. A topological space (X ,TX ) is simply connected when [S1, X ] = {.}

The intuition is that every "loop", e.g. continuous function from S1 into X is homotopy equivalent
to a point. Hence, every loop in X can be continuously shrunk into a point in the space X . It is
interesting to note that any simply connected space is path-connected. Another notion which is of
great importance is that of the concatenation of paths, the fundamental group and the pushfor-
ward.

Definition A.7. If f is a path in a space X from x0 to x1, and g is a path in X from x1 to x2, we
define the product f ∗ g of f and g to be the path h given by the equations

h(s) =
{

f (2s) for s ∈ [0, 1
2 ]

g (2s −1) for s ∈ [ 1
2 ,1]

Definition A.8. Let X be a space, let x0 be a point of X . A path in X that begins and ends at x0 is
called a loop based at x0. The set of path homotopy classes of loops based at x0, with the operation
∗, is called the fundamental group of X relative to the base point x0. It is denoted by π1(X , x0).

Definition A.9. Let h : (X , x0) → (Y , y0) be a continuous map. Define

h∗ :π1(X , x0) →π1(Y , y0)

by the equation

h∗([ f ]) = [h ◦ f ].

The map h∗ is called the pushforward of h, relative to the basepoint x0.

It can be proven that the fundamental group is indeed a group [12]. We need two more definition
concerning the free group and deformation retractions.

Definition A.10. Let G be a group, let {Gα}α∈J be a family of subgroups of G of G that generates G.
Suppose that Gα∩Gβ consists of the identity element alone whenever α 6=β. We say that G is the free
product of the groups Gα if fore each x ∈ G, there is only one reduced word in the groups Gα that
represents x. In this case, we write

G =
∗∏
α∈J

Gα

or in the finite cases, G =G1 ∗ ...Gn .

Definition A.11. Let A be a subspace of the topological space X . We say that A is a deformation
retract of X if the identity map of X is homotopic to a map that carries all of X into A, such that
each point of A remains fixed during the homotopy. This means that there is a continuous map
H : X × I → X such that H(x,0) = x and H(x,1) ∈ A for all x ∈ X , and H(a, t ) = a for all a ∈ A. The
homotopy H is called a deformation retraction of X onto A.



A.1. The fundamental group of SO(3) 85

A.1. The fundamental group of SO(3)
In chapter 2 we analysed some topological properties of the groups SU(2) and SO(3). In this sec-
tion we consider SO(3) and prove what the fundamental group of this particular object is, which
will turn out to be Z/2Z. A more glamorous result is the fact that for all n > 3 the fundamental
group of SO(n) is actually the same as for SO(3) [10], however we will not prove this.

The strategy for proving that the fundamental group of SO(3) is equal to Z/2Z is the following.
We first start with another topological object, namely the real projective space RP 2 and calculate
the fundamental group of that space by using Van Kampen, theorem A.12. Then we are going to
proof that there is an homeomorphism from SO(3) to RP 3. Lastly we are going to show that the
fundamental group of RP 3 can be calculated by using the fundamental group of RP 2.

Theorem A.12. (Seifert-Van Kampen) Let X = U ∪V be a pointed topological space, where U
and V are open in X ; assume U ,V and U ∩V are path connected; let x0 ∈U ∩V . Let

j :π1(U , x0)∗π1(V , x0) →π1(X , x0)

be the homomorphism of the free product that extends the homomorphisms j1 and j2 induced by
the inclusion. Then j is surjective, and its kernel is the least normal subgroup N of the free product
that contains all elements represented by words of the form

(iU∗ (g )−1, iV∗ ([g ])),

for [g ] ∈π1(U∩V , x0). Here, iU∗ :π1(U∩V , x0) →π1(X , x0) is the homomorphism induced by the injection
map iU : U ∩V →U and similarly iV∗ is defined similarly for V .

We explain the notion of free product and pushforward in Appendix A.

A.1.1. The fundamental group of RP 2

We begin with noting that the space RP 2 is the same as the 2-sphere whose antipodal points are
identified. Actually, the space RP n is homeomorphic to Dn/(x ∼−x) where x ∈ ∂Dn ∼= Sn−1 [4]. Here
Dn denotes the n-ball. Hence, it is homeomorphic to a disc whose antipodal points along the
boundary are identified, which gives the planar representation of RP 2. Note that we can write the
planar representation of RP 2 as the union of an annulus A and an open disc B whose intersection
is again an annulus. The open disc, the annulus and their intersection are path connected and
opens in the standard topology, which means that the requirements to use Van Kampen are satis-
fied. We clearify the sets A and B in figure A.1.

A

B

Figure A.1: Planar representation of RP 2 with the sets A \ B in red, B \ A in blue and their intersection in green.

Before we can use Van Kampen, we still need to specify the relations of the annulus and the open
disc which make up the space RP 2. Note that when a topological space X deformation retracts to a
topological space Y , they are homotopy equivalent and thus has the same fundamental group [16].
Hence, it is of interest to look what spaces the open disc and the annulus can deformation retract
to. We can easily see that the disc A can be deformation retracted to the point and therefore it has
fundamental group π1(A) = 〈1|;〉. The annulus A∩B can be deformation retracted to the circle, and
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hence it has fundamental group equal to π1(A ∩B) = 〈a|;〉 ∼= Z. However, as one can see from fig-
ure 2.2, B is homeomorphic to the Möbius strip and hence has fundamental group π1(B) = 〈b|;〉 ∼=Z.

We have now identified the fundamental groups of the three topological spaces which are of inter-
est to us A, B and A∩B and we are therefore in the position to calculate the fundamental group of
RP 2 by means of Van Kampen:

π1(RP 2) = 1∗
Z
Z.

Now the question remains: what is the group 1∗
Z
Z exactly? For answering this, we turn to Van

Kampen. We have to use the old relations from π1(A) and π1(B) with the new relations which we
will obtain by inspecting π1(A∩B):

π1(RP 2) = 〈1,b|, i A∗ ([γ])iB∗ ([γ])−1〉.
As we know π1(A) = 1, therefore we can conclude that i A∗ must be the trivial map i A∗ ([a]) = 1.
However, iB∗ is a bit more difficult to obtain. For this end note that the loop b corresponds to two
loops a, as can be seen from figure 2.2, hence

iB∗ ([a]) = b2

Figure A.2: The two generators of the loop space of set A and B in red, b, and green, a, respectively. The most right picture
of this figure is a planar representation of the Möbius strip. We see that the red loop corresponds to two green loops in the
Möbius strip.

Therefore, we can write the final result

π1(RP 2) = 〈1,b|1 = b2〉 =Z/2Z.

A.1.2. SO(3) and RP 3

In this section, we mostly follow parts of 1.3.4 of [10]. We are now going to show that the topolog-
ical spaces SO(3) and RP 3 are homeomorphic. For this to be true there must exists a continuous
bijection between the two spaces with a continuous bijective inverse as well. This is what we are
going to show. However, for proving this we first must show that every R ∈ SO(3) is actually a
rotation by an angle θ in the plane orthogonal to a certain eigenvector of R.

We begin with the claim that every element R ∈ SO(3) has eigenvalue equal to 1. This claim is
equivalent with the statement that det(R − I ) = 0. Note the following:

det(R − I ) = det
(
R −R tr R

)= det
(
I −R tr )

det(R) = (−1)3 det(R − I ) =−det(R − I ).

Hence, we can conclude that det(R − I ) = 0. So there exists an v ∈ R3 such that Rv = v . Then take
w ∈ R3 arbitrary such that 〈v, w〉 = 0. We want to show that Rw is still in the plane orthogonal to
the vector v . This follows quite easily.

〈v,Rw〉 = 〈R tr v, w〉 = 〈v, w〉 = 0.
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Therefore we can conclude that Rw is still in the plane orthogonal to v . Every vector can be de-
composed along the eigenvector v and the plane orthogonal to it. Therefore, we can see R ∈ SO(3)
as a rotation by some angle θ around the axis v .

Let v be a unit vector in R3 and let Rv,θ be the element of SO(3) consisting of a right handed ro-
tation by an angle θ in the plane orthogonal to v . It is not hard to see that R−v,θ = Rv,−θ and we
showed that every element of SO(3) can be expressed as Rv,θ for some v and θ with −π ≤ θ ≤ π.
Furthermore, by either choosing v or −v we can set θ to be in the range 0 to π. If R = I then R = Rv,0

for any unit vector v ∈ R3. If R is a rotation by an angle π around an axis v then R can both be
expressed by Rv,π and Rv,−π. If R 6= I then R has a unique representation as Rv,θ with 0 ≤ θ ≤π.

Let B 3 be the closed ball of radius π in R3 and consider the map Φ : B 3 →SO(3) given by

Φ(u) = Rû,‖u‖, u 6= 0,

Φ(0) = I .

Here, û = u
‖u‖ is the unit vector in the u-direction. It is easy to see that the map Φ is continuous,

also at I . This is seen by the fact that Rû,‖u‖ approaches the identity as ‖u‖ approaches zero.
From the previous observations concerning the representations of the elements of SO(3), we can
conclude that Φ maps B 3 onto SO(3). It is not hard to see that the map Φ is injective as well, exept
for the antipodal boundary points of B 3, as they have the same image Rv,π = R−v,π. Hence Φ is a
continuous injective map from RP 3 onto SO(3). As both spaces RP 3 and SO(3) are compact, the
inverse is continuous as well [20] and hence SO(3) and RP 3 are homeomorphic to each other.

A.1.3. Calculating the fundamental group of SO(3)
We have now showed that SO(3) and RP 3 are homeomorphic as topological spaces and we have
calculated the fundamental group of RP 2. It is now time to put all the together and calculate the
fundamental group of RP 3. As we have noted earlier RP 3 is homeomorphic to Dn/(x ∼ −x) where
x ∈ ∂D3 ∼= S2. Take an arbitrary smaller open 3-ball U contained in our original D3 and let V be
D3 \ A, where A is an open in D3. Note that V ∼= S2/(x ∼ −x) by deformation retraction. Note that
V ∩U ∼= S2 and hence π1(U ∩V ) = 1, so no new relations arise from π1(A∩B). Also note that U , V and
U ∩V are all path connected and hence, we are in the position to apply Van Kampen.

π1(RP 3) =π1(U )∗π1(V )/π1(U ∩V ) =π1(V ) =π1(RP 2) =Z/2Z.

Thus, we see that the fundamental group of RP 3 and RP 2 are the same! Also, since RP 3 and SO(3)
are homeomorphic to each other, we see that the fundamental group of RP 3 and hence the funda-
mental group of SO(3) is equal to Z/2Z.

We can also analyse spin in another way which involves some algebraic topology, which is quite
interesting from a mathematical viewpoint. To recap most important results of last chapter con-
cerning the fundamental groups of SO(3), we note that π1(SO(3)) = Z/2Z. We also showed that
the SU(2) is a double cover of SO(3) (and that it is the universal cover of SO(3)). Therefore, as
π(SO(3)) = Z/2Z we can divide the space of loops starting and ending at the same point in SO(3)
in two distinct classes: the trivial loops and the non-contractible ones. The contractible loops in
SO(3) lift to a contractible one in SU(2) while the non-contractible ones lift to a loop starting at I
and ending at −I in SU(2)[15]. Hence, they can correspond to a projective representation of SO(3)!



B
Tensor Product

In this part of the appendix we will clarify the notion of tensor products. Firstly, we will introduce
the definition of a tensor product, then we will state the universal property of tensor products and
we will conclude with some elementary notions of tensor products.

Definition B.1 The tensor product of two vector spaces V and W over a field is a vector space
V ⊗W equipped with a bilinear map

V ×W →V ⊗W, v ×w 7→ v ⊗w,

which is universal: for any bilinear map β : V ×W →U to a vector space U , there is a unique linear
map from V ⊗W to U that takes v ⊗w to β(v, w). When one would like to show which ground field
is actually used, one can denote V ⊗K W .

Firstly, one wold like to know whether one can construct a tensor product from finite dimensional
vector fields V and W and whether the whether the tensor product is unique op to canonical ho-
momorphism.

Theorem B.2 If U and V are any finite-dimensional real or complex vector spaces, then a tensor
product

(
W,φ

)
exists. Furthermore,

(
W,φ

)
is unique up to canonical isomorphism: if

(
W1,φ1

)
and(

W2,φ2
)

are two tensor products. then there exists a unique vector space isomorphism Φ : W1 →W2

such that the following diagram commutes.

U ×V W1

W2

φ1

Φφ2

Suppose that
(
W,φ

)
is a tensor product and that e1,e2, ...,en is a basis for U and f1, f2, ..., fm is a basis

for V . Then {
φ(e j , fk )|1 ≤ j ≤ n,1 ≤ k ≤ m

}
is a basis for W .

An elementary result is that if {e j } and { f j } are bases for V and W , the elements {ei ⊗ f j } form a
basis for V ⊗W . Also dim(U ⊗V ) = dim(U )⊗dim(V ).

One has also the tensor product V1×...×Vn →V1⊗...⊗Vn , which sends elements v1×...×vn 7→ v1⊗...⊗vn .
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We are going to introduce one last proposition concerning operators on tensor products.

Proposition B.3 Let U and V be finite dimensional real or complex vector spaces. Let A : U →U
and B : V →V be linear operators. Then there exists a unique linear operator from U ⊗V to U ⊗V .
denoted A⊗B such that

(A⊗B)(u ⊗ v) = (Au)⊗ (B v)

for all u ∈U and v ∈V . If A1, A2 are linear operators on U and B1,B2 are linear operators on V , then

(A1 ⊗B1)(A2 ⊗B2) = (A1 A2)⊗ (B1B2)
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