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ABSTRACT

Context. Understanding the total flux and polarization signals of Earth-like planets and their spectral and temporal variability is
essential for the future characterization of such exoplanets.
Aims. We provide computed total (F) and linearly (Q and U) and circularly (V) polarized fluxes, and the degree of polarization P of
sunlight that is reflected by a model Earth, to be used for instrument designs, optimizing observational strategies, and/or developing
retrieval algorithms.
Methods. We modeled a realistic Earth-like planet using one year of daily Earth-observation data: cloud parameters (distribution,
optical thickness, top pressure, and particle effective radius), and surface parameters (distribution, surface type, and albedo). The
Stokes vector of the disk-averaged reflected sunlight was computed for phase angles α from 0◦ to 180◦, and for wavelengths λ from
350 to 865 nm.
Results. The total flux F is one order of magnitude higher than the polarized flux Q, and Q is two and four orders of magnitude higher
than U and V , respectively. Without clouds, the peak-to-peak daily variations due to the planetary rotation increase with increasing λ
for F, Q, and P, while they decrease for U and V . Clouds modify but do not completely suppress the variations that are due to rotating
surface features. With clouds, the variation in F increases with increasing λ, while in Q, it decreases with increasing λ, except at the
largest phase angles. In earlier work, it was shown that with oceans, Q changes color from blue through white to red. The α where
the color changes increases with increasing cloud coverage. Here, we show that this unique color change in Q also occurs when the
oceans are partly replaced by continents, with or without clouds. The degree of polarization P shows a similar color change. Our
computed fluxes and degree of polarization will be made publicly available.

Key words. Radiative transfer – Polarization – Techniques: polarimetric – Planets and satellites: terrestrial planets – Planets and
satellites: atmospheres – Planets and satellites: surfaces

1. Introduction

Since the discovery of 51 Pegasi b (Mayor & Queloz, 1995), sev-
eral thousand exoplanets have been discovered and confirmed1

including various Earth-sized planets in the habitable zones
around their parent stars (Chou et al., 2017). A recent addi-
tion to the latter selection is TOI-700b, an Earth-sized planet in
the habitable zone of red dwarf star TOI-700, as discovered by
Gilbert et al. (2020) and confirmed with Spitzer observations by
Rodriguez et al. (2020).

The planetary physical properties that can be derived from
measurements with the two most successful exoplanet detection
techniques, that is, with the radial velocity method and the tran-
sit method, are the planet radius (if the planet transits its star),
mass (a lower limit if the planet does not transit its star), and
the orbital period and distance, eccentricity, and inclination (if
the planet transits its star) (see Perryman, 2018, and references
therein). The upper atmospheres (above optically thick clouds)
of giant exoplanets and those of smaller planets around M stars
can be probed using spectroscopy during primary and/or sec-
ondary transits (Bean et al., 2010; Swain et al., 2009, 2008;

? Now at Royal Netherlands Meteorological Institute (KNMI), De
Bilt, The Netherlands.

1 http://exoplanetarchive.ipac.caltech.edu

Tinetti et al. , 2007; Nakajima, 1983). It appears to be virtu-
ally impossible to characterize the (lower) atmospheres and sur-
faces of small, Earth-like planets in the habitable zones of solar-
type stars (Bétrémieux & Kaltenegger , 2014; Misra et al., 2014;
Kaltenegger & Traub, 2009), in particular because the light of
the parent star is refracted while traveling through the lower at-
mosphere of its planet and emerges forever out of reach of ter-
restrial telescopes (Garcı́a Muñoz et al. , 2012). The (lower) at-
mosphere and surface of a planet are crucial for determining the
habitability of a planet, as they hold information about cloud
composition, trace gases in disequilibrium and probably most
importantly, liquid surface water (see, e.g., Schwieterman et al.,
2018; Kiang et al., 2007a,b, and references therein). For such a
characterization of terrestrial-type planets, direct observations of
the thermal radiation that they emit or of the light of their par-
ent star that they reflect are required. The numerical results that
we present in this paper concern the reflected starlight. Because
of the huge distances involved, any measured reflected starlight
pertains to the (illuminated and visible part of the) planetary
disk. It therefore is a disk-integrated signal.

Ford et al. (2001) showed with numerical simulations that
the daily rotation of the Earth induces repetitive patterns in the
disk-integrated flux that is reflected by the Earth observed from
afar because of the continents and oceans and the clouds. Stam
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(2008) showed how not only the total flux of reflected sunlight,
but also the polarized fluxes and the degree of polarization of
this light vary as an Earth-like planet rotates and orbits its star.
Recently, Trees & Stam (2019) showed the change in the color
of the polarized fluxes and degree of polarization throughout the
orbit when an ocean is present. Polarimetry indeed appears to
be a powerful tool for the detection and characterization of exo-
planets. In particular, when it is integrated over the stellar disk,
direct starlight is virtually unpolarized (Kemp et al., 1987), while
starlight that has been scattered in a planetary atmosphere and/or
has been reflected by a planetary surface is usually polarized.
Polarimetry thus enhances the contrast between a star and an or-
biting exoplanet (by three to five orders of magnitude, according
to Keller et al. (2010)), allows the direct confirmation of the
nature of the substellar companion, and the state of polarization
of the reflected light holds information about the composition
and structure of the planetary atmosphere and surface (if present)
(see Wiktorowicz & Stam , 2015, for details and references).

A recent polarimetric detection in reflected light of a sub-
stellar companion that is possibly surrounded by a disk was an-
nounced by Ginski et al. (2018). The recent tentative polarimet-
ric detection of banded, that is, Jupiter-like, cloud structures on
Luhman 16A by Millar-Blanchaer et al. (2020) supports the ap-
plication of polarimetry for exoplanet characterization (in this
case in the thermally emitted signal of this binary brown dwarf
system component).

In this paper, we present the computed phase curves of the to-
tal and polarized fluxes and the degree of polarization of starlight
that is reflected by an Earth-like exoplanet with a spatially and
temporally changing cloud and surface cover, all based on daily
data from Earth-observation satellite instruments. The temporal
resolution of our computations is 15 minutes, and it covers 2011
completely. The phase angle ranges from 0◦ to 180◦. We did
not include gaseous absorption, and instead concentrated on the
broadband continuum fluxes at 350, 443, 550, 670, and 865 nm.

Our computed phase curves are publicly available and can
be used for the design of future instruments for the detection
and characterization of terrestrial-type exoplanets. The polariza-
tion state of reflected starlight also needs to be included for the
design of instruments that aim at measuring only total fluxes,
because the response of optical elements such as mirrors and
gratings usually depends on the polarization state of the incident
light. The curves can also be used for the development and test-
ing of retrieval algorithms (see, e.g., Aizawa et al., 2020; Fan
et al. , 2019; Berdyugina & Kuhn , 2019; Kawahara & Fujii,
2011), and for the optimization of observational strategies. A
number of references describing the use of terrestrial remote-
sensing satellite measurements of the total flux of sunlight re-
flected by Earth for the testing of retrieval algorithms are pro-
vided by Jiang et al. (2018). Fluxes that have been measured in
this way, however, usually do not cover the phase angle range
and/or do not have the temporal resolution and/or do not cover
the spectral range to fully assess (future) measurements of ex-
oplanet fluxes. Earth-shine measurements (see Turnbull et al.,
2006; Woolf et al., 2002, and references to these papers), where
the sunlight that is reflected by the Earth is detected on the night-
side of the moon, are also limited by the phase angle range and
the lack of knowledge of the reflection properties of the lunar
surface. Computed reflected fluxes do not suffer from these lim-
itations, and the user has the ability to add specific noise and/or
instrumental effects.

As far as we know, the polarized fluxes of the (dis-
tant) Earth have never been measured directly. Linearly po-
larized fluxes of local regions on Earth have been measured

by the POLDER-3/PARASOL Low-Earth-Orbit satellite instru-
ment (Fougnie et al. , 2007) and its predecessors POLDER-1 and
POLDER-2 (Deschamps et al. , 1994). Dubovik et al. (2019)
presented an excellent review of the characterization of aerosol
and surface properties from such local data. Attempts have been
made to translate local POLDER-3/PARASOL data into a polar-
ized signal that simulates the disk-integrated signal of the Earth
(Wang et al. , 2019), but especially because polarization sig-
nals depend strongly on the illumination and viewing geome-
tries (see, e.g., Hansen & Travis, 1974), the results of these at-
tempts remain very limited. First spectropolarimetric measure-
ments of Earth-shine have been presented by Miles-Páez et al.
(2014), Bazzon et al. (2013), and Sterzik et al. (2012), and a
more in-depth analysis of the latter data can be found in Sterzik
et al. (2019) and Emde et al. (2017). In these measurements,
the reflection properties of the lunar surface, in particular, the
reflection of polarized incident Earth-shine by the lunar surface,
indeed remains a source of uncertainty.

A few instrument developments have aimed at measuring
total and polarized fluxes of sunlight that is reflected by the
Earth from afar, such as the Lunar Observatory of Unresolved
Polarimetry of Earth (LOUPE) (Hoeijmakers et al., 2016;
Karalidi et al., 2012) that is scheduled to observe the Earth
from the surface of the moon (or, e.g., a geostationary satel-
lite, which would mean that we would not be able to monitor
the daily rotation of the Earth, but which would ensure con-
tinuous access to power). Examples of future telescope instru-
ments that are designed to measure polarization of exoplanets
are EPOL, the imaging polarimeter of the Exoplanet Imaging
Camera and Spectrograph (EPICS) for the European Extremely
Large Telescope (E-ELT) (Kasper et al., 2010; Keller et al.
, 2010), and POLLUX, a UV polarimeter, that is envisioned
for the NASA Large UV Optical Infrared Surveyor (LUVOIR)
space telescope concept (Bouret et al. , 2018).

A number of publications has focused on the simulation
of reflected-light signals of Earth-like exoplanets (see the var-
ious references in this article), but did not have the temporal
resolution of our results. Two other important factors in our
model are the reflection by the wind-ruffled ocean surface (as
described by Trees & Stam , 2019) and the realistic cloud prop-
erties. Simulations of light reflected by exo-oceans have been
presented by Zugger et al. (2010) and Williams & Gaidos
(2008). They used models without full polarization, with sim-
plified cloud models, and without cloud and surface variability.

The outline of this paper is as follows. In Sect. 2 we describe
the numerical algorithm that we used to compute the fluxes and
polarization signals of our model planets, where we start with
our definitions and end with a concise description of the radia-
tive transfer algorithm. In Sect. 3, we describe the parameters of
the model planet and the databases from which we have obtained
these parameters. In Sect. 4, we present the computed total and
polarized fluxes and degree of polarization for cloud-free and
cloudy model planets. Finally, in Sect. 5, we summarize and dis-
cuss our results and describe possible improvements of the nu-
merical simulations and the relation with (future) observations.
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2. Numerical algorithms

2.1. Definitions of light and polarization

We describe the starlight that is incident on a planet and the
starlight that is reflected by the planet by the Stokes vector F
(see, e.g., Hovenier et al., 2004; Hansen & Travis, 1974),

F =


F
Q
U
V

 , (1)

where F is the total flux, Q and U are the linearly polarized
fluxes, and V is the circularly polarized flux (all in W m−2, or
W m−3 when defined per wavelength). Fluxes Q and U are de-
fined with respect to the planetary scattering plane, which is the
plane through the centers of the star, planet, and the observer.
They represent the following flux differences:

Q = F0◦ − F90◦ (2)
U = F45◦ − F135◦ , (3)

where Fx◦ is the flux measured through a linear polarization
filter with its optical axis making an angle of x◦ with the ref-
erence plane, measured by rotating in the clockwise direction
when looking toward the planet (Hovenier et al., 2004; Hansen
& Travis, 1974). Fluxes Q and U can be redefined with respect
to another reference plane, such as the optical plane of an in-
strument, using a rotation matrix (see Hovenier & van der Mee,
1983, for the definition). The circularly polarized flux V is posi-
tive when the observer sees the electric vector of starlight that is
reflected by a planet rotating in the anticlockwise direction, and
V is negative when the observer sees a rotation in the clockwise
direction.

Light of a solar-type star can be assumed to be unpolar-
ized when integrated over the stellar disk. This assumption is
based on observations of the Sun itself by Kemp et al. (1987)
and on observations of solar-type stars (active and inactive FGK
stars) by Cotton et al. (2017). Anomalies in the symmetry of
the stellar disk, such as flares and/or spots, are expected to pro-
duce degrees of linear polarization of about 10−6 (Kostogryz
et al., 2015; Berdyugina et al. , 2011). We represent the stellar
flux vector that is incident on the planet by the (column) vector
F0 = F0[1, 0, 0, 0] = F01, where πF0 is the total flux as mea-
sured in a plane perpendicular to the incident direction.

Starlight that has been reflected by a planet is usually polar-
ized because it has been scattered by gases and aerosols or cloud
particles in the planetary atmosphere and/or has been reflected
by the surface below the atmosphere. The degree of polarization
of this light is defined as

Ptot =

√
Q2 + U2 + V2

F
. (4)

The Stokes parameter V of sunlight that is reflected by an Earth-
like planet is expected to be very small (see Rossi , 2018;
Kawata, 1978; Hansen & Travis, 1974, and results in this arti-
cle), and Ptot is therefore usually virtually equal to the degree of
linear polarization,

P =

√
Q2 + U2

F
. (5)

Because our Earth-like model planets are horizontally inhomo-
geneous because they have continents and clouds and are usu-
ally asymmetric with respect to the reference plane, the Stokes

parameter U (see Eq. 3) is usually not zero. It appears to be very
small, as we show in Sect. 4. When U ≈ 0, the sign of Q in-
dicates the direction of P: if Q > 0 (Q < 0), the direction is
parallel (perpendicular) to the planetary scattering plane.

2.2. Radiative transfer algorithm

We computed the total and polarized fluxes F, Q, U, and V , and
the degree of polarization of starlight that is reflected by a model
planet using the Python-Fortran tool PyMieDAP.2. A detailed
description of PyMieDAP is given by Rossi et al. (2018). We
summarize the parts that are relevant for the interpretation of our
numerical results. We computed reflected flux vectors for spa-
tially resolved model planets. These results apply, for example,
to Solar System planets. By integrating the spatially resolved
fluxes across the planetary disk, we obtain the spatially unre-
solved reflected flux vectors, which apply in particular to (future)
observations of exoplanets.

For our spatially resolved computations, the 2D planetary
disk facing the observer is divided into equal–sized, square
pixels. We used 100 pixels along the light equator of the planet
(except for the images shown in Figs. 1-2). The actual planetary
surface area that is covered by a pixel increases strongly toward
the planetary limb. For the center of each pixel, we computed the
illumination and viewing angles on the 3D spherical planet (for
detailed definitions, see Rossi et al. , 2018; de Haan et al. , 1987):

Illumination angle θ0: the angle between the local vertical and
the direction toward the star.

Viewing angle θ: the angle between the local vertical and the
direction toward the observer.

Azimuthal angle φ − φ0: the difference angle between the
plane containing the local vertical and the direction of the
incident light, and the plane containing the local vertical and the
direction toward the observer.

Angles θ0 and φ0 depend on the planetary phase angle α, that
is, the angle between the center of the star and the observer as
measured from the center of the planet. For a planetary orbit with
an orbital inclination angle i, 90◦ − i ≤ α ≤ 90◦ + i. In this paper,
we present results for an edge-on orbit, that is, for i = 90◦, and
0◦ ≤ α ≤ 180◦. For other inclination angles, the appropriate
phase angle range can be chosen from our results.

Given the illumination and viewing geometries, and the
atmosphere-surface properties for each pixel, we computed F
(Eq. 1) of the reflected starlight for a given pixel i, using (Hansen
& Travis, 1974)

Fi(λ, θ, θ0, φ − φ0) = cos θ0 Ri1(λ, θ, θ0, φ − φ0) F0(λ), (6)

where Ri1 is the first column of the local reflection matrix on
the planet (only the first column is relevant, because the incom-
ing starlight is assumed to be unpolarized). We computed Ri1
using an adding-doubling radiative transfer algorithm in Fortran
(de Haan et al. , 1987), that fully includes polarization for all or-
ders of scattering. We computed the reflection by horizontally in-
homogeneous planets by choosing different atmosphere-surface
models for different pixels (see Sect. 3). The reflection of each
pixel was computed independently from that of its neighbours.

2 PyMieDAP can be downloaded under the GNU GPL license at:
https://gitlab.com/loic.cg.rossi/pymiedap
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Given the physical surface areas covered by the pixels, the con-
tribution of light that scatters from one pixel to another and then
toward the observer is negligible.

Rather than embarking on a separate radiative transfer com-
putation for every pixel, we first computed and stored the coef-
ficients Rm

i1(θ, θ0) (0 ≤ m < M, where M is the total number of
coefficients) of the expansion of Ri1(θ, θ0, φ − φ0) into a Fourier
series (see de Haan et al. , 1987, for details on this expansion)
for the various atmosphere–surface combinations on the model
planet. We computed and stored the Fourier coefficients at val-
ues of cos θ0 and cos θ that coincide with Gaussian abscissae, and
additionally at cos θ0 = 1 and cos θ = 1. Given local angles θ0, θ,
and φ−φ0, we can efficiently compute the local Ri1 by summing
(see de Haan et al. , 1987) the Fourier coefficients obtained by
interpolating between the relevant stored coefficients.

The Stokes parameters Qi and Ui of a locally reflected vec-
tor Fi are defined with respect to the local meridian plane. To
compute the disk-integrated flux vector, we redefined them to
the planetary scattering plane before we summed the vectors for
all pixels using the rotation matrix Li(βi), where βi is the rotation
angle between the two reference planes for a given pixel i, see
Hovenier & van der Mee (1983) for the precise definitions of Li
and βi. We computed the disk-integrated flux vector πF, as seen
from an observer at distance d, using

πF(λ, α) =
F0(λ)

d2

N∑
i=1

µiµ0iLi(βi) Ri(λ, µi, µ0i, φi − φ0i) dOi, (7)

where N is the number of pixels, dOi is the 3D surface area cov-
ered by pixel i, and µi = cos θi and µ0i = cos θ0i are the cosines
of the local angles θi and θ0i, respectively. The surface area dOi
is related to the local viewing angle θi, where dOiµi equals the
pixel size, which we chose to be the same for all pixels.

We show results at five wavelengths: 350, 443, 550, 670,
and 865 nm. To make our results independent of distances, radii,
etc., we normalized the reflected flux vectors such that the disk-
integrated reflected total flux presented in this paper at α = 0◦
equals the planetary geometric albedo (see, e.g., Rossi et al. ,
2018; Stam , 2008), which we denote by ’F’ in what follows.
When Eq. 7 is used, our results can straightforwardly be scaled
to a given planetary system and stellar type. Depending on the
stellar spectrum, the planetary color in total and polarized flux
would change. Because the degree of polarization P is a rela-
tive measure (see Eq. 5), it would not require normalization or
scaling.

Furthermore, our results pertain to planets that are spatially
resolved from their parent star and background light of the par-
ent star is not included. To translate our results for planets that
are spatially unresolved from their star (for examples for close-
in giant planets, see Seager et al., 2000), the flux vector of the
star needs to be added to the planetary flux vector (the starlight
is usually unpolarized (Kemp et al., 1987)). Spatially resolving
a planet in the habitable zone of a solar-type star from its star re-
quires extreme adaptive optics systems and advanced techniques
to block the direct starlight. Even with these techniques, back-
ground starlight remains at the position of the planet on the de-
tector. However, as it is a differential method, adding polarime-
try as a technique enhances the achieved contrast by three to five
orders of magnitude (Keller et al. , 2010).

We also ignored contributions of starlight scattered by
(exo)zodiacal dust, interstellar dust, and instrumental effects to
avoid making our results too specific and expanding the param-
eter space too much. These contributions might be added, simi-
larly to the background starlight. Our model planet has a circular

orbit around its star, with an inclination angle of 90◦. The obliq-
uity of the planetary rotation axis equals that of Earth, 23.45◦,
and the rotation period is equal to one sidereal Earth day. The ori-
entation of the planetary rotation axis with respect to the parent
star and the observer depends on the day of the year at full phase.
The results of our simulations can be adapted for a differently in-
clined orbit by choosing the appropriate phase angle range, ex-
cept that the distribution of continents and clouds on the model
planet remains the same (e.g. our results do not include a full
view of a polar cap of the model planet). By adapting the tempo-
ral scale of the results, the rotation period can be adapted, except
for the effect that a different rotation period would have on the
atmospheric parameters, in particular, on those of the clouds.

2.3. Computational costs

The computational costs of our numerical simulations depend
on a large number of numerical parameter settings (Rossi et al.
, 2018; de Haan et al. , 1987). For the results presented in this
paper, and thus for the data files made publicly available, we
chose the most accurate settings without considering the com-
putational costs. In particular, with 100 pixels across the equator
of the model planet, about 7850 pixels covered the planetary disk
when we modeled the local variations in atmosphere and surface
properties (see Sect. 3.1). For every local atmosphere-surface
model, we computed the reflected Stokes vector (as coefficients
of its expansion in a Fourier series, see Rossi et al. (2018)) for
up to 151 different local solar zenith angles θ0 and up to 151
different local viewing zenith angles θ. These Fourier-coefficient
files were stored in a database for use in the computation of the
disk-integrated Stokes vectors. For the latter, we used a tempo-
ral resolution for the rotation of the model planet of 15 minutes,
covering 184 Earth days, thus 17,664 disk-integrations (with in-
creasing α, the number of illuminated pixels on the planetary
disk decreases, and the computational costs decrease in turn).
With these settings, the computation of a disk-integrated Stokes
vector across all phase angles takes about 18 hours on a 2.7 GHz
Intel Core i5 processor for a single wavelength.

3. Atmosphere - surface models

Here, we describe the local atmosphere and surface properties of
the pixels on our model planet. We assign these properties using
Earth-observation satellite data.

3.1. Model atmospheres

Our model planets have locally plane-parallel layered atmo-
spheres that consist of gaseous molecules and (optionally) cloud
particles. We assumed an Earth-like gas mixture in hydrostatic
equilibrium (using an Earth-like gravitational acceleration g of
9.81 m s−2), with a mean molecular mass mg of 29 g/mol.
We only considered continuum wavelengths and thus ignored
gaseous absorption. Our shortest wavelength of 350 nm is just
outside the ultraviolet absorption band (the Huggins band) of
ozone. For an Earth-like amount and vertical distribution of
ozone, the broadband absorption between about 400 and 650 nm
(the Chappuis band) decreases the total reflected flux at 550 nm
wavelength, but it does not significantly affect the degree of po-
larization at this wavelength, because although in principle, ab-
sorption decreases the amount of multiple scattering of light, and
thus usually increases the degree of polarization of the reflected
light, most of the absorption by ozone takes place at high al-
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titudes in the atmosphere, where the gas density and thus the
amount of multiple scattering is small. The strength of absorp-
tion bands in reflected light signals depends on the (wavelength-
dependent) absorption cross-section of the gas and also strongly
depends on the amount and vertical distribution of the ozone
molecules, and cloud particles. To avoid introducing too many
Earth-specific parameters, we decided to ignore it (for spec-
tra that include absorption by O3 in both the Huggins and the
Chappuis bands, see Stam , 2008).

The gas molecules are anisotropic Rayleigh scatterers with
a wavelength-independent molecular depolarization factor δ of
0.03 (Hansen & Travis, 1974) and a wavelength-dependent re-
fractive index (Ciddor , 1996). The surface pressure ps is 1.0 bar.
Sample values of the atmospheric gaseous (scattering) optical
thickness bg are 0.62 at λ = 350 nm and 0.043 at 670 nm. The
atmospheric parameters and their values are given in Table 1.

We divided the atmosphere into three homogeneous layers.
The gaseous scattering optical thickness of each layer was com-
puted assuming an exponentially decaying pressure within each
layer (for the radiative transfer algorithm, only the optical thick-
ness of the layer is relevant, not the vertical distribution of the
gas within the layer). If they were present, the cloud particles
were in the middle layer. The cloud layer always had a verti-
cal extent of 100 mb, and the pressure levels of the three lay-
ers were adapted to accommodate different cloud top altitudes.
Topographical variations were not considered, that is, the bot-
tom of the atmosphere was at 1 bar everywhere, and the top
was bounded by space. To limit the computational time and to
avoid overcomplicating the models, our model atmospheres do
not contain particles other than cloud particles, in other words,
we ignored small, suspended, so-called aerosol particles such as
dust and/or sea-salt particles, and/or smoke due to biomass burn-
ing. Most of these aerosol particles show significant horizontal
variability while having relatively small optical thicknesses com-
pared to clouds (for dust, see, e.g., Ginoux et al. , 2001). The in-
fluence of various types and optical thicknesses of aerosol could
be part of a subsequent study.

The spatial and temporal variability in the cloud cover is de-
rived from observations by MODIS, the Moderate Resolution
Imaging Spectroradiometer (for a detailed description of the
MODIS data sets, including retrieval algorithms, see King et al.,
2004; Parkinson & Greenstone, 2000). We describe a cloud by

Table 1. Parameters of the model atmosphere.

Parameter and unit Symbol Value(s)
Surface pressure [bar] ps 1.0
Mean molecular mass [g mol−1] mg 29.0
Molecular depolarization factor [-] δ 0.03
Acceleration of gravity [m s−2] g 9.81
Gas optical thickness [-] bg(λ) 0.62 (350 nm);

0.23 (443 nm);
0.10 (550 nm);
0.043 (670 nm);
0.015 (865 nm)

Cloud particle size distribution Two parameter gamma
Effective radius [µm] reff 10; 12.5; 15; 17.5
Effective variance veff 0.1

Cloud particle refractive index
Real part nr 1.33
Imaginary part ni 10−8i

Cloud optical thickness [-] bc(λ) 0; 5; 10; 20
Cloud top pressure [mbar] pc 500; 700; 850
Cloud vertical extent [mbar] - 100

the pressure of its top, pc, its optical thickness, bc, and the cloud
particle size distribution and composition.

Each cloudy model pixel has a cloud fraction. This is zero
for a cloud-free pixel. Even with as many as 100 pixels along the
light equator of the model planet, the pixels are much larger than
typical horizontal variations in clouds, and they are much larger
than MODIS ground pixels. For a mixture of cloud-free and
partly and fully cloudy MODIS ground pixels within a model
pixel, we computed the locally reflected Stokes vector for a
cloud-free and a cloudy model pixel, and took their weighted
sum to compute the reflected Stokes vector for the pixel as a
whole. In this way, we accounted for the cloud fraction as re-
ported for all cloudy MODIS ground pixels. The mean cloud
fraction of our model planet is about 66 %.

The MODIS database provides a cloud top pressure for all
of its pixels, and we computed pc of a cloudy model pixel by
taking the average of the cloud top pressures of the MODIS pix-
els within our model pixel, weighted by their cloud fractions. To
limit the number of different atmosphere-surface models, we di-
vided pc for the model pixels into three categories: 500 mbar for
0 ≤ pc < 600 mbar, 700 mbar for 600 ≤ pc < 800 mbar, and
850 mbar for pc ≥ 800 mbar (see Table 1).

We computed bc for a cloudy model pixel by taking the mean
of the cloud optical thickness values of the MODIS ground pix-
els within the model pixel. In particular, we take the mean of
the MODIS logarithmic daily mean data set (see Table 2). This
data set provides the cloud optical thickness for a given MODIS
pixel i as log bci, where bci is the cloud optical thickness. When
we computed the mean bc, we weighted log bci of each MODIS
pixel with its cloudiness fraction. This logarithmic mean as a
good approximation for the cloud optical thickness has been pro-
posed by Hubanks et al. (2015) and Oreopoulos et al. (2007).

The wavelength at which a cloud optical thickness is pro-
vided in the MODIS data set depends on the surface: bc pertains
to 645 nm above a dry surface, to 858 nm above an ocean, and
to 1240 nm above snow or ice. We obtain bc at another wave-
length by multiplying the value from the data set with the ratio
of the cloud particle extinction cross-section at that other wave-
length and at the given wavelength. The cloud optical thick-
ness depends somewhat on the wavelength: for a cloud with
bc = 10, composed of particles with reff = 12.5µm and veff = 0.1,
the cloud optical thickness, for example, ranges from 9.775 to
10.002, from 350 to 865 nm. The extinction cross-sections of
the cloud particles were computed using a Mie-algorithm based
on De Rooij & van der Stap (1984). To limit the number
of different atmosphere-surface models, we divided bc for the
model pixels into four categories: 0.0 when bc < 0.01, 5.0 when
0.01 ≤ bc < 7.5, 10.0 when 7.5 ≤ bc < 15.0, and 20 when
bc > 15, at 645, 858, or 1240 nm, depending on the surface (see
above).

The cloud particles were assumed to be homogeneous,
liquid-water spheres, with a refractive index of n = 1.33 + 10−8i
(Hale & Querry , 1973). Their sizes are described by a two-
parameter gamma distribution (Hansen & Travis, 1974), with an
effective particle radius reff and an effective variance veff . We
used veff = 0.1 (Han et al., 1994; Nakajima & King, 1990).
The cloud particle effective radius was provided by the MODIS
database, and we computed reff for a model pixel by taking the
average of the effective radii of the MODIS pixels within our
model pixel, weighted with the cloud fractions. We computed the
single-scattering properties (i.e. single-scattering matrix, albedo,
and extinction cross-section) of the cloud particles using a Mie
algorithm based on De Rooij & van der Stap (1984).
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Table 2. References of the parameter databases (upper part of the table) and of the surface models (lower part of the table) used for
the Earth-like model planet.

Parameter Reference Comments
Cloud optical thickness Platnick, S., et al. (2015) Satellites: Aqua and Terra. Instrument: MODIS.

Logarithmic daily mean data set (see Hubanks et al. (2015);
Oreopoulos et al. (2007)).
Data range: January 1, 2011 - December 31, 2011.
Temporal resolution: one day.
Spatial resolution: 1.0◦x1.0◦.

Cloud particle effective radii Platnick, S., et al. (2015) Satellites: Aqua and Terra. Instrument: MODIS. Daily mean data set.
Data range: January 1, 2011 - December 31, 2011.
Temporal resolution: one day.
Spatial resolution: 1.0◦x1.0◦.

Cloud top pressure Platnick, S., et al. (2015) Satellites: Aqua and Terra. Instrument: MODIS. Daily mean data set.
Data range: January 1, 2011 - December 31, 2011.
Temporal resolution: one day.
Spatial resolution: 1.0◦x1.0◦.

Surface cover type Friedl (2019) Satellites: Combined Aqua and Terra. Instrument: MODIS.
Data range: January 1, 2011 - December 31, 2011.
Temporal resolution: Yearly.
Spatial resolution: 0.05◦x0.05◦.

Snow cover Hall & Riggs (2016) Satellite: Aqua. Instrument: MODIS.
Data range: January 1, 2011 - December 31, 2011.
Temporal resolution: Daily.
Spatial resolution: 0.05◦x0.05◦.

Wind speed above the ocean Wentz et al. (2015); Atlas et al. (2011) The input data are a combination of intercalibrated satellite data from
numerous radiometers and scatterometers and in situ data from moored
buoys.
Data range: January 1, 2011 - December 31, 2011.
Wind speed altitude: 10 meters. Temporal resolution: 6 hours.
Spatial resolution: 0.25◦x0.25◦, near globally.

Pale soil albedo Tilstra et al. (2017) Satellite: ENVISAT. Instrument: SCIAMACHY.
Lambertian-equivalent reflectivity data set.
Temporal resolution and coverage: one month in 2002-2012.
Spatial resolution: 1.0◦x1.0◦.
Soil albedo based on the mean spectral reflectivity over a full year
and over a slab of desert sands in Egypt, with the coordinates
26.25◦-27.25◦ latitude, 26.25◦-27.25◦ longitude.

Dark brown soil albedo Meerdink et al. (2019); Baldridge et al. (2009) Retrieved from https://speclib.jpl.nasa.gov
Library developed as part of the ASTER and ECOSTRESS projects.

Ice and snow albedo Meerdink et al. (2019); Baldridge et al. (2009) Same comment as provided for dark brown soil albedo.
Deciduous forest albedo Meerdink et al. (2019); Baldridge et al. (2009) Same comment as provided for dark brown soil albedo.
Grass albedo Meerdink et al. (2019); Baldridge et al. (2009) Same comment as provided for dark brown soil albedo.
Steppe albedo ARM-facility (1998) Spectral albedo retrieved from a patch of ground in the Southern

Great Planes, USA, using a multifilter radiometer at 25 m altitude.
The patch of ground consisted of 56% vegetation, the remaining
part was soil. The measurement was taken on June 20, 2011.

Scattering coefficients of soil Moreno et al. (2006) Retrieved from the Amsterdam light-scattering
database (Muñoz et al., 2012).

Surface model Reference Comments
Ocean Trees & Stam (2019) Rough Fresnel-reflecting interface, subinterface pure seawater body,

ocean bottom, and wind-generated foam.
Deciduous forest Maignan et al. (2009); Roujean et al. (1992) Combined vegetation model, which includes the complete reflection

matrix for the total reflection and linearly polarized reflection.
Circularly polarized reflection not included.

Grass Maignan et al. (2009); Roujean et al. (1992) Combined vegetation model, which includes the complete reflection
matrix for the total reflection and linearly polarized reflection.
Circularly polarized reflection not included.

Steppe Maignan et al. (2009); Roujean et al. (1992) Combined vegetation model, which includes the complete reflection
matrix for the total reflection and linearly polarized reflection.
Circularly polarized reflection not included.

Desert Amsterdam light-scattering database Pale soil. Optically thick dust layer (b = 100) just above a black surface.
(Muñoz et al., 2012) Mie scattering matrix provided at 663 nm. See text for details.

Shrublands Amsterdam light-scattering database dark brown soil. Reflection model the same as that of the desert,
(Muñoz et al., 2012) but scaled for the albedo of dark brown soil. See text for details.

Ice or snow - Lambertian-reflecting surface with appropriate ice or snow albedo.

To limit the number of different atmosphere-surface mod-
els, we divided reff for the model pixels into four categories (see
Nakajima & King, 1990): 10 µm for 0.0 ≤ reff ≤ 11.25 µm,
12.4 µm for 11.25 < reff ≤ 13.75 µm 15.0 µm for 13.75 < reff ≤

16.25 µm, and 17.5 µm for reff > 16.25 µm.

3.2. Model surfaces

The surface of our model Earth was covered by four surface
types: ocean, vegetation, soil, and snow or ice. Vegetation was
subdivided into deciduous forest, grass, and steppe. Soil was
subdivided into sand desert and shrubland. For the spatial and
temporal variability in surface type we again used MODIS data.
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Table 3. Parameters of the ocean.

Parameter and unit Symbol Value
Wind speed [m/s] v 5.0; 7.0
Foam albedo afoam 0.22
Depolarization factor water δwater 0.09
Refractive index above the air-water interface n1 1.0
Refractive index below the air-water interface n2 1.33
Chlorophyll concentration [mg/m3] [Chl] 0.0
Ocean depth [m] ∆zocean 100.0
Ocean bottom surface albedo aoceanbottom 0.0

When the MODIS data showed various surface types within a
model pixel, we assigned the most abundant surface type to the
pixel. The different surface types and their reflection properties
are described in more detail below.

Ocean
The ocean consisted of a Fresnel-reflecting and transmitting air-
water interface with water below. The interface was rough due
to wind-driven waves that were described by randomly oriented
flat facets. The standard deviation of the wave-facet inclinations
increased with the wind speed, widening the sun-glint pattern on
the surface (Mishchenko & Travis , 1997; Cox & Munk, 1954).
We included scattering of light within the water body by describ-
ing it as a stack of horizontally homogeneous layers of pure sea-
water and by computing its reflection using an adding-doubling
algorithm (de Haan et al. , 1987). The sub-ocean surface was
black.

The single scattering in pure seawater is described by
anisotropic Rayleigh scattering (Hansen & Travis, 1974) with
a depolarization factor of 0.09 (Chowdhary et al. , 2006; Morel,
1974), combined with realistic absorption and scattering coeffi-
cients for pure seawater (Sogandares & Fry , 1997; Pope , 1997;
Smith & Baker , 1981). This results in a natural blue (for low
chlorophyll concentrations) water body. The real part of the re-
fractive index of the water was assumed to be 1.33 (Hale &
Querry , 1973) and wavelength independent, which does not sig-
nificantly influence the ocean reflection. Furthermore, we took
the reflection by wind-generated surface foam into account (see
Koepke, 1984) and corrected for the energy surplus across the
rough air-water interface at grazing angles that was caused by
neglecting wave shadowing (see also Zhai et al., 2010; Tsang
et al., 1985).

To limit the number of different atmosphere-surface models,
we divided the ocean surface wind speed v for the model pixels
into two categories: 5 m/s for v < 6 m/s, and 7 m/s for v ≥ 6 m/s.
This division is based on the global variation of mean wind
speed measurements between January 1, 2011, and December
31, 2011, at an altitude of 10 meters (see Atlas et al., 2011)3.
The parameters of the ocean properties are listed in Table 3.
For a detailed description of our ocean reflection algorithm, see
Trees & Stam (2019).

Vegetation
A vegetated surface on our model planet can be covered by de-
ciduous forest, grass, or steppe. We used a combination of sur-
face reflection models to describe the bidirectionally reflected
total and linearly polarized fluxes. We also accounted for the
reflection of incident linearly polarized light, as the diffuse sky-
light is usually linearly polarized. We ignored the reflection of

3 Cross-calibrated multi-platform (CCMP) wind vector analysis,
http://www.remss.com/measurements/ccmp/

incident circularly polarized light, however, as this signal is very
weak (Rossi , 2018). We also ignored the circular polarization
of light that is reflected by vegetation. This light is expected to
be slightly circularly polarized (Patty et al., 2019; Sparks et al. ,
2009), but to our knowledge, there is no numerical bidirectional
reflection model for vegetation that includes circular polariza-
tion (the measurements by Patty et al. (2019) cover a range of
incidence and reflection angles that is, as yet too limited to con-
vert the data into a fully bidirectional reflection model).

To describe the bidirectionally reflected total flux, we used
the numerical model developed by Roujean et al. (1992),

ρ(θ, θ0, φ − φ0, λ) =k0(λ) + k1(λ) f1(θ, θ0, φ − φ0) +

+ k2(λ) f2(θ, θ0, φ − φ0), (8)

where ρ is the bidirectional reflectance. The function f1 is the so-
called geometric component of the reflection, which includes the
influence of shadows (mutual shadows, such as one tree casting
a shadow on another tree, are ignored), and f2 is the volume
component, which includes the amount of local reflection (e.g.
the density of leaves in a tree canopy) (for details, see Roujean
et al. , 1992). Functions f1 and f2 vanish at θ = θ0 = 0◦. Using
remote-sensing data, Roujean et al. (1992) derived parameters
k0, k1, and k2 for various types of vegetation and two wavelength
bands: 580 to 680 nm and 730 to 1100 nm.

To account for the spectral variability of the reflection within
these bands, in particular the green bump and red-edge fea-
tures, the k-parameters were scaled to the appropriate hemi-
spherical albedo of the vegetation type considered. The hemi-
spherical albedo of deciduous forest and grasslands was taken
from the ECOSTRESS spectral library (Meerdink et al., 2019;
Baldridge et al., 2009), and that of steppe from the Atmospheric
Radiation Measurement research facility (ARM-facility, 1998)
(see Table 2).

To account for the reflected linearly polarized fluxes, we
used a modified version of the numerical model developed
by Maignan et al. (2009), following Schaepman-Strub et al.
(2006), to obtain a bidirectional polarization distribution func-
tion (BPDF). This BPDF is a linear one-parameter-model, a
simplification of the nonlinear, two-parameter model by Nadal
& Breon (1999). To account for different types of vegetation, the
BPDF uses the normalized difference vegetation index (NDVI)
and a so-called α-parameter. A table with these parameters for
several types of vegetation is provided in Maignan et al. (2009).
With the NDVI parameter, the model of Maignan et al. (2009)
accounts for the spectral variation in total flux, and with the
α-parameter, a best fit with observations of the vegetation type
considered is achieved (see Maignan et al., 2009, for a detailed
description).

Arid regions
We used two types of arid regions: sandy deserts, and shrub-
lands. For these surface types, we assumed the same reflection
functions, but different spectral albedos. We approximated the
slightly polarized bidirectional reflection using the reflection
matrix of an optically thick (i.e. bext = 100) layer of irregularly
shaped mineral particles. This matrix was computed using our
adding-doubling algorithm. For the single-scattering matrix of
the mineral particles, we used that of the olivine S particles
(Muñoz et al., 2012; Moreno et al., 2006), while we scaled
the single-scattering albedo of the mineral particles to fit the
hemispherical albedo of pale soil for the sandy desert, and
dark brown entisol for the shrubland. The spectral albedos and
databases we used are provided in Table 2.
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Ice or snow cover
We described fields of snow and ice on land and inland waters as
Lambertian reflectors. Their reflection is thus isotropic and un-
polarized. A flat, smooth ice sheet free of rocks, snow or other
rough materials might also be approximated as a Fresnel reflec-
tor. However, given the physical dimensions of our model pix-
els, and thus their spatial extent on the surface, a Lambertian
approximation appears to be fitting well (Coakley , 2003). To
account for temporal changes in snow-covered land and inland
water, we applied the daily global snow cover mask of MODIS
on the yearly surface cover type data set. We did not account
for sea ice. The names of the spectral albedo and surface type
databases are provided in Table 2.

4. Results

4.1. RGB-images

Figures 1 and 2 show RGB images of our model Earth without
and with clouds at various orientations and phase angles. These
figures illustrate the variation in RGB colors of the total and po-
larized fluxes F and |Q| across the model planet. The model pa-
rameters are as described in Sect. 3. The RGB images clearly
show that the disk-integrated fluxes are expected to vary spec-
trally and temporally as the planet rotates and orbits its star. A
particularly striking feature on the cloud-free disks is the glint,
that is, the sunlight that is reflected by the ocean, the contribu-
tion of which to the signal of the disk increases with increasing
phase angle α. The glint can also be seen on the cloudy disks,
but it is more diffuse, as clouds hide the ocean and its reflection
from view. The reddening of the glint in F and |Q| with increas-
ing α has been described by Trees & Stam (2019). These authors
also argued that the reddening in |Q| is indicative of the presence
of a cloud-free or cloudy ocean, while F also reddens when the
planet has no ocean, but only clouds. The slight increase in |Q|
of the cloudy model planet at α = 40◦ is due to the primary rain-
bow, that is, light that has been reflected inside the cloud droplets
once (see, e.g., Karalidi et al., 2012; Stam , 2008; Bailey , 2007).

4.2. Phase curves

Figure 3 shows F, Q, U, V , and the degree of polarization P of
light reflected by the rotating cloud-free model planet as func-
tions of α, and for λ ranging from 350 to 865 nm. The simula-
tions start at α = 0◦ on July 1, 12:00 GMT, 2011 (the geographic
longitude centered at the illuminated and visible disk is 0◦, like
in Figs. 1-2), and stop at α = 180◦ on December 31, 11:45 GMT,
2011. The figure also includes curves for a cloud-free model
planet whose surface is completely covered by ocean (the ’ocean
planet’ phase curves of Fig. 1 of Trees & Stam (2019)) with a
surface wind speed v of 7 m/s, instead of by a mixture of oceans
and continents. Figure 4 is similar to Fig. 3, but has clouds. In
Figs. 3 and 4, the thin lines were computed with a temporal res-
olution of 15 minutes, while the thicker, smoother lines are the
averages over 24 hours (α increases by about 1◦ in this period).

The two figures show that |U | is about a factor 100 smaller
than |Q| across most of the phase angle range because our ref-
erence plane coincides with the light equator of the planet, and
therefore any polarized flux |U | is due to secondary and higher-
order scattered light, which has a low degree of polarization
when integrated across the disk, even in the presence of hor-
izontal inhomogeneities. The polarized flux |U | is highest at
the shortest wavelengths because because there, the atmospheric
gaseous optical thickness is highest there and thus more mul-

tiple scattering takes place. This is especially apparent for the
cloudy model planet, where multiple scattering in the gaseous
atmosphere above the clouds produces much more |U | at 350 nm
than at 443 nm, where the gas optical thickness above the clouds
is far lower.

The circularly polarized flux |V | is a factor of about 104

lower than Q. This flux only arises for light that has been scat-
tered at least twice, including at least once by the cloud parti-
cles, as Rayleigh scattering alone does not produce circular po-
larized fluxes (see Rossi , 2018, and references therein). When
a model planet is mirror-symmetric with respect to the plane-
tary scattering plane, the circularly polarized flux of the hemi-
sphere above the scattering plane (the northern hemisphere) will
be equal to that of the hemisphere below the scattering plane
(the southern hemisphere), except for the sign: because of the
mirror symmetry in the scattering geometries, V of the northern
hemisphere equals -V of the southern hemisphere (see Garcı́a
Muñoz , 2015, for comparable phase curves of V/I as computed
for the two hemispheres of the Earth, except with a black sur-
face to model the ocean, while our ocean is modelled as a rough,
Fresnel reflecting surface with scattering in the water body be-
low). Integrated over the planetary disk, V of a mirror-symmetric
planet will thus equal zero. For a horizontally inhomogeneous
planet, such as our model planets, the disk-integrated |V | is usu-
ally not zero, but it is still very small, and it decreases with λ as
the atmosphere’s Rayleigh scattering optical thickness decreases
with the wavelength. The circular polarization signature of light
scattered by chiral molecules, such as those found e.g. in the
cells making up Earth-like vegetation, on the northern hemi-
sphere will have the same sign as that on the southern hemi-
sphere, and will thus not be cancelled when integrated across
the planetary disk, even though the total signal will still be small
because the fraction of circularly polarized flux that is reflected
by chiral molecules is very small (see Patty et al., 2019).

Figures 3 and 4 show that except at α > 120◦, the average
(24h) total and polarized fluxes decrease with increasing λ be-
low 670 nm. The reason is that the Rayleigh scattering optical
thickness in the atmosphere decreases with λ (our model atmo-
spheres contain no ozone, otherwise the fluxes at 350 nm would
have been much lower than shown here), and because the dark
ocean suppresses the terrestrial average surface albedo. The total
flux F at 865 nm is an exception: it is higher than at 670 nm (for
α < 120◦). The reason is that at 865 nm, the albedo of vegeta-
tion is higher than at 670 nm. The increase in this albedo with
increasing λ above about 670 nm is usually referred to as the
red edge (Montañés-Rodrı́guez et al., 2006; Seager et al., 2005).
Because of the low-polarization signature of the vegetation, |Q|
at 865 nm is lower than at 670 nm.

For α > 120◦, the average (24h) cloud-free model planet
changes color from blue through white to red because of the
presence of the Fresnel-reflecting ocean (see Fig. 1 in Trees &
Stam , 2019). The contribution of the ocean glint (which itself
is spectrally neutral) increases with increasing λ as the Rayleigh
scattering optical thickness in the atmosphere decreases. Trees
& Stam (2019) showed that in F, this color change may also re-
sult from Rayleigh-scattering gas above the clouds, that is, also
in the absence of an ocean. The diurnal average of P changes
color at α ∼ 144◦ and the diurnal average of Q changes color at
α ∼ 138◦. Trees & Stam (2019) postulated that the color change
of P from blue through white to red with increasing α identifies
a partly cloudy exo-ocean, while the color change in Q uniquely
identifies an exo-ocean, independent of the surface pressure or
cloud fraction.
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Total flux F

doy

α
July 1st July 28th Aug 24th Sept 20th Oct 17th Nov 13th Dec 10th

40∘20∘ 60∘0∘ 90∘ 110∘ 135∘

Polarized flux |Q|

Fig. 1. Our model planet without clouds in F (top) and |Q| (bottom), using MODIS data of the following days (from left to right):
July 1, July 28, August 24, September 20, October 17, November 13, and December 10, 2011, at various sub-observer longitudes
and the following phase angles α: 0◦, 20.41◦, 40.82◦, 60.25◦, 90.49◦, 109.92◦, and 135.25◦. The images are not a temporal sequence,
they only illustrate various appearances of the planet. The RGB colors were computed using weighted additive color mixing of the
fluxes at λ = 443 nm (blue), 550 nm (green), and 670 nm (red), such that when these fluxes are equal, the resulting color is white.
The grayscale of each pixel is computed from the sum of the fluxes at the three wavelengths. These images have 220 pixels along
the light equator of the planet.

Total flux F

doy

α
July 1st July 28th Aug 24th Sept 20th Oct 17th Nov 13th Dec 10th

40∘20∘ 60∘0∘ 90∘ 110∘ 135∘

Polarized flux |Q|

Fig. 2. Similar to Fig. 1, but with cloud properties and patterns from the MODIS data of the respective days.

Compared with the results in Trees & Stam (2019), where
all model planets were ocean planets, Figs. 3 and 4 show that
when the model planet has oceans and continents, P and Q still
change color, and their color change is thus still indicative of the
presence of an ocean. On Earth, 71% of the surface is covered
by ocean, and in the equatorial regions where the glint occurs,
the coverage is even higher.

The average (24h) F, Q, and P phase curves of the cloudy
planet (Fig. 4) show the familiar features that are due to the scat-
tering of light by the cloud particles, in particular the primary
rainbow near α = 40◦ that is due to light that has been reflected
once within the spherical liquid-water droplets (Karalidi et al.
, 2011; Stam , 2008; Bailey , 2007), an enhancement that was
also identified in Fig. 2. Fluxes U and V also appear to have a
feature at the primary rainbow angle, although not very obvious.
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Fig. 3. Numerical results for the cloud-free model Earth. Left: Total flux F, linearly polarized fluxes Q and U, circularly polarized
flux V , and degree of polarization P as functions of α at λ = 350 nm (pink lines), 443 nm (blue), 550 nm (green), 670 nm (red),
and 865 nm (brown). The temporal resolution of the thin lines is 15 minutes. The thick solid lines are the diurnal (24h) averages. At
α = 0◦, the time is July 1, 12:00 GMT, 2011. At α = 180◦, the time is December 31, 11:45 GMT, 2011. The thick dashed lines are the
diurnal averages of a cloud-free ’ocean planet’ (cf. Fig. 1 of Trees & Stam , 2019), thus of a planet without clouds and continents.
Right: Close-ups of the 15-minute time-resolution phase curves for two phase-angle regions as functions of the longitude in the
middle of the longitude range that is visible to the observer. The background of each close-up shows the corresponding geographic
map of Earth. Note the different vertical scales.
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Fig. 4. Similar to Fig. 3 but with clouds.

At phase angles below 5◦, the curves show a small enhancement
that is due to the glory formed by light that is back-scattered by
the spherical cloud droplets (see, e.g., Hansen & Travis, 1974;

Bryant & Jarmie , 1974). At such small phase angles, an exo-
planet would be extremely close to its star.

The close-ups of the diurnal variations (the 15 min curves)
in Fig. 3 show patterns that repeat about every 1◦ in α and are
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caused by continents and oceans that rotate in and out of view.
In Fig. 4 the clouds add variation to the modulation through the
surface features and thus suppress the repeated patterns. The
temporal variation in F, Q, and P increases with increasing α
because with decreasing illuminated area on the planetary disk,
local variations in surface and cloud coverage contribute more
prominently to the reflected signal, as also described by Stam
(2008), for example. With increasing α, the contribution of the
ocean glint to F and Q also increases (cf. Fig. 2). At short wave-
lengths, the peak-to-peak variability in F and Q of the cloud-free
planet (Fig. 3) is small because the Rayleigh scattering optical
thickness of the atmosphere is high and suppresses the surface
signals. With increasing λ, the Rayleigh scattering decreases and
the peak-to-peak variations due to surface albedo variations are
increasingly visible.

In the presence of clouds (Fig. 4), Q and the very low fluxes
U and V show the strongest peak-to-peak variability at the short-
est wavelength (350 nm). The temporal variations in U and V ap-
pear to be inversely correlated at small α and correlated at larger
α, which can probably be explained by the fact that both U and V
are due to multiple scattered light. The precise relation requires
further investigations, however. This strong variability is corre-
lated with the variability of the clouds: without clouds, the polar-
ized fluxes are due to incident sunlight that is scattered upward
by the atmospheric gases. Clouds strongly increase the total flux
that is reflected by a pixel, and while P of the flux reflected by
the cloud is usually low, part of this reflected light is scattered
in the gas above the cloud before it escapes into space. Because
this last scattering is in the gas, it significantly adds in particu-
lar to the planetary linearly polarized flux Q. With increasing λ,
the amount of light that is scattered in the gas above the cloud
decreases, and with this, the contribution to the polarized fluxes
and the sensitivity to the cloud variability decrease.

Robinson et al. (2011) and Fujii et al. (2011) studied the
diurnal variability in Earth’s reflected total flux F and compared
results from their numerical models to reflected total-flux obser-
vations of the Earth taken by the EPOXI mission (on three sep-
arate days in 2008, at α = 57.7◦, 75.1◦, and 76.6◦, respectively,
although Fujii et al. (2011) did not use the 75.1◦ data because the
moon was partially in view), while Jiang et al. (2018) analyzed
reflected total-flux data of the DSCOVR mission (taken only at
α = 0◦). Garcı́a Muñoz (2015) used his radiative transfer code
to simulate 2005 MESSENGER data (reflected total fluxes) be-
tween α = 98◦ to 107◦. While quantitative comparisons between
our computed reflected total fluxes and the measured data and
computed fluxes presented in these papers is difficult because of
differences in cloud coverage and orientation of the model planet
(when limited phase angles are covered in the observations), and
because different definitions were used, for instance (e.g., fluxes
are shown as normalized to a 24h time average). We can, how-
ever, perform a qualitative comparison (only for the total fluxes
because polarized fluxes of the Earth as a whole, have not been
measured from space).

In general, Robinson et al. (2011) and Fujii et al. (2011)
reported a similar increase in the peak-to-peak variability of the
reflected F data with increasing λ as we, and the wavelength de-
pendence of F is similar (across the phase-angle range of the
EPOXI data); the Earth is darkest around 650 nm (Fujii et al. ,
2011) or 670 nm (our simulations). Jiang et al. (2018) showed a
stronger peak-to-peak variability in F at 780 nm than at 380 nm
at the 0◦ phase angle of the DSCOVR data (the spectral solar flux
was included in the reflected flux data in their paper). Our diurnal
curves as shown in Fig. 4 (diurnal curves near full-phase) agree
(qualitatively) well with DSCOVR observations, with strong en-

hancements in F when large convective clouds near the maritime
continents and the Atlantic side of the American continent are in
view (see Jiang et al., 2018). The reflected MESSENGER fluxes
reported by Garcı́a Muñoz (2015) show the same dependence of
F on λ, but a less obvious stronger peak-to-peak variability with
increasing wavelength. This might be explained by the smaller
wavelength range that is covered by the MESSENGER data, as
only 480 nm, 560 nm, and 630 nm are shown by Garcı́a Muñoz
(2015).

4.3. Color changes

In Fig. 5 we show the colors of our cloudy model planet (with an
average cloud fraction of about 66%) in F, Q, and P as functions
of the geographic longitude in the middle of the longitude range
on the illuminated and visible part of the planetary disk, and
phase angle α (these are functions of time themselves, i.e., with
increasing longitude, α also slightly increases), computed using
the curves at 443, 550, and 670 nm in Fig. 4. With increasing α,
the effect of the local patterns on the planet starts to appear, as
the illuminated and visible part of the planetary disk decreases.

Figure 5 shows how the planet changes color in F from blue
through white to red with increasing α. The planet appears white
when the phase curves of F at λ = 443 nm, 550 nm and 670 nm
intersect (cf. Fig. 4), which is near α = 120◦, in Fig. 5. The faint
white vertical stripe near α = 40◦ is due to the primary rain-
bow. This rainbow feature is much stronger in Q and P. Flux
F shows a few whitish, horizontal streaks that are related to
the presence of continents around those longitudes, in partic-
ular, Africa (around 30◦) and the Americas (around 300◦). At
smaller phase angles, the brown and green color of the arid and
vegetated regions comprising the largest regions of the conti-
nents (see Fig. 2) compensate for the blueness of the atmosphere,
while at the larger phase angles, the continents limit the reflec-
tion by the ocean that tends to color a planet red at these phase
angles (Trees & Stam , 2019).

The color changes in polarized flux Q and degree of polar-
ization P appear to be related to the visibility of an ocean surface
depending on which part of the planet is visible to the observer.
Trees & Stam (2019) have derived that for ocean planets, that
is, planets without continents, the color change phase angle for
F decreases with increasing cloud coverage fraction fc, while it
increases with increasing fc for Q and P. In Fig. 5, F changes
color in a 5-10◦ wide phase-angle range around 120◦, which on
an ocean planet would be indicative for fc ranging from 0.25 to
0.75 (Trees & Stam , 2019). However, on these model planets,
the continental surface coverage and the surface albedo of the
continents also affects the color of F. According to Trees & Stam
(2019), for Q and P of ocean planets, the phase angle where

the color changes increases with increasing fc, and Fig. 5 shows
that adding continents (partly) below the clouds appears to have
a similar effect: for longitudes with more continental coverage,
the color-changing phase angle is larger than for longitudes with
less continental coverage (assuming that the clouds are more or
less evenly distributed across the planet).

A tentative color crossing in polarized Earth-shine observa-
tions has recently been presented by Sterzik et al. (2019). These
measurements were obtained with ESO’s Very Large Telescope
(VLT). Given the telescope location in Chile, either the Pacific
Ocean or South America and the Atlantic Ocean would have
been oriented toward the Moon, depending on the time of the
observations. The Pacific Ocean observations cover the widest
phase-angle range (from about 50◦ to 135◦) and show a tentative
color crossing near 135◦. This phase angle is similar to what is
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Fig. 5. The RGB colors of F (top), Q (middle), and P (bottom) of the cloudy model planet as functions of phase angle α and the
longitude in the middle of the longitude range that is visible to the observer (0◦ longitude corresponds with the Greenwich meridian).
These color plots were constructed from the F, Q, and P phase curves at 443, 550 and 670 nm as presented in Fig. 4. The horizontal
black lines indicate the respective longitudes on the geographical map on the right.

shown in Fig. 5. The Atlantic Ocean observations cover phase
angles from about 65◦ to 116◦, which is not far enough to actu-
ally show a color-crossing phase angle, but extrapolation by eye
suggests a crossing phase-angle between 125◦ and 130◦, which
would be smaller than shown in Fig. 5. This might be due to a
different orientation of the Earth than used in our simulations or
to different cloud properties. The precise relation between the
color-changing phase angle, the surface coverage, and the (vari-
able) cloud coverage and its applicability in characterizing the
distribution of continents and ocean on exoplanets will be sub-
ject of a later study.

5. Summary and discussion

We have presented numerically computed total and polarized
fluxes of starlight that is reflected by an Earth-like model planet
as functions of time, the planetary phase angle, and for five dif-
ferent wavelengths in the continuum: 350, 443, 550, 670, and
865 nm. These fluxes and the derived degree of polarization can
play a crucial role as test data to help the design and development
of astronomical instrumentation and observational strategies for
the direct detection of small Earth-like exoplanets, especially be-
cause such data (across time, phase angles, and wavelength) are
unavailable from Earth-observation missions.

Estimates show that with a dedicated technology maturation
path, strategic exo-Earth characterization missions might be pos-
sible around 2030-2035 (Crill & Siegler, 2017). This estimate
is based on an extensive study of current technology areas that
must be advanced to image exo-Earths, albeit including only
brightness (total flux) measurement techniques. Similarly, Feng
et al. (2018) estimated the science return of space observatories
such as HabEx and LUVOIR for different instrument designs
with an inverse-modeling framework. They also considered only
total fluxes.

With our results, the advantages of including spectropo-
larimetry can be studied on the instrument and mission level.
In particular, our results can be used to investigate the effect of
the polarimetric accuracy that can be achieved by different po-
larimetric techniques in an instrument and by different telescope
designs, especially the effects of various advanced adaptive op-
tics techniques, and different types of coronagraphs to reduce the
background stellar flux and to optimize the inner working angle.
By integrating our results over time, effects of observational in-
tegration times can be investigated.

Specific phase-angle-dependent features that would be worth
detecting appear to be the primary rainbow as a tool for detect-
ing liquid water clouds (as earlier identified, e.g., by Karalidi
et al., 2012; Bailey , 2007), which is a stronger signal in Q and P
than in F, the color-crossing phase angle in Q or P as a tool for
detecting liquid surfaces (for details, see Trees & Stam , 2019),
and the regular variations due to the daily rotation of the planet
and the variability on those variations due to the changing cloud
cover. When the orientation of the planetary light equator with
respect to the instrumental optical plane is not known, because
the orientation of the planetary orbit is not known, the distribu-
tion of linearly polarized flux over Q and U is generally differ-
ent than in our results. The very low values of |U | as compared
to |Q| when the instrumental reference plane is parallel to the
light equator, even for a horizontally inhomogeneous planet like
the Earth, could be used to determine the orientation of the light
equator, and with this, of the orbit.

Because the diurnal variability of the signals appears to be
little dependent on the wavelength, except for |Q| at short wave-
lengths, broadband observations would help increase the signal-
to-noise ratio of observations (see Bailey , 2007, for a similar
discussion on the observability of the rainbow feature). At short
wavelengths (λ = 350 nm in our results), the variability of |Q|
strongly depends on the cloud properties and very little on the
surface properties. Measuring in a short and a long wavelength
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band would therefore allow for uncoupling cloud and surface
reflection. The color-crossing α for liquid surface detection is
at a relatively large phase angle, that is, near 145◦ for an Earth-
like cloud coverage fraction (the larger the coverage fraction, the
larger the color-crossing phase angle, see Trees & Stam , 2019),
and F, |Q| and P are relatively small at these phase angles. In ad-
dition, the color of the planet should be determined, and obser-
vations through more than one spectral band should therefore be
performed. However, the color-crossing can be detected across
a range of phase angles of 10◦-20◦ wide, which would allow for
long integration times, see Fig. 5.

Our polarized flux results are valuable test data not only for
spectropolarimeters, instruments designed to measure polariza-
tion, but also for spectrometers, instruments that might not have
been designed to measure polarization, but that are often polar-
ization sensitive due to the use of optical elements such as mir-
rors and gratings. Without a proper validation of the design of a
spectrometer for incident light that is polarized, such as starlight
that is reflected by an exoplanet, measurement errors arise that
are hard to account for. When test data are used in combination
with instrument simulators, the errors for a given design can be
estimated and the design can be adapted to minimize them.

Because the physical parameters of our model Earth are
known, our computed fluxes and the degree of polarization
across time, phase angle, and wavelength can also be used to de-
velop and/or test data analysis algorithms to be used on (future)
measurements of light reflected by exoplanets, such as autocor-
relation methods of the Fourier analysis to derive the planetary
rotational period and/or the presence of continents (see Visser &
van de Bult , 2015; Oakley & Cash, 2009; Pallé et al., 2008).
To simulate actual measurements, our total and polarized fluxes
would have to be scaled to those of the target exoplanet and its
star, according to Eq. 7, noise sources (photon noise and back-
ground stellar light) and instrumental effects (e.g. derived from
a preliminary design) could be added, by scaling the computed
fluxes and/or integrating across instrument response functions,
effects of different integration times and/or spectral resolutions
can be studied. Our computed total and polarized fluxes could
also be combined with total and polarized fluxes of light of
the parent star that is scattered by exo-zodiacal dust (see, e.g.,
Renard et al. , 1995) to investigate the effect of such local back-
ground sources on the detectability of the planetary signals.

For our model planet, we used Earth-observation data cover-
ing the period from January 1, 2011, to December 31, 2011, to
describe the surface coverage and local albedos, the cloud cov-
erage fraction, optical thickness, top pressure, and the effective
radius of the cloud particles. The surface types that we took into
account are oceans (with waves), vegetation (deciduous forest,
grass, and steppe), arid regions (desert and shrublands), and ice
or snow. The reflection by the ocean and arid regions fully in-
cludes linear (and circular) polarization, while that by the veg-
etation only includes linear polarization. Ice and snow are de-
scribed by a Lambertian, that is, isotropic and unpolarized.

For the numerical results presented here, we did not in-
clude scattering and absorption by aerosol particles (small, sus-
pended particles in the atmosphere): although numerically they
are straightforward to include, their variations in space and time
would require the addition of many atmosphere-surface models
and hence severely increase the computing times. Zugger et al.
(2011) and Zugger et al. (2010) investigated the effects of spher-
ical maritime (sea-salt) aerosol particles (which are likely non-
spherical (see Mishchenko et al., 2000)) on the polarized reflec-
tion of ocean planets and concluded that depending on the visi-
bility, these aerosols could significantly depolarize the reflected

fluxes, although a comparison between the Earth-shine obser-
vations and model computations without aerosol presented by
Sterzik et al. (2019) strongly suggests that aerosols in general
have a minor effect on the polarized appearance of Earth, es-
pecially when compared to the effects of clouds (which Zugger
et al. (2011) and Zugger et al. (2010) did not combine with
the maritime aerosol). Our model atmospheres do not include
(nonspherical) ice cloud particles either; all cloud particles are
liquid water droplets. Scattering by nonspherical ice cloud parti-
cles was included by Karalidi et al. (2012), who used both liquid
water clouds and ice clouds in their model atmospheres. The ice-
and liquid-cloud optical thicknesses were derived from MODIS
data. They adopted imperfectly shaped hexagonal ice-cloud par-
ticles (Hess, 1998), and concluded among others, that the pres-
ence of ice clouds does not limit the visibility of the rainbow
(which is due to spherical particles alone) in the polarization.
Emde et al. (2017) used both types of cloud particles and rela-
tively high ice-cloud optical thicknesses in their analysis of the
polarized Earth-shine data published by Sterzik et al. (2012).

Our numerical computations do not include the absorption of
light by atmospheric gases either, such as water and oxygen. This
absorption can be included and will lead to features with high
spectral resolution polarization across the absorption bands (see,
e.g., Fauchez et al. , 2017; Stam , 2008), so that our fluxes should
be considered to be representative of the continuum. Absorption
by ozone is also neglected. This would be important to be in-
cluded when wavelengths below 350 nm are of interest. The
wavelength of 550 nm falls within a broad diffuse ozone absorp-
tion band (the Chappuis band) that would lower the reflected to-
tal and polarized fluxes, especially in the presence of clouds, but
it would hardly change the degree of polarization (see, e.g., Stam
, 2008). We also ignored rotational Raman scattering, which is an
inelastic scattering process by gaseous molecules, which would
leave imprints of the stellar Fraunhofer lines in the total and po-
larized fluxes and in the degree of polarization as functions of
the wavelength. In Earth observations, this phenomenon is usu-
ally referred to as the Ring effect after one of the discoverers
(Grainger & Ring, 1962). Numerical simulations of rotational
Raman scattering in atmospheres of gas giants (in total fluxes
only) has been presented by Oklopčić et al. (2016). Rotational
Raman scattering could be added to our numerical algorithm,
but would require significant amounts of computing time.

Some improvements of our descriptions of the surface reflec-
tion are the reflection by the surface below shallow waters, alti-
tude variations on the surface, such as mountains, regions of the
ocean covered by sea ice, and seasonal variations in the surface
reflection. Regarding the latter, in particular, seasonal albedo
changes due to the migration of sea ice over the ocean, for in-
stance, changes in the colors of vegetation, in the bloom of algae,
etc. could be implemented. Polarization measurements of locally
scattered and/or reflected light, for example, by instruments on
board satellites in low Earth orbits, would be very useful for the
extension and/or improvement of the currently missing or insuf-
ficient numerical descriptions of scattered or reflected light, as
described above.

While validation of computed disk-integrated total and/or
polarized fluxes reflected by a model Earth can be made some-
what using (polarized) Earth-shine measurements (see Sterzik
et al. , 2012), this method has several limitations, in particular,
the unknown influence of the reflection of Earth-light by the lu-
nar surface. While we can in principle measure how the surface
(at different locations on the Moon) reflects incident (unpolar-
ized) sunlight for various local solar zenith angles and various
local viewing angles, we do not know how the surface reflects
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polarized light, especially not as a function of wavelength and
covering a range of illumination and viewing geometries. Sterzik
et al. (2019) presented a method to correct their polarized Earth-
shine measurements for the lunar depolarization effect, but the
uncertainty in this method appears to be too large to validate pa-
rameter choices for the model planets. The ideal validation data
would be spectropolarimetric measurements of the Earth taken
from a distance. A compact instrument that would provide such
data is the Lunar Observatory for Unresolved Polarimetry of
Earth (LOUPE) (Hoeijmakers et al., 2016; Karalidi et al., 2012),
which aims to measure the total flux and the degree and direction
of linear polarization from about 400 to 800 nm as the payload
of a lunar lander or a geostationary satellite, for example (the
latter would, however, not allow monitoring signal variations be-
cause the planet rotates daily). The spectropolarimeter LSDpol
also aims to measure circular polarization across a similar spec-
tral range 350-900 nm (Snik et al., 2019).

The computed total and polarized fluxes are avail-
able through the database researchdata.4tu.nl. They are
archived under ’Colors of an Earth-like exoplanet’ with DOI
10.4121/uuid:caa03e1a-0f6a-43e5-b67a-fa6f21829b8a
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