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Abstract
The increasing magnitude and frequency of storms driven by climate change have increased
global demand for flood protection barriers. Sector gates are one of the barrier types, providing
storm surge protection while letting marine traffic pass during normal conditions. However, no
dedicated design guidelines currently exist for these structures, and the uniqueness and large
scale of sector gates often make conventional design methods suboptimal.

This research investigates a method for determining wave-induced forces on sector gates
using three-dimensional computational fluid dynamics (CFD) modelling with OpenFOAM and
the Waves2Foam package. Accurate prediction of wave pressure distributions is essential
for optimising sector gate design, and CFD offers a high resolution, which is an alternative
to traditional physical and empirical approaches. The goal of this study is to evaluate the
capability of 3D CFD modelling to analyse the spatial and temporal distribution of wave loads
on complex geometries such as sector gates.

The St. Petersburg storm surge barrier was used as a case study. Two 2DV OpenFOAM
models, based on Goda’s experiments and the St. Petersburg case study, were developed.
A 3D model for the St. Petersburg case study was then developed based on these results.
The 2DV results showed good agreement with physical test data and confirmed that empirical
methods tend to overestimate forces. It was further observed that maximum pressure occurs
prior to the peak water elevation at the structure.

The 3D CFD model was simulated under a regular, non-oblique incident wave condition. Due
to computational constraints, the model domain was limited to a single gate with a resolution
of 12 cells per wave height. The maximum horizontal force obtained from the CFD model was
16.7 MN, falling within the range of 12.2 MN to 17 MN measured in physical model tests. How-
ever, minimum force predictions were approximately 50% lower than expected. The model
identified critical loading areas, notably, at the junction between gates and at approximately
two-thirds of the gate curvature from the junction point. Additionally, a node-antinode pattern in
wave pressure along the barrier wall was observed, with extracted phase differences relative
to the antinode at the junction between gates, providing further insight.

While significant computational resources are required, as the 3D CFD model took 2.5 weeks
to simulate 250 seconds, the results demonstrate this method enhances understanding of
wave-structure interactions under extreme conditions. It can be used to complement physical
model testing in the detailed refinement phase of the design process.
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1
Introduction

For the past years, human activity has led to concerns regarding its effect on the climate. The
changing climate will likely increase the magnitude and frequency of extreme hydrodynamic
conditions, such as storm surges (Ahmed et al., 2022). This could make coastal zones more
vulnerable to floods, which means there is a higher demand for coastal protection measures
worldwide. Governments are expected to invest in such measures (Mooyaart et al., 2014).

The already existing coastal protection measures, such as movable storm surge barriers, have
proven to be effective against severe weather conditions. These structures allow marine traffic
to pass under normal conditions and provide a barrier against elevated water levels during
storms (Walraven et al., 2022b). Storm surge barriers that consist of two circular segments
and transfer forces through a steel frame are called sector gates (Mooyaart et al., 2014). Figure
1.1 shows an example of such a structure.

Sector gates have a horizontal rotation axis. When the gates have a vertical rotation axis, they
are classified as segment gates. Compared to segment gates, sector gates primarily cover
the channel width, whereas segment gates primarily cover the depth of the water. This makes
sector gates typically larger and more unique.

Figure 1.1: The Maeslant Barrier, Netherlands (Rijkswaterstaat, n.d.)

The primary challenge in designing a storm surge sector gate barrier is its uniqueness since
each is designed for a specific environment and environmental conditions (Walraven et al.,
2022b). For this reason, there is a lack of standardized design guidelines for such structures.
In addition, the circular shape of the gates complicates the calculation of hydraulic forces.

1
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1.1. Problem statement
In the year 2022, only 18 storm surge barriers were reported to exist worldwide (Vader et
al., 2023). Given the limited number of constructed storm surge barriers and the wide range
of highly variable hydraulic conditions, various unique gate types can be implemented. This
explains why most existing storm surge barriers are considered prototypes (Walraven et al.,
2022a). In addition, sector gate structures were constructed on a large scale only in Russia
(St. Petersburg flood protection barrier) and the Netherlands (Maeslant Barrier). The design
of these structures was primarily based on forces calculated from empirical relations and labo-
ratory tests for such storm surge barriers in the past. These methods are time-consuming and
expensive. As the demand for storm surge barriers increases, for example, a similar structure
is being considered for construction in the Houston Galveston Bay region (USACE, 2021),
there is a growing need for more efficient testing and understanding of loads on barrier gates.
Furthermore, as no universally optimal gate type exists, a custom-made design is needed for a
certain location’s operational and environmental requirements (Dircke et al., 2012). There are
no design guidelines for storm surge barriers, unlike developed design guidelines for dams,
dikes, and breakwaters (Mooyaart et al., 2014).

Liang et al. (2024) conducted research on the performance of sector gates. The focus of
the study was on the static performance of ship lock sector gates, which are similar to the
storm surge barrier sector gates. This research emphasizes the significance of spatial stress
characteristics, as sector gates are subjected to bidirectional hydraulic heads, self-weight, and
other complex loads. Furthermore, Liang et al. (2024) highlighted a lack of existing research
regarding the performance of sector gates, indicating a research gap.

Mooyaart et al. (2014) gives an overview of types of storm surge barriers, a function overview,
and a cost overview. However, no exact design guidelines for storm surge barriers have been
documented. According to Stagonas et al. (2014), there is limited knowledge on pressures
and loads induced by waves, and mainly referred to structures like parapets and piers. As
a result, this study has focused on mapping wave-induced pressures on wave recurves. It
showed that there is a significant spatial variation of wave-induced pressures. This pertains
to an additional confinement effect due to the shape of the sector gate.

According to Ravindar et al. (2016), knowing the impact of wave pressure and its distribution
on the structure is of great importance for economical and stable design. When interacting with
a structure, the waves during extreme conditions exert high-impact loads on it, which may lead
to structural failures (Ravindar et al., 2016). Furthermore, this study observes that the wave-
induced pressure on a structure exhibits significant spatial and temporal variability within each
individual wave cycle. Accurately resolving the spatial distribution of these pressures remains
challenging when using conventional point-based pressure transducers. Ravindar et al. (2016)
attempted to obtain spatial pressure distribution on curve-shaped wave parapets. However, a
notable limitation of the experimental methodologies employed was the low sampling rate.

Therefore, it is evident that understanding the wave pressure distribution on a structure is es-
sential; however, experimental studies are restricted by sampling limitations. Such limitations
can be overcome using Computational Fluid Dynamics (CFD) modeling. According to Ming-
ham et al. (2016), the advantages of CFD modeling include the ability to obtain data at any
points of interest in the domain. CFD models have lower set-up costs, are not challenged by
scaling effects, and geometry and wave conditions are easily adjustable. However, this study
mentions such limitations as long run times, the chance of having an inappropriate model
setup that leads to incorrect physics, and possible errors due to approximation algorithms.
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Themajority of computational fluid dynamics (CFD)models analyzed to date are two-dimensional
vertical (2DV) models, which resolve flow and processes within a vertical plane. While 2DV
models effectively capture vertical and longitudinal domains, they inherently neglect lateral
variations within the computational domain and are therefore unable to account for phenomena
such as wave refraction, diffraction, and three-dimensional wave-structure interactions. Con-
sequently, when laterally varying or geometrically complex wave-structure interaction prob-
lems must be addressed, fully three-dimensional (3D) modeling becomes necessary. How-
ever, the incorporation of the third spatial dimension increases computational costs and de-
mands greater computational power and memory resources. Furthermore, the capability of
existing 3D CFDmodels remains only partially validated. Although wave-structure interactions
have been extensively investigated within the 2DV framework, these models are unsuitable
for simulating scenarios involving significant lateral hydrodynamic effects and standing wave
formation across the channel width.

Additionally, introducing the third direction into a model means that wave reflections are not
confined to a single direction, unlike the two-dimensional cases. In the case of sector gates,
the spatially varying wave reflection patterns observed on the seaward side of the gates, as
illustrated in Figure 1.1, demonstrate pronounced lateral variations. These complex reflection
patterns cannot be resolved within the limitations of 2DV models, which inherently neglect
lateral spatial variability in the computational domain.

In general, the role of reflection in the three-dimensional CFD model has not yet been stud-
ied. However, the addition of the third dimension is considered to provide a more accurate
representation of the forces exerted on the structure.

1.2. Research questions
This research uses the OpenFOAM (specifically, the CoastalFOAM package) CFD model for
analysis of wave-structure interaction. Specifically, the study focuses on the validation of the
three-dimensional model against the laboratory experimental data. As a final result, a signifi-
cant wave load pressure distribution is determined and mapped as part of this research. The
CFD model is being validated based on the St. Petersburg flood protection barrier case, the
design of which was evaluated in the laboratory experiments in 2009. The results from the
model are compared to laboratory data by analyzing patterns of forcing behavior and compar-
ing force magnitudes.

This research addresses the following research question:

How can 3D Computational Fluid Dynamics (CFD) modeling be utilized in order to analyze
the spatial distribution of wave-induced pressure on storm surge sector gates?

In order to answer the research question, first, the following sub-questions will be answered:

• How does the CFD model perform compared to the forces measured during the experi-
mental study?

• What is the design pressure distribution on the sector gate?
• What are the critical points of pressure in the gate during extreme conditions?

1.3. Methodology outline
In this study, a computational fluid dynamics (CFD)model is employed to investigate the spatial
and temporal variability of wave-induced pressure. To facilitate this analysis, the methodology
is structured into five stages, after which conclusions are drawn, as shown in Figure 1.2
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In step 1, the case study was analyzed. In step 2, a literature study was conducted, primar-
ily focusing on wave-structure interaction, wave-induced pressure, forces on the walls, and
numerical modeling. Based on the literature study and case study analysis, in step 3, the
boundary conditions, grid resolution, and hydraulic conditions were defined for both 2DV and
3D cases.

In step 4, before applying these models to the case study, the 2DV CFD model was validated
by using Goda’s 1966 experiment data. The hydraulic conditions from the physical experi-
ment were replicated in the numerical model, and the simulation results were subsequently
compared to the experimental measurements.

After validating the 2DV model using Goda’s experiments, the results were obtained from the
2DVmodel based on the case study. These results were comparedwith empirical relationships
that are commonly used as a reference in design processes of hydraulic structures and Linear
Wave Theory. Based on the 2DV case, a 3D case was set up. The 3D numerical results were
compared to the physical model results.

Lastly, in step 5, the pressure time series of the 3D model was used to draw conclusions about
the temporal and spatial distribution of pressure on the sector gate.

Figure 1.2: Methodology outline

1.4. Thesis outline
This MSc thesis uses the following approach, which is reported in the following structure:

• Chapter 1 outlines the relevance of this study to the community, describes the research
that was done related to the study, and the importance of filling the existing research
gap. Subsequently, the aim of the research is defined, and the research questions are
stated.

• Chapter 2 presents a more in-depth methodology applied to answer the research ques-
tion. It begins with an overview of a case study and an experimental study. Subse-
quently, the wave-structure interaction relevant to this study is described. The chapter
then presents the numerical model framework, definition of boundary conditions, and ad-
dresses the approach to answer the first research sub-question. In the final sections of
this chapter, the numerical domain and setup are defined. Further, this chapter demon-
strates the capabilities of OpenFOAM by comparing 2DV model results to an experi-
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mental study by Goda. This case study was conducted to perform preliminary validation
associated with normally incident waves interacting with a straight wall in order to provide
a foundational understanding of the wave-wall interaction.

• Chapter 3 presents an analysis of the 2DV model of the case study, followed by valida-
tion of the three-dimensional model of the case study. In the final section, the results
of the spatial and temporal force distribution obtained from the three-dimensional model
are provided.

• Chapter 4 provides an in-depth discussion of the results presented in Chapter 3, high-
lighting the capabilities of OpenFOAM and pointing out limitations of the numerical model.
Furthermore, this chapter describes practical implementations of CFD modeling for the
design of structures.

• Chapter 5 presents the conclusions drawn from this study and provides recommenda-
tions for future research.



2
Methodology

This chapter explains the methodology used to achieve the results of this study. It includes an
overview of the case study, outcomes of the literature study, and setup of the numerical models.
These methodological steps, delineated as Steps 1 through 3, are described in Section 1.3.

2.1. St. Petersburg flood protection barrier
St. Petersburg is a city in Russia that is located in a low area and is located in the eastern
part of Neva Bay. In the past, the city has experienced severe floods due to the storm surges
that can travel from the Baltic Sea. The city was founded in 1703, and since then, floods have
been recorded almost annually, occurring whenever the water level exceeded +1.6 m above
mean sea level. Moreover, between 1980 and 2002, the flood frequency increased (Hunter,
2012). The most severe flood happened in 1824, when the water level rose to +4.25 m Still
Water Level (SWL).

The flood history of St. Petersburg city led to a project that involved the construction of a 25
km long flood protection barrier between Neva Bay and the Gulf of Finland, see figure 2.1.

Figure 2.1: Location of St. Petersburg Flood Protection Barrier

The flood protection barrier has different elements, such as embankment dams and sluice
complexes, but also a navigation channel with a storm surge barrier and movable sector gates.
These floating gates for the S-1 navigation pass were designed in the 1980s-1990s. However,
due to the postponed project, the gate was completed in 2011; the gate can be seen in Figure
2.2. The gates span a width of 200 m, with the crest elevation positioned at +7.5 m relative to
mean sea level. Each gate leaf has a curved geometry with an approximate radius of 130 m.

6
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Figure 2.2: The S-1 navigation pass, St Petersburg Flood Protection Barrier (Kozin, 2024)

Prior to construction, the designed gates underwent a series of 2DV and 3D physical model
experiments. One of the 3D experiments in 2009 was conducted in St. Petersburg in order
to investigate the wave load on the gates. The model was set up at 1:60 scale, consisting of
a hung-up rigid frame in the position of the closed gate. The setup was arranged in such a
manner that the frame did not make contact with the bottom.

(a) Force sensor on supporting hinge (b) Force sensor on the tractor bar (c) Force sensors on the stern and bow

Figure 2.3: Overview of the sensors in the experimental set-up

The experiments have been conducted for wave incidence of 0◦, 10◦, and 20◦ for three hy-
draulic conditions. As the scope of this study excludes the effect of oblique incidence, the
numerical analysis is restricted to investigating the effects of waves approaching normal to
the gap between the breakwaters, as illustrated in Figure 2.4.

The experimental studies for all cases were tested with regular wave conditions. The wave
height H that was used in the experimental studies corresponds to the H1%, based on the
wave spectrum for the design condition.

The three hydraulic conditions tested in the laboratory correspond to representative in-field
conditions near the barrier, as summarized in Table 2.1. However, due to computational re-
source limitations associated with the 3D model simulations, it was only feasible to analyze a
single hydraulic scenario. Consequently, the Main Case (hydraulic condition 1) was selected
for detailed numerical analysis.
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In the physical experiment, the hydrostatic pressure was recorded before the operation of
the wave maker. To maintain consistency, the numerical model employed a similar approach,
whereby the dynamic pressure was obtained by subtracting the initial hydrostatic pressure (at
t = 0 s) from the total pressure values.

In the physical model experiments, only the first 10-12 representative generated waves were
taken into analysis for cases 1 and 2. For case 3, the first 3-5 generated waves were taken
into analysis. This was done to minimize the influence of reflected waves from the walls of
the flume and the structure, because after a certain time interval, the reflected waves were
propagating back to the wave maker.

Number Case Gulf of Finland
water level [m]

Neva Bay
water level [m] H [m] T [s]

1 Main case 4.55 1 4.03 5.9
2 Checking case 5.15 1 4.15 5.9
3 Special case 4.55 1 2.9 9.3

Table 2.1: Hydraulic conditions of the case study

Figure 2.4: Coordinate system for measured in the
experiment forces

The forces were measured for both South-
ern and Northern gates. Every gate in the
experimental setup had a three-axis force
sensor on the supporting hinge, the tractor
bar, and a vertical sensor in the stern and
bow. These sensors can be seen in Figure
2.3. The forces were measured in three di-
rections. The 0-coordinate is placed at the
center of the hinge. The z-direction is the ver-
tical direction, the x-direction is in the horizon-
tal plane along caissons towards the center
between two gates, and the y-direction is in
a horizontal plane through the center of the
gate towards the gates, as can be seen in
Figure 2.4.

In the physical model experiments, the main focus was on the extreme dynamic wave loadings.
These extreme wave loadings that were measured in the physical model experiments are
summarized in the table 2.2.

Fx [MN] Fy [MN] Fz [MN]
Southern gate -7.0 -17.0 -1.8

3.1 16.2 1.5
Northern gate -1.7 -12.2 -1.4

4.5 9.5 1.2

Table 2.2: Overview of experimental dynamic extreme wave loading measured by the sensor on the supporting
hinge under normal wave incidence at the domain entrance

As a result, in the numerical study, the case study is simplified to a single gate model, under
the assumption that both gates are symmetric and are placed in a closed position. The compu-
tational model is set up at full prototype scale, corresponding to real-life dimensions. Regular,
normally-incident to the boundary of domain wave conditions, corresponding to Case 1 as
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specified in 2.1, are applied for validation of both the 2DV and 3D numerical models, as well
as for the evaluation of the resulting force distribution on the structure. In contrast to the exper-
imental study, where the force measurements were conducted at the hinge mechanism, the
numerical model determines the dynamic forces by integrating pressure data obtained from
numerical pressure sensors distributed over the surface of the gate structure.

2.2. Mesh sensitivity analysis
A mesh sensitivity analysis was conducted by testing computational grids with resolutions of
8, 12, 16, and 32 cells per wave height. Figure 2.5 presents a visual representation illustrating
the computational grid configuration per wave height for each tested resolution.

Figure 2.5: Visual representation of the number of cells per wave height

The surface elevation time series recorded by the wave gauge in the numerical model, ad-
jacent to the wall of the 2DV St. Petersburg setup, indicate that 16 cells per wave height is
very close to the case with 32 cells per wave height, as illustrated in 2.6 However, during the
development of 3D model, it became evident that the available computational resources were
insufficient to create a mesh with 16 cells per wave height. As a result, a mesh with 12 cells
per wave height was chosen for the 3D case because it provides a suitable balance between
accuracy and computational efficiency. The degree of precision provided by this mesh is il-
lustrated in Figure 2.6, where the wave time series in a model with 12 cells per wave height
closely align in both shape and magnitude with results of both 32 and 16 cells per wave height,
while showing a better agreement than the waves in a model that was set up with 8 cells per
wave height.
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Figure 2.6: Timeseries of the water level elevation for the wave gauge next to the wall of the 2DV St. Petersburg
model

2.3. Wave-structure interaction
One of themost important factors in evaluating forces acting on a structure is the reflection. In a
two-dimensional case with a rigid wall, according to theory, a standing wave pattern emerges.
Theoretically, the incident wave is fully reflected and travels in the opposite direction of the
incoming waves. However, it should be noted that in practice, the reflection is not fully reflected,
and a portion of energy is dissipated through interaction with the structure and other physical
processes.

The superposition of the incident and reflected waves leads to a standing wave pattern with the
first node occurring at one-quarter of the incoming wavelength distance from the vertical rigid
structure; see Figure 2.7. As illustrated in Figure 2.7, the horizontal particle velocity component
reaches its maximum at the nodes, whereas the vertical particle velocity component reaches
its maximum at the antinodes. Due to the superposition of incoming and reflected waves, the
total wave height is twice the size of the incoming wave height.

Figure 2.7: Standing waves. Dashed lines represent stream lines(Kamphuis, 2020)

Dynamic pressure on a wall
According to Goda (1967), standing waves in the deep water result in two pressure fluctu-
ations beneath the water surface during one wave period. These fluctuations result in the
double humps that can be seen in the pressure time series, characterized by different har-
monic components (Goda, 1967). An example of such double humps in the pressure on a
vertical wall timeseries is shown in Figure 2.8. Based on the theoretical framework of Goda
(1997), it can be expected that in a 2DV case with regular waves, this characteristic double
hump pattern will appear in both the measured pressure and corresponding force time series.
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Figure 2.8: Example of integrated pressure on a vertical wall timeseries

In order to estimate and predict the type of wave load that can be seen in the time series,
the PROVERBS (Probabilistic Design Tools for Vertical Breakwaters) parameter map can be
addressed; see Figure 2.9. This map gives the possibility to estimate the expected load type
based on the geometrical and wave characteristics. Therefore, the most important indications
for the load type are the geometry of the structure and hydraulic conditions.

Figure 2.9: PROVERBS parameter map (Kortenhaus et al., 2001)

The vertical wall is similar to the vertical breakwater, which according to the Figure 2.9 can
lead either to Quasi-standing or Impact loads. The quasi-static (or quasi-standing) leads to
the double humps in the forcing time series that are similar to one another, and the impact
load has one peak (the impact peak) that is significantly larger than the second peak, as can
be observed in Fugure 2.9.

In the case study from Section 2.1, the wave height is a minimum of 2.9 m and a maximum of
4.15 m. This corresponds to Hs

* of 0.14 and 0.20, respectively. According to the Figure 2.9,
these conditions represent the small waves and quasi-standing wave load on the structure.
Consequently, the expected force time series is expected to display two peaks due to the
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incoming wave and reflection. Based on this theoretical approach, it can be assumed that
there are two main load cases present: hydrostatic and quasi-static loads when looking at a
2DV case.

The hydrostatic load is present when pressure is induced on the structure by the mean water
level and considered to be constant under the assumption of no temporal variation of the mean
water level and calculated with equation 2.1. In this study, only the dynamic load is considered
by subtracting the hydrostatic load of the mean water level from the measured pressures.

ps = ρgd (2.1)

The quasi-static load is the load that does not have inertial effects and is present only when
waves are present. According to Kortenhaus et al. (2001), the most important empirical meth-
ods for calculating the magnitude of the pressure on a vertical wall due to quasi-static wave
load are Saintflou (1928), Miche-Rundgren (1944, 1958), and the most widely-used Goda
(1974). In this research, the 2DV results will be compared to Saintflou (1928), Goda (1985),
and Linear Wave Theory.

Linear Wave Theory (LWT)
The linear wave theory, as described in equation 2.2, is applicable in the determination of wave
pressures induced by non-breaking waves on a wall. According to this equation, the quasi-
static wave pressure varies in phase with the surface elevation. In quasi-static conditions, the
actual pressure is a sum of hydrostatic pressure and quasi-static pressure with the maximum
under the wave crest and minimum under the wave trough, see the Figure 2.10.

pd = ρgA
cosh(k(h+ z))

cosh(kh)
(2.2)

Figure 2.10: Wave-induced pressure oscillations in deep water

Sainflou
The Sainflou (1928) empirical wave pressure formula is based on Stoke’s second-order wave
theory. It can be primarily used for standing waves as it can be applied to steeper waves
compared with the LWT (van Vledder et al., 2019). This method works under assumptions of
non-breaking, standing waves, and a full reflection of the waves from the wall. The increase
in the SWL (Still Water Level) is taken into account in equation 2.3, the maximum pressure at
the water surface is calculated with equation 2.4 and the pressure near the bed is calculated
with equation 2.5.
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Figure 2.11: Wave-induced pressure distribution according to Sainflou (1928)

h0 = 0.5kH2
in · coth(kd) (2.3)

p1 = ρg(Hin + h0) (2.4)

p0 =
ρgHin

cosh(kd)
(2.5)

Goda (1974)

Figure 2.12: Wave-induced pressure distribution according to Goda (1974)

The empirical expression for the wave pressure distribution on a vertical breakwater was de-
rived by Goda in 1974, based on a series of physical model experiments. The original expres-
sion is applicable for breaking and non-breaking waves.

The original formula of Goda takes into account the geometry of the breakwater. Since, for the
purpose of this study, the straight wall with normal incident waves is considered, the factors
that account for the complexity of the structure can be neglected, and the pressures based on
the Goda (1974) formula can be calculated as presented in equations 2.6, 2.7,2.8.

p1 = (0.6 + 0.5(
2dk

sinh(2dk)
)2 +

2d

HD
)ρgHD (2.6)

p0 =
p1

cosh(kd)
(2.7)

η∗ = 2 · 0.75HD (2.8)
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2.4. Force application point calculation
In order to calculate the application point of the resulting force on the structure along the gate,
the moment sum of forces measured is divided by the sum of all individually measured forces.

The formula used to calculate the application point along the curvature of the gate expressed
by coordinate s on the XZ-axis is given in Equation 2.9.

stotal =

∑n
i=1 Fi si∑n
i=1 Fi

(2.9)

The formula used to calculate the application point along the y coordinate (height of the gate)
is given in Equation 2.10.

ytotal =

∑n
i=1 Fi yi∑n
i=1 Fi

(2.10)

2.5. Numerical model description
OpenFOAM
OpenFOAM (Open Field Operation and Manipulation) is an open-source CFDmodel that uses
the C++ library for solving Reynolds averaged Navier-Stokes equations coupled with the vol-
ume of fluid method (VOF) (Weller et al., 1998). Over the years, this model has had different
applications, which have enhanced its capability to be applied to complex coastal processes.
In 2012, the waves2foam toolbox was developed, which extended OpenFOAM with the addi-
tion of a relaxation zone, reflection, and absorption of waves, which was demonstrated with
propagating and breaking waves (Jacobsen et al., 2012).

One of the CFD models is the CoastalFOAM package developed by the Joint Interdisciplinary
Project (JIP), framework of which can be seen in Figure 2.13. The JIP was established in 2015,
which included Deltares, Van Oord, Boskalis, and Royal HaskoningDHV. JIP has created the
extended version of OpenFOAM, which is referred to as CoastalFOAM. The CoastalFOAM
package integrates the OpenFOAM framework with the waves2foam toolbox. Additionally, it
is capable of implementing a ventilated boundary layer application, which can resolve air en-
trapment due to the impact of breaking waves. The CoastalFOAM package enables numerical
investigation of a wave-structure interaction, using Navier-Stokes.

Figure 2.13: OpenFOAM model with waves2foam, waves-porous structures and coupling with OceanWaves3D
additions Moretto, 2020
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Finite Volume Method (FVM)
Finite Volume Method is a discretization technique of the partial differential equations (PDEs),
and it is commonly used in computational problems related to flow. It uses a volume integral
formulation (Chenlong, 2025). The domain is divided into cells (control volumes), and then
the governing PDE is integrated over each cell. The equation that is being solved is Reynolds’
averaged Navier-Stokes equation.

In general, there are two types of FVMs: cell-centered and vertex-centered. In this study, the
cell-centered scheme is employed, as it is the discretization scheme that is used in Open-
FOAM. In the cell-centered approach, FVM discretization is carried out in such a way that
information on incoming and outgoing fluxes through mesh cell faces is stored in the center of
a cell.

Volume of fluid (VOF)
The volume of fluid is the method that allows for tracking and capturing the water and air
interaction. The VOF achieves this by describing the fraction of air and water for each cell,
which is obtained from equation 2.11 (Gamet et al., 2020). This phase fraction is α, and when
it equals 1, it is pure water. When α is 0, it represents pure air. Therefore, all values between
0 and 1 represent an interaction between air and water.

∂α

∂t
+∇ · (αu) = 0 (2.11)

2.6. Boundary conditions
The numerical domain is defined by patches at its boundaries to which different boundary
conditions can be applied. The overview of the names of the patches can be seen in Figure
2.14. These patches have the following boundary conditions that are assigned to variables,
such as pressure (p), phase fraction (α), and velocity (U ):

Figure 2.14: Overview of numerical patches of the domains used in this study

Inlet
This patch is at the side of the numerical tank where the waves are generated. Both 2DV and
3D cases have the zeroGradient, which means that the normal derivative of the variable (p, α
or U ) is 0 at that patch.

Outlet
This patch is at the end of the numerical tank, similarly to the Inlet, it has the zeroGradient
boundary condition in 2DV and 3D cases.
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Atmosphere
For both 2DV and 3D cases the boundary condition for α is inletOutlet, for U it is pressureIn-
letOutletVelocity and for U it is totalPressure, which ensures a fixed pressure value.

Bottom
Bottom is the lower patch, representing the seabed. For both 2DV and 3D, the α and p bound-
ary condition is zeroGradient. For U , the boundary is set to be slip. This corresponds to a
normal velocity of the fluid at the boundary equal to 0, and there is no friction at this boundary.

Structure
Next to the outlet patch, the structure is represented by removing a volume of it from the mesh.
At the boundary of the removed volume, the patch is applied to that phase. For both 2DV and
3D, the α and p boundary conditions are zeroGradient, and for U , the boundary is set to be
slip.

Front
This patch is on one of the sides of the flume, as illustrated in Figure 2.14. For the 2DV case,
it has Empty boundary conditions that allow for reducing the geometry to 2DV, and therefore,
the variables are not solved in the third direction. In the 3D case, the boundary condition that
is applied to p and α is zeroGradient. The boundary condition that is applied to U is slip.

Back
For 2DV case this patch has the Empty boundary condition, similarly to Front patch. However,
for the 3D case, only half of the gate is modeled, and the gates are assumed to be symmetrical.
Therefore, the symmetryPlane boundary condition can be applied to p, α and U as well as
the patch type is defined as symmetryPlane. symmetryPlane is a boundary condition where
the solution is mirrored across the boundary where it is applied. This boundary condition is
suitable for domains with symmetric flows and geometry (Greenshields, 2024). By applying
this boundary on the plane where 2 gates converge, a model can simulate the behaviour of
the system with two gates while modeling a single gate. This boundary enhances efficiency
when dealing with symmetrical domains.

2.7. Grid Resolution
Generally, meshes can be classified into two categories: structured and unstructured. Struc-
tured meshes are characterized by a repetitive pattern. In contrast, unstructured meshes
exhibit an irregular pattern and, unlike structured meshes, do not fit the Cartesian coordinates
(in 3D, those are i, j, k). This irregularity results in additional computational processes to solve
flow between the cells, resulting in larger computation time and lower efficiency in comparison
to structured meshes (Lintermann, 2021).

The primary advantage of the unstructured meshes lies in flexibility for solutions of flow within
complex geometries. In regions where a geometry interacts with the flow, an unstructured
mesh allows for accurate capture of the complex shape of the geometry with its irregularity.
One of the approaches to do so is the use of SnappyHexMesh for adding the irregular cells
around a geometry to the structured mesh in order to follow the shape of the structure. An
example of such implementation is illustrated in Figure 2.15. Therefore, in the set-up of the
model in this study, the structured mesh was used, and the irregular cells around the complex
structure, in combination with the regular cells, were generated using SnappyHexMesh.

A mesh consists of smaller elements, called cells, that can have a specific shape, in the case of
a structured mesh. For the 2DV model, the quadrilateral cells were used. For the 3D case, the
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Figure 2.15: Surface snapping around a complex shape with SnappyHexMesh (Greenshields, 2024)

hexahedron, presented in Figure 2.16, was used. This shape is one of the most common cell
types. The use of a hexahedron as a mesh cell type is due to the mesh quality considerations.

After SnapyHexMesh was used, around the structure, the cell types, such as prisms and poly-
hedral cells, were used in order to capture the shape of the sector gate geometry.

Figure 2.16: Possible 3D mesh elements (Lintermann, 2021)

The quality of the created mesh is influenced by the cell shape that can be measured in skew-
ness, orthogonality, and aspect ratio. Skewness is determined by the angle between the grid
lines of the mesh. For Cartesian meshes, the most optimal and efficient angle is 90◦ (Linter-
mann, 2021). The orthogonality is the alignment of the cell faces that have to be perpendicular
to the flow or the vector. This implies that if the cells are not aligned with the flow, meaning
that cells are not orthogonal, the information from the cell center to the cell center is passed
through an angle, which may result in significant numerical diffusion.

The aspect ratio is the proportion of the horizontal size of the cell to the vertical size of the
cell. An example of the aspect ratios can be seen in Figure 2.17. The aspect ratio for the
cell should be between 0.2 and 5 (Lintermann, 2021). Therefore, for the set-up of the basic
mesh, the aspect ratio 1 was used, meaning that in the 2DV case, dx = dy, and in the 3D
case, dx = dy = dz.

Figure 2.17: Aspect ratio of a mesh cell (Lintermann, 2021)

Previous research shows that in 2DV CFD simulations with regular waves, the larger the mesh
cell sizes are, the more wave energy dissipation occurs. This typically leads to lower accuracy
of the results, which is evident from the lower surface elevation (Marques Machado et al.,
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2018). This implies that an increase in the cell size in a given direction would lead to an
increase in numerical dissipation in that direction.

Consequently, for setting up a numerical model, the number of cells per wave height and the
wave length are of great importance for resolving the water surface elevation correctly with
the VOF. The guideline of JIP CoastalFOAM for the mesh resolution in horizontal (x-direction)
suggests using a minimum of 100-150 cells per wavelength and a minimum of 5-10 cells for
wave height in the vertical direction (y-direction). Prior to running the final model, the cell size
sensitivity analysis has to be conducted. In this research, the sensitivity analysis was done to
check 8 cells, 12 cells, 16 cells, and 32 cells per wave height.

2.8. Domain definition
The bathymetry of the area has many aspects. As can be seen in Figure 2.18, in the width, the
area around the sector gates has complex bathymetry aspects, as for example, breakwaters.
Moreover, the area is relatively asymmetrical as a whole. In this study, the spatial variations
in the width of the area are outside of the scope, and the domain is assumed to be symmetric.

Figure 2.18: Top view of the area around the S1 passage with defined modeled wave incidence direction and
numerically analyzed in 2DV and 3D models

In the length of the area of the case study, there are variations in depth. At the Gulf of Finland
side, immediately outside of the breakwaters, the seabed is positioned at -12.7 m. Progressing
towards the gate, depth increases, and the seabed is positioned at -17.2 m. Directly beside the
gate, there is a 45 m long sill that reduces the depth to -16.0 m. In order to evaluate this cross-
shore variation in bed levels, the OpenFOAM and OceanWave3D (OCW3D) models were set
up. The OCW3D is a fully non-linear and dispersive potential flow model. The assumptions
that hold in this model are that waves are non-breaking and fluid flow is inviscid, irrotational,
and incompressible. This model has shown agreement with theory and experimental studies
for steep nonlinear waves and shoaling problems and is suitable for simulating wave-wave,
wave-bottom, and wave-structure interaction (Engsig-Karup et al., 2009). The OCW3D run
was conducted to check its accordance with the OpenFOAM-based model.
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Figure 2.19: Set-up for evaluation of bathymetry on the wave propagation along the flume

The setup for both models is identical: there is a flume place with variations of bathymetry
(that can be seen in Figure 2.19), and the wave gauges have been placed every 50 m. The
OpenFOAM setup used a mesh that corresponds to 16 cells per wave height around the water
surface, and the OceanWave3D has 10 layers, which, according to (Mata, 2021), is sufficient.
The run was conducted for 400 s, and only the last 100 s have been analyzed.

The results presented in Appendix A show that the wave propagation in the OceanWave3D
closely matches the wave propagation of OpenFOAM at the inlet of the flume; however, no-
ticeable differences in the results of the models appear closer to the outlet. For both models,
it applies that the water elevation of the runs with bathymetry variations (in comparison to the
runs for both models without the bathymetry variations) is not significant on the scale of the
wave height in the flume. After the water deepens, around 100-150 m, the maximum water
level measurement from Figure 2.20 suggests a slight wave height decrease, which corre-
sponds with theory. When the wave propagates to deeper water, wave speed increases, so
does wave length, and the wave height decreases. When the water level decreases at the sill
next to the gate, the wave speed decreases; hence, the wave length shortens and the wave
height slightly increases, as can be observed in Figure 2.20.

Figure 2.20: OpenFOAM run with bathymetry variation, maximum water elevation per gauge for t>300

Given the computational intensity associated with modeling a 400 m domain in OpenFOAM,
particularly when extended to 3D, and considering the minimal influence of wave height varia-
tions observed in the preceding analysis, it can be concluded that the numerical flume bathymetry
of the 2DV and 3D setups will not include bathymetry variations.

As a result, the length for the 2DV case was set to three and a half wavelengths (195 m),
following the recommendations of the JIP guidelines. For the 3D case, this length was reduced
to two wavelengths (110 m), and only the domain corresponding to a single gate was modeled.
Consequently, the width of the 3D numerical flume was defined as 100 m, corresponding to
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the width of one gate. The modeled sections of the computational domain for both cases are
illustrated in Figure 2.18.

2.9. Numerical set-up
The validation of the model is carried out in several steps. Before validating the 3D model, the
pressure distribution is first validated in a 2DV model. To achieve this, a similar experimental
study in 2DV was reproduced with the CFD model. In the second step, the St. Petersburg
case was reproduced in 2DV numerical model and compared against empirical relations and
Linear Wave Theory. The final step involves extending the 2DV model to a 3D model and
comparing the forces obtained from the 3D simulations to the corresponding experimental
data. An overview of these validation steps is shown in Figure 2.21.

Figure 2.21: Overview of three models that were set up and the validation methods that were applied to
validate/compare the results

2.9.1. 2DV validation based on Goda 1966
The available data for the St. Petersburg case, as described in Section 2.1, does not include
time series measurements, such as wave gauge measurements and/or pressure sensor mea-
surements. In order to validate the 2DV model for the St. Petersburg case study, another
case study has to be used that has similar hydraulic conditions.

In 1967 Goda has published research on the fourth-order approximation for the determination
of the wave pressures on the breakwater. The fourth-order approximation has been compared
to the results of the experiments that have been conducted in the lab in the 105 m channel
with regular waves (Goda, 1967). The detailed results of the experiments and analysis were
published in the original paper (Yoshmi Goda, 1966). Appendix B of Yoshmi Goda, 1966 paper
presents results for the experiments with different d/LA and H/LA ratios.

The experimental study presented in the paper of Yoshmi Goda, 1966 with ratios of d/LA = 0.3
and H/LA = 0.06 are used as the validation case for the 2DV model. These ratios exhibit
a good agreement with those determined for the St. Petersburg wave condition, which are
d/LA = 0.4 and H/LA = 0.07.

The set-up for the numerical simulation based on the experiment that was conducted by Goda
is presented in Figure 2.22. The numerical wave flume has a height of 0.8 m and a length of
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7 m with an input relaxation zone of 2 m.

Figure 2.22: Overview of the numerical domain for the Yoshmi Goda, 1966

Figure 2.23: Set-up of 2DV model with pressure
sensors marked by red numbered circles

According to the suggestions of the Joint In-
dustry Project (JIP), the basin length without
the structure has to be approximately 4 m,
and an inlet relaxation zone of 2 m. The grid
cells before refinement around the water sur-
face line were chosen to be squares with a
side of 0.02 m. Therefore, after applying one
level of refinement around the surface line,
cells are the squares with sides of 0.01 m.

In terms of numerical measurement devices,
wave gauges were positioned in the numeri-
cal flume, including one located at the bound-
ary with the wall. Furthermore, the pressure
sensors were placed in themiddle of the cells
bordering the structure’s face according to
the measured pressures of (Yoshmi Goda,
1966). The set-up of the pressure sensors’ positions can be observed in Figure 2.23.

For the pressure sensor data, the dynamic pressure was recorded for three situations: pres-
sure when under the peak of a wave, through the wave, and the maximum recorded pressure,
which can be seen in Figure 2.26 in grey.

Figure 2.24: Raw data for the water level elevation with the maximum water level after 25 s
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(a)Wave decomposition in incoming and reflected waves, with grey stippled line marking
theoretical peak and trough of the waves

(b) The spectrum of 2DV CFD run based on experiments of Goda (1966)

Figure 2.25: Reflection analysis and spectrum analysis of numerical results of the case study of Yoshmi Goda,
1966 experiment

From the water surface elevation recorded in the numerical run, based on this study set-up,
the highest wave in the series after 20-25 s of simulation was recorded.

Based on the water surface elevation recorded in the numerical simulation, the experimental
set-up of Goda, the highest wave was identified for the time larger than 25 s. This is due to
the fact that it takes the first 20-25 s for the numerical flume to reach a steady state, as is
visually deducted by analyzing Figure 2.24. These time series were also decomposed into
reflected and incident waves, which can be seen in Figure 2.25a. It is observed that both the
incoming and reflected waves are above the theoretical wave trough (marked with a grey line).
As shown in Figure 2.25b, there are two peaks present in the spectrum analysis, signifying
the presence of second-order wave components in the domain. This explains the observed
elevation of the wave troughs above the theoretical threshold in Figure 2.25a.

For further analysis, the wave marked by the red dot in Figure 2.24, which corresponds to
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the highest measured wave height, is considered. For this wave, the time instant when the
wave crest interacts with the structure was selected to capture the total pressure distribution.
The dynamic pressure at each sensor was then obtained by subtracting the initial hydrostatic
pressure from the total measured pressure.

The pressure values shown in in Figure 2.26 were extracted from the analysis of the highest
wave (for crest andmaximum pressure values) and from the largest trough (for trough pressure
values) after the wave elevation time series had reached steady state (beyond 50 s). For the
highest recorded wave crest at the wall structure, the dynamic pressure distribution for each
pressure sensor was plotted as red dots in Figure 2.26. For the same wave, the maximum
pressure instant was determined, which occurs prior to the wave crest, which is identified and
illustrated in Figure 2.28.

The same procedure used to analyze pressures under the crest was applied to determine the
pressure distribution over the water depth beneath the largest trough, which was identified at
52.2 s in the time series. The corresponding pressure distribution beneath this trough is also
presented in Figure 2.26.

Figure 2.26: The comparison of results provided by Goda and the numerical simulation

From Figure 2.26, it can be observed that the dynamic pressures that were recorded in the
numerical model are in good agreement with the pressure under crest data as well as the
trough data that is presented in the research paper of Yoshmi Goda, 1966. Despite a coarse
resolution of the data overlap, the overall dynamic pressure distribution pattern remains similar.
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Figure 2.27: The comparison of pressures in time provided by
Goda and the numerical simulation for pressure sensors 1 to 5

In Figure 2.27, the comparison of
the dynamic pressures and water
surface elevation at the interface
with the wall is presented. For
the highest recorded wave in the
OpenFOAM model, the pressure
time series are plotted and com-
pared to the data recorded in the ex-
perimental study of Yoshmi Goda,
1966. It can be observed that the
wave height of the largest wave
recorded in the OpenFOAM model
is greater than that measured in the
experimental data. However, the
dynamic pressure distribution ob-
tained from the CFD model demon-
strates a similar pattern to the ex-
perimental data. It should be
noted that the comparison of the
results was done by overlaying re-
sults through scaling, and the exact
numerical values of Goda’s experi-
ments are not available. As a result, the accuracy of the comparison between experimental
data and OpenFOAM 2DV model results is subject to certain limitations. However, the results
presented by Yoshmi Goda, 1966 are compared to the numerical results in the figure 2.27. It
can be observed that the temporal pattern of the pressure distribution is similar. Moreover, the
magnitude of the numerical experiment is in the same order as the magnitude of the experi-
mental studies. Therefore, it can be stated that the numerical 2DVmodel is in good agreement
with the physical results.

Figure 2.28: Integration of dynamic pressure measurements in time, obtained from 2DV CFD model based on
set up from experiment of Yoshmi Goda, 1966

An observation, based on the figure 2.28, is that the maximum pressure exerted by the wave
on the structure does not occur at the wave crest but precedes it. This behavior is attributed
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to the fact that dynamic pressure is primarily driven by the acceleration of water particles,
which reaches its maximum during the upward rise of the surface elevation. When the wave
crest reaches the wall, the vertical velocity of the water particles approaches zero, causing a
reduction in the dynamic pressure exerted on the wall.

The observation that the maximum pressure is acting on a structure prior to the peak in water
surface elevation taken into account in further analysis in this study.

2.9.2. 2DV based on St. Petersburg case

Figure 2.29: The set-up of the St. Petersburg 2DV CFD model. Wave gauges are indicated by WG lines. The
red dots indicatethe location of the pressure sensors, which were placed every 0.5 m from -16 to +7.5 m

The set-up for the St. Petersburg 2DV case is the basis for the 3D case. The set-up for this
model is schematized in Figure 2.29 The hydraulic condition that is being tested is the basic
hydraulic condition with a wave height of 4 m and a period of 5.9 s (presented in the main case
in Table 2.1). From this follows the wavelength of approximately 55 m. The water level is at
+4.55 m, as described in the case study.

The set-up for this case follows the principles of JIP suggestions as well as the previous case.
The inlet relaxation zone is set up to be 2 wavelengths long, and the distance between the inlet
relaxation zone and the outlet is chosen to be 1.5 wavelengths. The height of the numerical
flume is 29.2 m. The cell resolution that has been used is 16 cells per wave height.

In terms of measurements, 7 wave gauges were placed, as indicated in figure 2.29. The
pressure sensors were placed adjacent to the wall structure. The pressure sensors are equally
distributed between -16 and +7.5 m, with a distance of 0.5 m between. This distance indicates
the position of the sector gate. The height of the gate is a total of 23.5 m, rising above the
mean water level of 7.5 m.

2.9.3. 3D based on St. Petersburg case
Due to limited computational resources, the 3D case was set up with reduced dimensions.
Both the relaxation zone and the area in front of the structure were limited to one wavelength
of 55 m. Additionally, only a single gate (the Southern gate) was modeled. The reduction
of the setup to one gate was compensated with the symmetryPlane boundary condition, as
described in subchapter 2.4.

In 3D set-up, a different refinement was applied as in the 2DV case, using 12 cells per wave
height, because of the limited computational resources. Additionally, identical refinements
were applied around the surface water level, set at +4.55 m. Furthermore, one level of refine-
ment was applied around the .stl file, with five adjacent cells refined.
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(a) Side view (from front patch perspective)

(b) Top view (from atmosphere patch perspective)

Figure 2.30: The set-up of the 3D St. Petersburg main case

Along the .stl file representing the gate probes were placed. First, the vertices of .stl file were
extracted and then interpolated. Subsequently, probes were positioned along the surface of
the structure (.stl file) at intervals of 0.5 m horizontally and vertically between the probes, with
a defined distance of 0.35 m normal to the interpolated structure line.

For 9 vertical cluster sets of probe definitions (pressure sensors), wave gauges were placed
uniformly along the gate. The set-up of the wave gauge placement in 3D is illustrated in Figure
2.31

Figure 2.31: The position of the wave gauges along the curvature of the gate in 3D



3
Results

In this chapter, the results of 2DV and 3D simulations for the St. Petersburg cases are pre-
sented, corresponding to Step 4 in the Methodology, described in Section1.3. The 2DV results
are compared against empirical formulas and linear wave theory. The 3D model is validated
using St. Petersburg data. Additionally, this chapter presents an analysis of the 3D data
related to Step 5 in Section 1.3. The analysis includes mapping the pressures and fraction
coefficient values as well as evaluating the total integrated pressures and their application
points.

3.1. St. Petersburg 2DV
From the water elevation time series shown in Figure 3.1, it is observed that the water elevation
at the interaction with the wall reaches steady state within the first 50 s of the model run.
Analysis of the timeseries indicates that the largest surface elevation at the wall occurs at
240th s. The maximum recorded water elevation at the wall is 6.8 m relative to the Still Water
Level (SWL).

Figure 3.1: Water elevation timeseries for the 2DV St. Peterburg case

27
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Figure 3.2: Sum of dynamic pressure measurements in time, obtained from 2DV CFD model based on setup of
the St. Petersburg case study

Figure 3.3: The plot of dynamic pressure data
recorded by sensors at the moment of time of
highest pressure magnitude, and comparison to
the empirical formulas and Linear Wave Theory

In Section 2.9.1, it was concluded that the max-
imum force acting on the structure does not oc-
cur directly beneath the wave crest but precedes
it. Consequently, the largest surface elevation at
the wall and total integrated dynamic pressure ob-
tained from sensor data were computed and plot-
ted, as shown in Figure 3.2

The maximum pressure was compared to the em-
pirical formulas and the linear wave theory that
are described in Chapter 2. This comparison is
presented in Figure 3.3. It is evident that the
total force calculated with Sainflou empirical for-
mula overestimates the plotted dynamic pressure
distribution by approximately 94% compared to
the 2DV CFD measurements under the given hy-
draulic conditions. This difference was calculated
by integrating the areas of the plotted results.

Furthermore, the spatial pattern of maximumpres-
sure obtained from the CFD simulation qualita-
tively resembles the pressure distribution calcu-
lated with Linear Wave Theory, although the two
do not quantitatively concise. Specifically, at the
mean water level, Linear Wave Theory overesti-
mates the forces at the water surface by approxi-
mately 58%.

At the surface level, themaximummeasured pres-
sure closely aligns with the maximum pressure
calculated using Goda’s formula. However, when integrating over the entire depth, Goda’s
empirical approach overestimates the numerical results by approximately 8%, based on the
area between the plotted curves.
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3.2. St. Petersburg 3D
Prior to the analytical evaluation of the results, a qualitative comparison was performed be-
tween the visual output of the CFD model and an image taken in the physical model tests.

When comparing the images taken in the laboratory to the results of the 3D CFD model at
the simulation time of 205 s, it can be observed that the CFD model successfully reproduces
a visually similar pattern along the gate, as illustrated in Figure 3.4. At this instance, the
overtopping takes place at the junction of two gates in both the numerical model and the
physical model test.

At the junction of the gates, the geometry of the gate structure results in significant overtopping
at the junction of the sector gates. To quantitatively validate the observed surface elevation at
that location, an analysis of he numerically recorded wave gauge data was performed.

(a) A photo taken during the physical model test for
the main case with 0◦ wave incidence at the gate (b) Snapshot of the numerical 3D simulation at t = 205s

Figure 3.4: Visual comparison of physical test and a numerical 3D model

As described in Section 2.6, a symmetry boundary condition was implemented at the gate
junction in the 3D model. To qualitatively assess the effectiveness of this configuration, the
solution at the time instance of 205 s was mirrored and is presented in Figure 3.5. The qual-
itative analysis indicates that there are no inconsistencies at the boundary interface between
the two gates.

Figure 3.5: Snapshot of the numerical reflected 3D simulation at t = 205 s
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Surface elevation analysis at the structure

Figure 3.6: Wave gauge numerical data for steady-state water surface elevation in 3D CFD model along the
sector gate geometry

The analysis of the wave gauges placed along the gate in the CFD model, as shown in Figure
3.7 and 2.31, is presented in Figure 3.6. This analysis indicates that the wave amplitude at
the junction of two sector gates, where the WG1 sensor is positioned, is significantly greater
than at the other wave gauge positions. Specifically, the incident wave height entering the
numerical domain is 4 m, while at the gate junction, the WG1 wave gauge recorded a wave
height of 16 m. It is four times greater than the incoming wave height. These findings suggest
that this section of the gate is subject to a large overtopping volume. The presence of this
amplified response of surface elevation is due to the geometry of the junction between the two
gates. The reflected wave is twice the height of the incident wave, and due to the geometry
of the junction, these reflected waves constructively interfere.

Furthermore, the observed spatial variation in the measured water surface elevation suggests
that there is a standing wave pattern occurring along the sector gate. Based on this, it can
be deduced that WG2, WG3, and WG8 are at or around the nodes, while the remaining wave
gauges are at antinodes.
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The formation of nodes and antinodes can also be identified from the time-averaged water
surface, illustrated in Figure 3.7, where the interface between water and air has been averaged
over time and plotted on the surface of the gate. As described in 2.5, the phase fraction
coefficient is defined such that a value of 0 corresponds to air and 1 represents pure water.
In Figure 3.7, intermediate values between 0 and 1 are clearly visible, and a distinct node-
antinode pattern is evident in the mean phase fraction distribution. The locations of the nodes
are approximately at 17 m, 55 m, and 90 m from the gate junction.

Figure 3.7: Mean values of fraction coefficient (α) measured at the locations of the pressure sensors (probes) in
numerical model

Determination of total forces on the surface of the gate
To determine the total force magnitude acting on the gate surface, the pressure time series
were measured for each pressure sensor on the surface of the gate and integrated over the
area of the leaf gate. In order to isolate the dynamic pressure component, the pressure at
timestep 0 was subtracted from each pressure sensor value. This approach was adopted be-
cause, in the physical model experiments, the hydrostatic pressure was determined by record-
ing the baseline pressure at the gate prior to initiation of wave action.

Figure 3.8: Timeseries of integrated force over the gate area

As a result, a time series of the total force magnitude was obtained, as presented in Figure
3.8. As shown in this figure, there are two oscillations in the timeseries before reaching a
steady state at 150 s. The nature of the oscillations between 0 and 150 seconds is unknown.
One of the factors that could contribute to these oscillations could be an effect of numerical
discretizations.

Accordingly, for the subsequent analysis of the numerical simulation outputs, only the steady-
state time interval between 150 s and 250 s was considered. The force time series corre-
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sponding to this steady-state interval is presented in Figure

Figure 3.9: Timeseries of integrated force over the gate area when steady state has been reached

The recorded forces represent the magnitudes of the dynamic loads. In the numerical simula-
tions, the computed force magnitude corresponds to the Y-direction force component acting on
the support hinge, consistent with the measurements obtained in the physical model. Conse-
quently, the peak dynamic force magnitude obtained from the 3D numerical model is expected
to fall within the range defined by the two maximum positive and two minimum negative dy-
namic force extremes measured on both gates. A comparative analysis of those values is
presented in Table 3.1. Based on this comparison, it is concluded that the maximum force pre-
dicted by the CFD model, acting in the direction of the barrier’s support hinge, lies within the
range established by the physical model tests. However, the minimum fore, negative relative
to the initial hydrostatic force computed in the CFDmodel, is approximately half the magnitude
of the minimum force recorded in the physical experiments.

Physical model (Fy) [MN] 3D CFD model [MN]
Maximum 12.2 / 17.0 16.7
Minimum -9.50 / -16.0 -4.3

Table 3.1: Comparison between the forces acting on the hinge in the physical experiment in the Y-direction and
the extreme dynamic force acting on the surface of the gate

Analysis of one period of force timeseries
When closely looked at, the steady state force timeseries, in Figure 3.9, it can be observed that
there are three peaks that occur. To investigate the nature of the peaks in the force magnitude
timeseries, a one-wave period interval surrounding the maximum measured force at t = 236 s
was examined in detail, as presented in Figure 3.10a.
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(a) Side view (from front patch perspective)n of the peaks in the force
magnitude timeseries for one wave period around maximum force observed

(b) The wave gauge data for wave gauges 1, 3, 6, and 9, located around the overtopping locations of the gate. Sold lines
indicate the overtopping prior to peak appearance, dashed line indicates the surface elevation after the relevant force

magnitude peak.

Figure 3.10: Force magnitude peaks and their correlation with overtopping in 3D St. Petersburg CFD model

According to numerical data presented in Figure 3.10b, the first peak occurs after overtopping
at WG3, which is located at the second antinode from the point of the junction of the gates.

The second peak is observed following overtopping at both ends of the section gate, as mea-
sured by the wave gauges WG1 and WG9 and presented in Figure 3.10b.

The third and highest peak occurs when a wave interacts with the central part of the gat,
resulting in overtopping at this location. This is reflected in the data recorded by WG6, as
shown in Figure 3.10b.

Dominant frequency of the force
In order to analyze the force signal, a Fourier spectrum analysis was performed. Based on
the spectrum in Figure 3.11, the significant peaks are observed at 0.17 Hz, 0.34 Hz, 0.51 Hz,
and 0.68 Hz, indicating the presence of the second, third, and fourth orders of harmonic com-
ponents within the force magnitude time series. The spectral analysis identifies a dominant
peak at 0.17 Hz, demonstrating that the incident wave energy is primarily concentrated at this
frequency. This value corresponds to the frequency derived from the wave period, confirming
that the observed spectral peak is associated with the regular wave forcing.
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Figure 3.11: Force Spectrum with Peaks

Comparison of 2DV and 3D pressures
The maximum dynamic pressure distribution was computed for the pressure sensors around
the antinodes (at WG1, WG3, WG6, and WG9) and around the nodes (at WG2, WG5, and
WG8). The data extraction for the pressure sensors followed the same approach used for 2DV
pressure distribution: identifying the largest wave height at the pressure sensor’s location and
selecting a time instance when the sum of the pressure sensor readings is the largest.

From the analysis, it can be observed that the 2DV pressure distribution exhibits larger pres-
sure values than 3D data for the antinodes, as can be observed in Figure 3.12a. A similar
conclusion can be drawn from the results of the nodes presented in Figure 3.12b. Based on
the calculation of the mean relative difference between 2DV and 3D data, shown in Figure
3.12, it is evident that the 2DV model overestimates the maximum pressure by between 3%
and 13% for the antinodes and between 4% and 11% at the node.

An observation that can be made is that for WG9 and WG8, the calculated mean relative
difference is 3% and 5%, respectively, which are relatively low. This may be attributed to the
fact that the waves at these gauges are normally incident on the gate structure, similar to the
2DV case with a straight wall; however, even in this scenario, the 2DV model overestimates
the pressures.

Overall, the pressures obtained from the 3D model run are lower than the pressure obtained
in the 2DV model, indicating that the 2DV approach tends to overestimate the localized forces
on the structure.
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(a) Comparison of the 2DV pressure data to 3D pressure data around locations of the antinodes

(b) Comparison of the 2DV pressure data to 3D pressure data around locations of the antinodes

Figure 3.12: Comparison of 2DV and 3D pressures. The percentage difference between 2DV and 3D data is
calculated using the Mean Relative Difference.

Force application point
Not only does the magnitude of force vary over time, but the point of force application also
changes. In Figure 3.13, the locations of wave-induced force application are plotted for one
wave period corresponding to the maximum force magnitude. The locations of the application
point have been based on formulas presented in Section 2.4. Both application points over
the length of the gate leaf and over the height are displayed. The length of the leaf is defined
along the XZ coordinate.

From the plotted force application points along the curvature if the gate leaf, illustrated in
Figure 3.13, it can be observed that prior to peak 3, which corresponds to the largest dynamic
force magnitude (after subtracting initial hydrostatic pressure), the application point shifts from
the side of the gate toward the middle to a position 70 m from the junction of the gates. After
reaching this peak magnitude, the application point moves back toward the side of the gate.
Analysis of force application points along the gate leaf indicates that the maximum force occurs
at positions between 70 m and 114 m from the gate junction.

From the plotted force application points over the height of the gate in Figure 3.13, it can be
observed that the application point of dynamic force predominantly occurs below the mean
water level. When the total force magnitude acting on the gate increases, the application
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point gradually moves upward until it reaches the mean water level, where peak 2 takes place.
Peak 2 is identified as a result of overtopping contributions on the boundary edges of the
gate. When Peak 2 occurs, the force application point moves to -7 m relative to the SWL, and
subsequently moves upward to the top of the gate by +7.5 m. Peak 1, which is similar to that
in Figure 3.10, causes a fluctuation of the vertical application point position around the seabed.
First, it rises from the seabed until approximately -7 m relative to the mean water level and
then descends. This behavior is very likely a result of the problem being ill-conditioned, as
when the computation involves division by quantities that are numerically close to zero, which
leads to instability of the result. The ill-conditioned problem also led to the application point
values being outside of the defined computational domain, which resulted in missing values in
Figure 3.13. In general, the application point is primarily concentrated between the mean sea
level and 7 m below it.

Figure 3.13: Force application points in time. The figure above is the plot of the force magnitudes for one wave
period. The plot in the middle shows the application points of the force magnitude over time along the length of
the leaf of the gate. The plot below shows the application points of the force magnitude over time along the

length of the leaf of the gate.
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The force application points time series for vertical and horizontal dimensions, displayed in
Figure 3.13, are then combined in the same figure in order to determine clusters of application
points. In Figure 3.14, the spatial distribution of force application points occurring on the gate
leaf is displayed. The cluster of application points is marked with red dots. By analyzing data
presented in Figures 3.13 and 3.14 it is concluded that the most critical point on the analyzed
gate leaf is lies within this cluster, not only due to dense concentration of application points in
this region, but also because the largest wave force magnitude is observed at this location.

Consequently, based on the spatial and temporal analysis of the force application points, the
governing region for extreme forces can be determined. This region is located approximately
two-thirds of the way from the junction between the gates.

Figure 3.14: All application points plotted over the height and curvature of the sector gate leaf

Mapped pressures
Similar to the calculation of the total force magnitude, a dynamic pressure color map was
created by subtracting the initial hydrostatic pressure from the initial time step of the numerical
model from the measured pressure values at each time instance. The dynamic pressures are
then plotted as a color map. Additionally, the phase fraction coefficient and the total force
application point are represented in a plot.

For the time instance t = 236 s, when the maximum dynamic force occurs, the pressures
are mapped along with the surface elevation, which is expressed by the map of the fraction
coefficient, that traces water elevation at the gate (denoted by alpha1 values in the plot), which
can be seen in the lower plot in Figure 3.15. In this plot, the blue color represents air, and the
red color represents water. According to the pressure map in the upper plot in Figure 3.15, the
maximum pressure occurs when the wave makes contact with the structure between 55 and
110 m. This can be observed in both the probe data map and the fraction coefficient map.
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Figure 3.15: The pressure sensors and fraction coefficient data for the time instance of maximum force
magnitude. In the ”Probe data” upper plot, the dynamic pressure values are represented, and the lower plot,

”Alpha1,” represents the fraction coefficient values. The black line in the plots indicates the SWL. The yellow dot
on the probe data map indicates the application point of the force acting on the gate.

It is observed in Figure 3.15 that a significant pressure concentration occurs around two-thirds
of the gate length (with the junction of the gates as reference). However, in the region near
the gate junction (between 0 and 20 m), the water level falls below the SWL, which is reflected
in negative values in the dynamic pressure distribution on the map.

Figure 3.16: The pressure sensors and fraction coefficient data for the time instance of minimum force
magnitude. In the ”Probe data” upper plot, the dynamic pressure values are represented, and the lower plot,

”Alpha1,” represents the fraction coefficient values. The black line in the plots indicates the SWL. The black line
in the plots indicates the SWL.
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Similarly, the analysis of the minimum pressure occurring at the time instance t = 150.9 s was
conducted. The pressure map for this time instance is illustrated in the upper ”Probe data” map
in Figure 3.16. According to this map, the largest negative values for the dynamic pressures
occur when the wave is in contact with the structure between 10 and 55 m on the XZ axis, as
can be seen in the ”Alpha1” fraction coefficient map. At this instance, the rest of the gate has
water surface level below the SWL, which reflects in negative dynamic pressures measured
in the numerical model.

Mean and standard deviation of mapped pressures
The mean of dynamic pressures calculated over time for each pressure sensor is illustrated
in Figure 3.17. What stands out in the mean pressure map is that the pattern of nodes and
antinodes can be observed. The greatest wave loads typically occur at four distinct locations
along the length of the gate: at 0 m (around the junction of two gates), around 35 m, 75 m,
and at 114 m.

Figure 3.17: The mean dynamic pressures calculated over time map

When examining the standard deviation map of the dynamic pressure (Figure 3.18), it can be
observed that the highest standard deviation values are identified in themiddle of the antinodes
of the mean map. This implies that at the locations of antinodes along the gate leaf, both
the greatest variations in force and the highest force values are expected. At the nodes of
the maps (in Figure 3.17 and 3.18), the force variations exhibit minimal amplitude, and the
corresponding mean pressure magnitudes are also comparatively low.

Based on the analysis of mean and standard deviation, it can be determined that significant
pressure fluctuations occur near both ends of the sector gates (0 and 114m), as well as around
35 and 75 m for the given hydraulic conditions, bathymetry, and sector gate.

The concentrated cluster (or antinode) of mean forces is between 0 and 20 m, which cor-
responds to the location of the junction of two gates. According to Figure 3.18, the largest
pressure fluctuations are expected in this location.

Figure 3.18: The standard deviation map of the dynamic pressures calculated over time
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Based on the mean water level map of the phase fraction coefficient α, the nodes along the
sector gate can be defined as illustrated in Figure 3.19.

Figure 3.19: Definition of antinodes on the mean fraction coefficient map

For each wave antinode, the time series are plotted in Figure 3.20. The order of magnitude of
the force magnitudes should not be directly compared, because the antinodes have different
areas. It can be observed that for Antinode 1, the highest peak is four times larger than the
second peak. No similar behavior is observed in the remaining wave antinodes.

Figure 3.20: Dynamic force magnitude timeseries plotted for each antinode

The phase difference between the antinodes was calculated from the force magnitude time-
series at each antinode. In the analysis of the phase differences in the force magnitude
timeseries for the wave antinodes along the gate leaf, the phases were calculated relative
to Antinode 1, which is located at the junction of the gates. The analysis was done for the
stationary part of the force timeseries, starting with t = 150 s. The comparison of the plotted
force magnitude of antinodes to antinode 1 can be found in Appendix B.

From phase differences analysis, results of which can be seen in Table 3.2, it can be observed
that the Antinode 2 is leading Antinode 1 by 130◦, Antinode 3 is lagging Antinode 1 by 118◦
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and Antinode 4 is lagging by 47◦. This suggests that there is a sharp phase transition between
Antinode 2 and Antinode 3, which suggests that the forces acting at these antinodes may
contribute to the torsion of the gate leaf.

Nodes compared Phase difference at dominant frequency [degrees]
Node 1 and 2 129.53
Node 1 and 3 -118.19
Node 1 and 4 -47.81

Table 3.2: Phase differences between the standing wave nodes along the gate leaf
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Discussion

4.1. Performance of the CFD model
When comparing the performance of the 2DV model to the experimental study of Goda (1996),
the numerical results exhibited a strong correlation with the physical test outcomes. However,
it was not possible to precisely quantify the accuracy of measured forces by the numerical
model, as the experimental data of Goda was extracted from published figures rather than
obtained as raw numerical values. Despite this, both visual comparison and overall trend
alignment indicate that the numerical model reliably captures the order of magnitude of the
measured pressures for time instances under wave crest, trough, and the maximum pressure
acting on a wall. Furthermore, the time series of pressure data recorded by individual pressure
sensors in the numerical model demonstrated a good agreement with experimental results.

The additional observation from the numerical model results was made that in the case of the
standing waves under regular wave conditions within the 2DV framework, the maximum wave
force does not coincide with the wave crest at the wall. The maximum force occurs before the
highest surface elevation at the wall is reached, because the acceleration contributing to the
dynamic pressure component is greater prior to the crest.

Based on the conclusions drawn from analyzing a numerical case based on Goda’s experi-
ments, the St. Petersburg hydraulic conditions and water depth were used to evaluate the
pressure induced on the wall in the 2DV case. This study demonstrates the consistency of
the numerical pressure data with the Goda empirical formula. However, findings suggest that
while the empirical formula of Goda approximates overall force trends well, it tends to overesti-
mate the forces acting on the vertical wall in the 2DV model. The analysis also shows that the
Sainflou method overestimates the numerical 2DV results by 94% and the quasi-linear Linear
Wave Theory overestimates them by 54%. This indicates that he numerical analysis of forces
exerted on a structure can contribute significantly to the structural design optimization, as it
provides more realistic force estimations than empirical formulas and the quasi-regular Linear
Wave Theory.

Building upon the 2DV case, the study was extended to a 3D case where a more complex
structure was implemented in place of the wall. For the 3D case, the order of magnitude of
extreme positive forces aligns well with physical tests, with the extreme maximum dynamic
force reaching 16.7 MN, while the physical experiments indicate this value lies between 12.2
MN and 17.0 MN. However, the negative forces were not well reproduced, as it is two times
smaller than the expected value. During the physical model tests of the sector gates, the forces
were not measured directly at the surface of the gate leaves with pressure sensors, but rather
at the gate supports (hinges), representing the structural response to applied forces rather
than direct surface measurements on the gate leaves. Moreover, the rigid gate structure was
tested in the physical model was placed in a hanging position and not resting at the bottom.

42
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Also, in the physical model, the water level was present on both sides of the gate, a condition
that was not replicated in the numerical model.

As a result, the precise accuracy of the results obtained from the 3D model data presented
in this study cannot be fully validated. Despite this limitation, the maximum force obtained in
the numerical model falls within the expected range, as measured on the hinge of the sector
gate. Additionally, the global patterns of the wave-structure interaction observed in the result
analysis of the numerical model output are consistent with theoretical expectations; for exam-
ple, the largest forces occur on the part of the gate where waves are more normally incident.
At the junction of the gates, the measured wave height is four times larger than the incoming
wave height due to the reflection of both gates at the junction.

4.2. Capabilities and practical considerations of 3D CFD model
In general, the method of analyzing the 3D data presented in this study provides valuable
insight into the wave behavior around the sector gate for the specific wave condition that was
analyzed. This method demonstrates a possibility to extract highly detailed data for extreme
wave conditions, providing insight into the areas in the gate that are most affected by wave
interaction. This analysis has shown that the model is capable of simulating waves in 3D
and includes complex structure geometries, such as sector gates. The results of the CFD 3D
model are able to identify critical areas within a structure. Based on these findings, the further
evaluation of the structural response can be undertaken. For example, from the knowledge
base within DHV, when the St. Petersburg gate was designed, the maximum force acting on
the gate was equally distributed between the two supporting arms of the gate. However, from
this study, it can be observed that the maximum force occurs with the application point shifting
between the side of the gate and approximately two-thirds along the gate, indicating that when
extreme force occurs, one supporting arm of the gate may experience a significantly higher
dynamic load than the other. Such observation should be considered in the future design or
redesign of the sector gate.

Therefore, the numerical 3D model is able to provide extensive measurement data when prop-
erly set up. An experienced modeller can set up the model within a day; however, the com-
putation times of the model are very long. Running one 3D model in this study required 2.5
weeks and occupied 846 GB of memory. Compared to physical tests, the numerical model
offers a higher spatial and temporal resolution, providing insights that are more challenging to
obtain in physical experiments. Setting up a physical model generally takes weeks and incurs
high costs, which represents a significant disadvantage of physical model testing. However,
once the setup is completed, multiple wave conditions can be tested and evaluated, using the
same setup, allowing the data collection of a large dataset for various wave conditions within
a relatively short period.

This study shows that the grid adjustments in the numerical model are necessary to account
for wave height and length variations. Additionally, modelling the obliquely incident waves
presents additional challenges, as a literature study of grid quality shows that misalignment
between grid cells and flow direction can result in significant numerical diffusion. In addition
to the need to set up a new model grid for each hydraulic condition, each model run takes a
very long time for 3D cases.

Next to the CFD model, physical modelling and empirical relations, other numerical models
exist as well, such as mild-slope models. In order to compare the applicability of these meth-
ods, comparison to CFD is presented in Table 4.1. In this comparison, it is concluded that the
most accurate methods are physical modelling and 3D CFD modeling. However, the most
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efficient method is empirical modelling, which can be used for a fast feasibility check at the
preliminary stage of design. Furthermore, SWASH can be used; however, when compared to
OpenFOAM, SWASH is less suitable for applications where force impulse is critical. Therefore,
OpenFOAM models are recommended for such cases (Gruwez et al., 2020).

Table 4.1: Comparison of the methods for the wave-structure interaction on accuracy, efficiency, modeled
phenomena, and suggestions for applications of the methods

Therefore, while implementing the CFD numerical model for analyzing the forces acting on
hydraulic structures offers many advantages over the physical model, physical models remain
more practical whenmultiple hydraulic conditions need to be tested. In practice, a combination
of both approaches is recommended because with the physical model, the governing hydraulic
case can be identified. Once the main hydraulic case is identified, it can be further evaluated
using the CFD model in order to gain detailed insights into the processes occurring in the
system.

4.3. Limitations
Avaliable computational power
As previously mentioned, one of the major limitations of using the CFD method for analyzing
the sector gate structures is the model size. Modeling two gates, rather than one, would
require significantly more computational power than is available. In this 3D case study, for
example, running a model with a slightly coarser grid of 12 cells per wave height, a total of
around 7.3 million cells, and including only one gate with no complex bathymetries for 250 s
with the regular wave, it requires 2.5 weeks of running time. It appears that modelling a sector
gate wider than 100 m under the specifically used wave conditions would be unfeasible with
the current setup and computational capacity of 16 cores.

If a case with longer waves were to be analyzed, the size of the numerical flume would have
needed to be proportionally increased to accurately model the long waves. This would result in
an excessively large number of cells, exceeding the limits of currently available computational
power. However, it should be noted that other models, for example, potential flow models, are
more suitable for the analysis of long waves, and the primary strength of the CFD model is its
ability to model short, steep waves.

Simplifications
Moreover, due to limitations in the number of cells and model size, certain simplifications were
necessary. For example, no breakwater and side banks of the challenge were taken into ac-



4.3. Limitations 45

count. Instead, a fully reflective boundary was applied on the side of the numerical domain.
In reality, the channel has revetments which do not have 100% reflection, hence the energy
of the waves would have been partially dissipated. In order to introduce an energy dissipation
in the model, a relaxation zone could be implemented instead of a fully reflective boundary.
However, this would require expanding the computational domain and, consequently, increas-
ing the number of cells in the mesh, which is not feasible, given the limited computational
capacity. The gate structure was modeled to be 100% reflective as well. In reality, the struc-
ture is not 100% reflective and responds dynamically to wave frequencies; therefore, actual
wave-structure interactions result in greater dissipation.

For waves normal to the structure, a symmetrically modeled domain allows for simulating only
half of the computational domain. However, if the obliquely incident waves were modeled, the
entire domain would need to be taken into consideration. This is due to the fact that if obliquely
incident waves were to be modeled, the symmetryPlane boundary condition would no longer
be applicable. Moreover, if only one of the gates with oblique wave incidence were modeled,
the reflection patterns and seiching modes would not be accurately captured in the model.

In reality, there is a gap between the two gates. In the CFD model, no opening was included
between the gates, as this would result in modelling very high velocities in the gap. Modelling
of such velocities would require significantly smaller grid resolution around the junction of the
gates. Since challenges were encountered with configuring SnappyHexMehs and the overall
computational demands, further mesh refinement around that region would not be feasible.
For future studies, it is recommended to include the pressure release at the junction of the
gates for more accurate results. This can be done by placing the gap at the junction of the
gates or simulating the pressure release by placing porous layers at the junction of the gates.
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Conclusion and recommendations

5.1. Conclusions
The objective of this study was to evaluate the applicability of the CFD modelling using the
OpenFOAM and Waves2Foam package for determining the hydraulic loads on storm surge
barrier sector gates. The relevance of this study lies in addressing the existing research gap
in hydraulic loads on complex shapes, such as storm surge barriers, while the demand for the
design and installation of sector gates rises worldwide.

Therefore, this study answers the following question that was posed in Chapter 1:

How can 3D Computational Fluid Dynamics (CFD) modeling be utilized in order to analyze
the spatial distribution of wave-induced pressure on storm surge sector gates?

In order to answer this research question, three CFD models were set up and their results an-
alyzed. The first model, set up in 2DV, was used to validate the pressure distributions against
the physical model results of Goda (1966). The second 2DV model was set up based on the
hydraulic conditions of the physical model of the St. Petersburg sector gate. Its results were
compared with the theoretical and empirical calculations of pressure distributions. Finally, the
2DV case-study model was extended into a 3D model, with its outcomes initially compared to
the outcomes of physical model tests, followed by extensive analysis of the pressure distribu-
tion over the sector gate.

The results of the 2DV case, based on Goda’s physical model test, demonstrated an overall
trend alignment in both spatial pressure data and temporal pressure fluctuations per sensor
over one wave period. In the second 2DV case, based on the St. Petersburg cross-section,
developed with a resolution of 16 cells per wave height, and extreme hydraulic conditions of
the case study with wave height of 4 m and period of 5.9 s, the maximum pressure distribution
aligned with empirical relations of Goda, however, the empirical formulas of Goda overesti-
mated the result by 8%. The 2DV numerical result displayed a profile similar to the Linear
Wave Theory; however, the Linear Wave Theory overestimated the CFD 2DV model results
by 54% at the maximum pressure measured at the mean water level. The Sainflou empiri-
cal method overestimated the 2DV results overall by 94%, which makes it the least suitable
approach. Overall, the 2DV CFD model demonstrates that both the empirical formulas and
Linear Wave Theory overestimate the forces exerted on a wall of a structure.

In the 3D model of the St. Petersburg sector gates, an optimal resolution of 12 cells per
wave height was used as a trade-off between accuracy and available computational power.
Furthermore, the numerical flume length was reduced, and the model was restricted to a single
gate due to limited computational resources available. The analysis of the data recorded by
the numerical wave gauges in the 3D CFD model along the gate reveals that at the junction of
the gates, the wave height is approximately four times larger than the incoming waves, which
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is a result of the shape of the gate and the model simulating reflection from both gates. In
the results of pressure measurements obtained from the 3D CFD model, the largest peak of
maximum total forces was measured as 16.7 MN, falling within the range of 12.2 MN to 17
MN, as measured during the physical tests. In contrast, the negative extreme forces were
underestimated by roughly two times. The forces measured in the CFD model showed three
peaks in the force magnitude. These peaks occurred after the overtopping events at the
junction of the gates, near the junction of the gates, and at the location approximately two-
thirds away from the junction of the gates. The latter location corresponded to the highest
measured pressures and the application points of the largest total forces.

The analysis of the spatial and temporal pressure variations on the tested sector gate under
a single hydraulic condition revealed the formation of four antinodes along the gate. At these
antinodes, the maximum localized pressure occurred, as well as the greatest temporal vari-
ation of it. Furthermore, there was a sharp phase transition between two antinodes in the
middle section of the gate, which is a critical feature that has to be taken into account while
designing a sector gate.

In conclusion, this study demonstrated that CFD modelling can effectively estimate the spatial
distribution of pressures on storm-surge barrier gates. The analysis of data from the numerical
model showed that in 2DV, the pressure distributions were in agreement with theory and phys-
ical experiments. In the 3D numerical outcomes, the measured values fell within the expected
range, which was measured in the laboratory. However, the negative extreme forces were un-
derestimated. Notably, the analysis of 3D CFD model data was able to identify the maximum
forces acting on a gate and the application points of the largest forces, which can be used in
the design of the support arms of the structure. The CFD-based approach provides insights
into the magnitude and critical location of design forces on the structure, while also enabling
the identification of the type of forces and the locations of significant forces, averaged over
time. For a provided case study, the analysis revealed four critical locations at four antinodes
along the gate. These findings from the 3D CFD model offer valuable insights for designing
and optimizing the sector gates in the future.

5.2. Recommendations
For design of the gate
In terms of applying the results of the developed model in practice, the analysis providing the
value of total force can be used for determining loads on the gate in the closed state. The
spatial force analysis is recommended for determining the load on the supporting arms of the
gate, as it seems that the dynamic load on the gate is not symmetrically divided between
the arms. The application point along the vertical axis can also be used for calculating the
possibility of the gate structure experiencing upward force if the gate shape has curvature
over the height of the gate. Furthermore, the analysis of the node-antinode formation and
phase calculation within the antinodes is recommended for assessing the torsion of the gate
leaf.

The developed model is very large; therefore, it is recommended to use the analysis above
only for the detailed design validation. To broaden the model’s application in the preliminary
design stage of large structures, optimizations are needed in order to reduce the computational
time.

For 3D numerical modelling
The 3D model setup faced a number of limitations related to the high computational resources
required, which restricted the size and resolution of the model. Currently, this 3Dmodel should
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be mostly used for the evaluation of the final design. In order to make this model applicable
for earlier stages of the design process, for future studies, it is recommended to investigate
methods for reducing the number of computational cells in 3D CFD modeling. One of the
methods could be the use of a one-phase CFD model. In this study, the two-phase model
was implemented, resolving both air and water. Future research can assess the applicability
of one-phase models, which resolve only the water phase, while estimating forces on storm
surge barriers or other complex structures.

Furthermore, the forces and pressures estimation in this study was done based on the load
of regular waves, which were based on H1%. Therefore, it is recommended to perform an
irregular waves run. In order to obtain the wave statistics for identifying the highest waves that
can occur, and determining governing extreme load combinations on the sector gate structure.

In this study, the side boundary was defined as the no-slip boundary, which is a fully reflective
boundary condition. In order to develop a model closer to reality, porous layers or outlet bound-
aries can be considered on the side boundary. However, this should be carefully implemented,
as it leads to an increase in the size of the numerical model.

Lastly, the investigation of the loads on the sector gates can be further extended by modelling
the sector gate as a floating object. This approach would add insights into the sector gate
movements as the hydraulic forces act on it.
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A
Appendix A

A.1. Bathymetry water level variations based on OpenFOAM and
OceanWave3D

In this appendix, water elevation for the four wave gauges around the bathymetry variations
is presented.

Figure A.1: Water level for t>300 at the wave gauge 2

Figure A.2: Water level for t>300 at the wave gauge 4
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Figure A.3: Water level for t>300 at the wave gauge 7

Figure A.4: Water level for t>300 at the wave gauge 8
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Appendix B

B.1. Plotted force magnitude for antinodes of 3D pressure distribu-
tions and the phase differences

Figure B.1: Comparison of force magnitude timeseries for antinodes 1 and 2

Figure B.2: Comparison of force magnitude timeseries for antinodes 1 and 3
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Figure B.3: Comparison of force magnitude timeseries for antinodes 1 and 4
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