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Summary

Motivation
Our routine interactions with connected products and services result in the collection
and indefinite storage of personal digital-trace data. These data are increasingly entan-
gled with our lives. What we experience is scattered around multiple data points: our
browsing history can account for our interests and worries, our messaging logs can ac-
count for our social relationships, and our purchase history can account for our dietary
preferences. Digital-trace data is increasingly valuable for scientific research as it can
offer insights into specific aspects of our daily experiences. Researchers across various
disciplines have been developing methods and tools to access these data. One of these,
and the focus of this thesis, is data donation.

Objective
This thesis aims to develop an alternative data donation approach informed by the
principles of Data Feminism that empowers donors to know and care for their data and
promotes different forms of knowledge and participation. The alternative approach,
called Sensitive Data Donation, is directed at intimate research contexts, such as the
home and the body. These contexts are inherently private and situated spaces where it
is crucial to explore and negotiate people’s relationships with their data.

Outline and Results

Chapter 1 motivates the need for an alternative approach to data donation in-
formed by the principles of Data Feminism. The chapter states the aim of the
thesis and outlines the research questions and the methodological choices – de-
scribing the participatory Research through Design approach.

Chapter 2 describes the key concepts and the current practices in the data do-
nation literature, synthesizes these into a conceptual framework, and introduces
a critique through the principles of Data Feminism. The critique informs a first
approximation of the Sensitive Data Donation principles and the Sensitive Data
Donation approach.

Chapter 3 investigates how data donation can integrate multiple forms of knowl-
edge other than digital-trace data, specifically people’s embodied and situated knowl-
edge. The chapter introduces the first iteration of an empirical data donation pro-
cess. It focuses on value creation, data curation, and data interpretation. It is ap-
plied in a research project aiming to support people who track their menstrual
cycle in interacting with the data they produce. The chapter concludes with a re-
flection on the actors involved in data donation and how their roles are influenced
by data interpretation.

ix
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Chapter 4 investigates how data donation can foster an incremental understand-
ing of data that invites donors to (re)assess their participation. The chapter intro-
duces the second iteration of an empirical data donation process. It focuses on in-
crementally supporting donors in knowing their data before deciding to donate it
and through their voluntary participation in subsequent activities. It is applied in a
research project aiming to investigate people’s perceptions of their speech records
– data collected by connected voice assistants. The chapter concludes with a re-
flection on ongoing and dynamic consent practices in data donation.

Chapter 5 delves into the data and its perceived characteristics. The chapter in-
vestigates how donors perceive the ‘sensitivity’ and ‘intimacy’ of their data, specif-
ically their Google Assistant speech records, when faced with a comprehensive
overview. It proposes a conceptualization of ‘sensitive’ and ‘intimate’ data that
accounts for their nuance and contextual properties.

Chapter 6 is an interlude. The chapter introduces dataslip. It is a provocative arti-
fact that materializes the personal data trail in the form of a receipt. It aims to raise
awareness over personal data collection and elicit creepiness. Further, the chapter
describes the use of dataslip to foster a conversation with community members
around the challenges of personal data collection and envisioning alternative fu-
tures.

Chapter 7 investigates how data donation can promote different degrees of par-
ticipation, specifically contributors, collaborators, and co-creators. The chapter
introduces the third iteration of an empirical data donation process. It focuses on
incorporating dedicated activities for each of the three degrees of participation. It
is applied in a research project aiming to investigate athletes’ perceptions of the
impact of their menstrual cycle in sports through their physical activity data. The
chapter concludes with a reflection on how different degrees of participation lead
to various choices and impact both the data donation process and the data.

Chapter 8 presents a concluding overview of the research. The chapter discusses
the findings, highlights the research contributions, discusses the implications, re-
flects on the limitations, and provides recommendations for future work.



Resumen

Motivación
Nuestras interacciones diarias con productos y servicios conectados resultan en la re-
copilacion y el almacenamiento indefinido de datos personales. Estos datos están cada
vez más entrelazados con nosotros mismos. Lo que experimentamos hace parte de
múltiples datos: nuestro historial de navegación da cuenta de nuestros intereses y pre-
ocupaciones, nuestro historical de mensajes da cuenta de nuestras relaciones sociales
y nuestro historial de compras da cuenta de nuestras preferencias dietéticas. Los datos
son cada vez más valiosos para la investigación científica, ya que pueden ofrecer infor-
mación sobre aspectos específicos de nuestras experiencias diarias. Investigadoras de
diversas disciplinas han estado desarrollando métodos y herramientas para acceder a
estos datos. Uno de ellos, y el foco de esta tesis, es la donación de datos.

Objetivo
Esta tesis tiene como objetivo desarrollar un enfoque alternativo de donación de datos
informado por los principios del Feminismo de Datos que invite a las donantes a cono-
cer y cuidar sus datos y promueva diferentes formas de conocimiento y participación. El
enfoque alternativo, llamado Donación de Datos Sensibles, está dirigido a contextos de
investigación íntimos, como el hogar y el cuerpo. Estos contextos son espacios inher-
entemente privados y situados donde es crucial explorar y negociar las relaciones entre
las personas y sus datos.

Estructura y Resultados

Capítulo 1 motiva la necesidad de un enfoque alternativo para la donación de
datos informado por los principios del Feminismo de Datos. Establece el objetivo
de la tesis y describe las preguntas de investigación y las decisiones metodológicas,
profundizando en el enfoque de Investigación por medio del Diseño.

Capítulo 2 interroga los conceptos y prácticas de donación de datos a través de
una revisión de la literatura. Estos se sintetizan en un marco conceptual de donación
de datos y se critican a través de los principios del Feminismo de Datos. Final-
mente, el capítulo consolida las ideas del marco conceptual y la crítica en los cinco
principios de la Donación de Datos Sensibles. Estos principios se plasman en un
enfoque de cinco fases que se explorará y aplicará en capítulos posteriores.

Capítulo 3 investiga cómo la donación de datos puede integrar múltiples formas
de conocimiento, más allá de los datos, específicamente el conocimiento que viene
de las personas. El capítulo presenta la primera iteración de un proceso empírico
de donación de datos que se centra en la creación de valor y la interpretación de
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los datos. Se aplica en un proyecto de investigación que tiene como objetivo ayu-
dar a las personas que realizan un seguimiento de su ciclo menstrual a interactuar
con los datos que producen. El capítulo concluye con una reflexión sobre los ac-
tores involucrados en la donación de datos y cómo sus roles se ven influenciados
por la interpretación de los datos.

Capítulo 4 investiga cómo la donación de datos puede fomentar una comprensión
incremental de los datos que invite a las donantes a (re)evaluar su participación.
El capítulo presenta la segunda iteración de un proceso empírico de donación de
datos, centrada en apoyar progresivamente a las donantes para que conozcan sus
datos antes de decidir donarlos. Se aplica en un proyecto que tiene como objetivo
investigar las percepciones de las personas sobre sus registros de voz. El capítulo
concluye con una reflexión sobre las prácticas de consentimiento dinámicas en la
donación de datos.

Capítulo 5 profundiza en los datos y sus características percibidas. El capítulo in-
vestiga cómo las donantes perciben la “sensibilidad” y la “intimidad” de sus datos,
específicamente sus registros de voz del Asistente de Google, cuando se enfrentan
a ellos a profundidad. Propone una conceptualización de datos “sensibles” e “ín-
timos” que tiene en cuenta sus matices y propiedades contextuales.

Capítulo 6 es un breve interludio. El capítulo presenta a dataslip. Se trata de un
artefacto provocador que materializa el rastro de datos personales en un recibo.
Su objetivo es crear conciencia sobre la recopilación de datos personales y provo-
car incomodidad. Además, el capítulo describe el uso de dataslip para fomentar
una conversación con personas de todas las edades sobre los desafíos de la recopi-
lación de datos personales y la visión de futuros alternativos.

Capítulo 7 investiga cómo la donación de datos puede promover diferentes grados
de participación, específicamente contribuyentes, colaboradores y cocreadores.
El capítulo presenta la tercera iteración de un proceso empírico de donación de
datos, centrada en incorporar actividades dedicadas para cada uno de los tres
grados de participación. Se aplica en un proyecto que tiene como objetivo in-
vestigar las percepciones de atletas sobre el impacto de su ciclo menstrual en su
rendimiento deportivo. El capítulo concluye con una reflexión sobre cómo los
diferentes grados de participación conducen a diversas opciones e impactan tanto
en el proceso de donación de datos como en los datos.

Capítulo 8 presenta una visión general concluyente de la investigación. El capítulo
analiza los hallazgos, destaca las contribuciones de la investigación, analiza las
implicaciones, reflexiona sobre las limitaciones y proporciona recomendaciones
para investigar en el futuro.



Samenvatting

Motivatie
Onze dagelijkse interactie met verbonden producten en diensten resulteert in de ver-
zameling en eindeloze opslag van digitale sporen: persoonlijke data. Deze data raken
meer en meer met onze levens vervlochten. Onze ervaringen raken verspreid over een
variëteit aan datapunten: onze zoekgeschiedenis op het internet toont onze interesses
en zorgen, berichten laten onze sociale relaties met anderen zien en onze aankoopge-
schiedenis bevat onze dieetwensen. Digitale sporen krijgen steeds meer waarde voor
wetenschappelijk onderzoek aangezien ze inzicht kunnen bieden in aspecten van ons
dagelijks leven. Onderzoekers in verschillende disciplines hebben methodes en hulp-
middelen ontwikkeld om toegang tot deze data te krijgen. Eén daarvan, de focus van dit
proefschrift, is data donatie.

Doel
Het doel van dit proefschrift is om een alternatieve benadering voor data donatie te
ontwikkelen, gebaseerd op principes van het datafeminisme, die donoren in staat stelt
hun data te leren kennen en om zorgvuldig met hun data om te gaan en die verschil-
lende vormen van kennis en participatie bevordert. Deze alternatieve benadering, ge-
naamd Gevoelige Data Donatie (SDD), richt zich op intieme onderzoekscontexten, zo-
als de woonomgeving en het lichaam. Deze contexten zijn inherent privé en context-
afhankelijk, wat het cruciaal maakt om de relatie tussen mensen en hun data samen te
verkennen en vorm te geven.

Overzicht en Resultaten

Hoofdstuk 1 motiveert waarom er behoefte is aan een alternatieve benadering
voor data donatie, voortkomend uit de principes van het datafeminisme. Dit hoofd-
stuk presenteert de doelstelling van dit proefschrift, introduceert de onderzoeks-
vragen en methodologische keuzes en beschrijft de participatieve Onderzoek door
Ontwerp (RtD) aanpak.

Hoofdstuk 2 beschrijft de centrale concepten en huidige praktijken rondom data
donatie zoals beschreven in de literatuur. Het integreert deze concepten en prak-
tijken in een conceptueel raamwerk en bekritiseert ze vanuit het datafeminisme
[52]. Deze kritiek vormt het startpunt voor een eerste aanzet tot de principes en
aanpak van Gevoelige Data Donatie (Sensitive Data Donation).

Hoofdstuk 3 onderzoekt hoe data donatie verschillende vormen van data, anders
dan digitale sporen, zoals de belichaamde en gesitueerde kennis van mensen, kan
integreren. Dit hoofdstuk introduceert een eerste iteratie van een empirisch data
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donatieproces. Het focust op het creëren van waarde en het cureren en interpre-
teren van data. Het wordt toegepast in een onderzoeksproject met als doel om
mensen die hun menstruatiecyclus bijhouden te ondersteunen in hun interacties
met de data die zij genereren. Het hoofdstuk wordt afgesloten met een reflectie op
de actoren die betrokken zijn bij data donatie en hoe hun interpretatie van data
hun rol beïnvloedt.

Hoofdstuk 4 onderzoekt hoe data donatie het begrip van data kan vergroten, om
daarmee donoren in staat te stellen hun deelname (opnieuw) te overwegen. Dit
hoofdstuk introduceert een tweede iteratie van het empirische data donatiepro-
ces. Het focust op stapsgewijze ondersteuning van donoren om hun data te leren
kennen, voordat ze besluiten deze data te doneren, tijdens vrijwillige deelname
aan een serie activiteiten. Het proces wordt geïmplementeerd in een onderzoeks-
project met als doel om de menselijke perceptie van spraakopnamen te onderzoe-
ken - data verzameld door digitale stemassistenten. Het hoofdstuk wordt afgeslo-
ten met een reflectie op het voortdurende en dynamische proces om toestemming
te geven voor data donatie in de praktijk.

Hoofdstuk 5 duikt in de data en hoe hun eigenschappen worden ervaren. Het
hoofdstuk onderzoekt hoe donoren de ‘sensitiviteit’ en ‘intimiteit’ van hun data,
in het bijzonder spraakopnamen van Google Assistent, ervaren wanneer ze gecon-
fronteerd worden met een overzicht daarvan. Het introduceert de concepten ‘sen-
sitieve’ data en ‘intieme’ data, die rekening houden met de nuances en contextuele
eigenschappen van data.

Hoofdstuk 6 is een intermezzo. In dit hoofdstuk wordt dataslip geïntroduceerd.
Het is een provocerend artefact dat de persoonlijke digitale sporen van mensen
materialiseert in de vorm van een kassabon, met als doel om bewustzijn over de
verzameling van persoonlijke data te vergroten en een ongemakkelijk gevoel uit
te lokken. Verder beschrijft dit hoofdstuk het gebruik van dataslip om het gesprek
met mensen aan te gaan over de uitdagingen rondom de verzameling van per-
soonlijke data en om alternatieve toekomstbeelden te verkennen.

Hoofdstuk 7 onderzoekt hoe data donatie verschillende niveaus van participatie
kan bevorderen, namelijk bijdragen, samenwerken en co-creëren. Dit hoofdstuk
introduceert een derde iteratie van het empirische data donatieproces. Het richt
zich erop om de specifieke activiteiten voor elk van de drie participatieniveaus
vorm te geven in het proces. Het proces wordt toegepast in een onderzoeksproject
met als doel de ervaring van atleten wat betreft de impact van hun menstruatiecy-
clus op hun sport te onderzoeken met behulp van data over hun fysieke activitei-
ten. Het hoofdstuk wordt afgesloten met een reflectie op hoe verschillende niveaus
van participatie tot andere keuzes leiden en zodoende het data donatieproces én
de data beïnvloeden.

Hoofdstuk 8 sluit af met een overzicht van het onderzoek. Het hoofdstuk pre-
senteert de bevindingen, benadrukt de bijdragen van het onderzoek, bespreekt de
implicaties, reflecteert op de beperkingen en geeft aanbevelingen voor toekomstig
onderzoek.
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tonia. Andrea Mauri y Uğur Genç, gracias por mostrarme las alegrías y dificultades de
la vida después del doctorado. ¡Siempre fue divertido pasar tiempo con ustedes!

Gracias a las estudiantes de IDE que tuve la suerte de asesorar en sus proyectos de
graduación: Eline Muijters, Alina Wundsam y Julia Rademaker. Fue un placer trabajar
con ustedes. Su entusiasmo y curiosidad son inspiradores. Me emociona verlas brillar en
los caminos que eligieron. No puedo esperar a ver todas las cosas increíbles que harán a
continuación.

Estoy increíblemente agradecida con investigadoras jóvenes con quienes tuve el placer
de colaborar. Wiebke Hutiri, en ti siempre encontré entusiasmo, aliento y la energía más
increíble. Las muchas conversaciones, cafés, y carreras que compartimos me motivaron
y siempre me recordaron que hacer investigación puede ser divertido. Renee Noortman,
estoy muy feliz de habernos conocido. En ti encontré a una investigadora feminista en
el mismo campo con pasión, ambición, y curiosidad. Me inspiras a ver el lado positivo
– incluso al perderse en un campo de golf – y a no solo imaginar sino crear un futuro
mejor. Anna Dobrosovestnova, admiro tu agudeza y tu pensamiento crítico. Gracias
por los primeros comentarios sobre mi trabajo y por invitarme a visitar tu laboratorio en
Viena. Gracias también a Emiel Rijshouwer y Els Leclercq, por invitarme a su proyecto
y mostrarme el valor de hacer investigación participativa y activismo con cuidado.

Gracias a la comunidad emergente de Datos y Diseño por tantas conversaciones y
eventos inspiradores: Janne van Kollenburg, Yvette Shen, Dave Murray-Rust, Dajana
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Preface

Everything in this thesis I owe to stubbornness and endurance.
Like many other things in my life as a migrant, my PhD experience began on a plane.

I was flying from Bogotá to Frankfurt to visit my sister and finish arranging my move to
Delft. Countless people were also flying at that time carrying – probably without knowing
it – COVID-19 around the world, some of them on the same plane as me.

The COVID-19 pandemic was the first of many opacities in my PhD – unclear situa-
tions with undefined and mutable rules that no one communicates or explains. Would
knowing these opacities a priori have changed anything? I’m not sure. When I decided
to move to Delft and live in a small studio apartment, I didn’t know that there, alone, I
would spend several months trying to decipher many other opacities.

The PhD is inherently opaque. It is an individual process – lonely? –, shaped by the
people who participate in it and the (power) relationships between them, the financing
scheme, and the particularities of the institution in which it is carried out. It is difficult
to know what to expect from a PhD beyond that it is a long and complicated process. But
how long? How complicated? For all of us doing a PhD, it is the first time we are doing
a PhD, we don’t know what a normal PhD is or what it could/should be like. In fact, the
process is very different for everyone and there is not a single way of doing a PhD.

Every PhD is opaque as you go through it. Opacity is not necessarily bad; it is part
of a learning process. However, opacity allows certain non-normal – yet normalized –
situations that would not be allowed otherwise. Furthermore, it delays the realization
that situations that seem normal are not or should not be. My PhD – the research process
that resulted in this thesis – was not normal, it was disempowering, yet it was formative.

To honor my experience during the opaque and non-normal – normalized – process
that resulted in this thesis, and to accompany anyone who is in the middle of a non-
normal process, I would like to highlight some non-normalities. But first, I want to em-
phasize that this is my thesis, and it is my voice that narrates an experience that was
mine, but that I also shared with other people. Their voices are not reflected here, and
therefore the non-normalities described here are partial.

First, it is not normal for (pre-existing) (power) relationships between the parties in-
volved in your PhD to hinder your learning process. Second, it is not normal frequently
not receiving timely and/or critical feedback on your work. Third, it is not normal for
(thinking about) progress meetings to lead you to feelings of fear, boredom, or anger,
especially if your fellow PhD colleagues feel the same way. Fourth, it is not normal that
considerations that clearly affect your ability to do a PhD – such as your immigration
status – are not considered when deciding what to do about your PhD. Fifth, it is not
normal to have to create mechanisms to give and receive support and feedback because
either they do not exist or those that do exist are not normal.

Now, on another plane, this time from Bogotá to Amsterdam, I think that, even if my
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PhD was opaque, not normal, and disempowering, it was an enriching experience. But,
above all, an experience of community, care and support. I took care of myself, other
people took care of me, I took care of other people, and together we took care of each
other. I also took care of this thesis, and put infinite perseverance, energy and a love into
it. I hope that this thesis contributes to rethinking how we relate to and interact with our
data and invites us (researchers) to take care of the people behind the data. Also, may
this thesis invite us to care for and support ourselves and each other while we go through
opacities, non-normalities, and beyond.

Alejandra Gómez Ortega
Traveling, May 2024



Prefacio

Todo en esta tesis se lo debo a mi terquedad y resistencia.
Como muchas otras cosas en mi vida como migrante, mi experiencia de doctorado

comenzó en un avión. Volaba de Bogotá a Frankfurt para visitar a mi hermana y concluir
mi mudanza a Delft. En ese momento volaban también incontables personas cargando
– probablemente sin saberlo – el COVID-19 alrededor del mundo, algunas de ellas segu-
ramente en mí mismo avión.

La pandemia de COVID-19 fue la primera de muchas opacidades en mi doctorado
– situaciones poco claras con reglas indefinidas y mutables que nadie te comunica y
mucho menos te explica y que de haber conocido a priori habrían cambiado algo, ¿o no?
Cuando decidí mudarme a Delft y elegir un pequeño estudio no sabía que ahí, sola, iba
a pasar varios meses tratando de descifrar otras opacidades.

El doctorado es inherentemente opaco. Es un proceso individual – ¿solitario? –, mold-
eado por las personas que participan de él y las relaciones (de poder) entre ellas, el es-
quema de financiación, y las particularidades de la institución en la que se realiza. Es
difícil saber que esperar de un doctorado más allá de que es un proceso largo y com-
plejo. Pero ¿qué tan largo? ¿qué tan complejo? Todos los que hacemos un doctorado
por primera vez estamos haciendo un doctorado por primera vez, no sabemos que es o
como se ve un doctorado normal. De hecho, el proceso es muy diferente para cada uno
y no existe una única forma de realizar un doctorado.

Todo doctorado es opaco mientras se atraviesa. Esta opacidad no es necesariamente
mala, es parte de un proceso de aprendizaje. Sin embargo, la opacidad permite cier-
tas situaciones no normales – pero si normalizadas – que ante un marco de referen-
cia cualquiera no se permitirían. Además, dilata el darse cuenta de que situaciones
aparentemente normales no lo son, o no deberían serlo. Mi doctorado – el proceso de
investigación que resulto en esta tesis – no fue normal, fue horrible, formativo pero hor-
rible.

Para honrar mi experiencia durante el proceso opaco y no normal – normalizado – que
resulto en esta tesis, y para acompañar a cualquiera que esté en medio de un proceso
no normal, me gustaría resaltar algunas no normalidades. Pero antes, quiero enfatizar
que esta es mi tesis, y es mi voz la que narra una experiencia que fue mía, pero que
también compartí con otras personas. Sus voces no están acá reflejadas, y por ende las
no normalidades acá descritas son parciales.

Primero, no es normal que las relaciones (preexistentes) (de poder) entre las partes
involucradas en tu doctorado dificulten tu proceso de aprendizaje. Segundo, no es nor-
mal que con frecuencia no recibas oportunamente retroalimentación critica. Tercero,
no es normal que (pensar en) reunirte a discutir tu trabajo produzca sentimientos como
miedo, tedio, o rabia – especialmente si tus compañeros del doctorado sienten lo mismo.
Cuarto, no es normal que consideraciones que claramente afectan tu capacidad de hacer
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un doctorado – como tu situación migratoria – no se tengan en cuenta al tomar deci-
siones sobre los quehaceres del doctorado. Quinto, no es normal tener que crear mecan-
ismos para dar y recibir apoyo y retroalimentación porque o no existen o los que existen
no son normales.

Ahora, en otro avión, esta vez de Bogotá a Ámsterdam, pienso que, aunque mi doctor-
ado fuera opaco, no fuera normal y fuera ¿horrible? – ¡que palabra tan fuerte! – fue una
experiencia enriquecedora. Pero, sobre todo, una experiencia de comunidad, cuidado
y apoyo. Cuidé de mí, otras personas cuidaron de mí, cuidé de otras personas, y nos
cuidamos juntas. También cuidé de esta tesis, y puse en ella infinita perseverancia, en-
ergía y mucho amor. Así pues, espero que esta tesis contribuya a repensar la forma en la
que nos relacionamos con nuestros datos y a cuidar a las personas detrás de los datos.
También, que esta tesis invite a cuidar(nos) y apoyar(nos) mientras atravesamos opaci-
dades, no normalidades, y demás.

Alejandra Gómez Ortega
Viajando, Mayo 2024
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4 1. Introduction

1.1. Context and Motivation
As I write this thesis I’m interacting with various products and services that are collect-
ing, storing, and using data about me, a smartwatch on my left wrist, a smartphone on
the table, the digital music service where I listen to a playlist, and the internet browser
through which I write. Like me, millions of people routinely interact with several prod-
ucts and services that are constantly collecting, storing, and using personal digital-trace
data about them. Together, this data constitutes a digital trail [102] that is entangled with
and can partially account for our behavior and even our most intimate experiences.

Two of the most important characteristics of the data within this trail are their multi-
plicity and temporal dimension. Multiplicity means data can be in more than one place
at the same time. It can be copied and re-used for different purposes [155, 156]. Ad-
ditionally, multiple copies of multiple types of data can be combined and aggregated.
The temporal dimension anchors the data to a specific time and date. Thus, data can
partially account for our behavior and experiences over time and it becomes possible
to relate them to specific events and identify patterns and outliers. These characteris-
tics render personal data highly valuable for scientific research. Multiplicity enables re-
searchers to use data that was originally generated or collected for purposes other than
research [22, 155] and to re-use existing (open) data, while the temporal dimension en-
ables researchers to explore and investigate phenomena retrospectively and over time.

For decades, researchers and designers have developed different tools and methods
to generate, collect, access, and re-use data. One emergent approach is data donation.
Similar to the donation of blood or organs, the donation of data is an altruistic and vol-
untary transaction of personal data [22, 179] from a person who ‘has’1 data to another
person (e.g., researcher) or entity (e.g., healthcare institution) who needs it.

Data donation is increasingly being discussed and applied across various domains. It
offers opportunities to access new insights into people’s behavior and experiences and
opens the way to investigate critical research questions. For instance, researchers in
the healthcare domain at the Robert Koch Institute in Germany developed the Corona-
Datenspende App through which people could donate their health data (e.g., heart rate,
sleep duration, step count) from wearable devices and fitness trackers (e.g., Apple Watch,
Fitbit, Garmin) to monitor the COVID-19 pandemic [57, 166]. In the social sciences,
Breuer et al. [34] developed a browser plugin that donors could install to donate infor-
mation about public posts from their personal Facebook feeds (e.g., post title and author,
number of reactions, and comments) to a research project about media use. Similarly,
the human rights organization AlgorithmWatch [3] used data donation to investigate the
functioning of algorithmic systems on TikTok. In the field of Human-Computer Interac-
tion (HCI), Razi et al. [162] developed a web-based data donation system to collect pri-
vate Instagram conversations from teens to identify online risks, including nudity and
porn, sexual messages or solicitations, harassment, and violence, amongst others.

However, although data donation develops from values such as altruism, voluntari-
ness, and solidarity [97, 155, 179] its application in practice is often transactional and
appeals to other values, such as generalizability, efficiency, and speed. To encourage
TikTok data donations, Zannettou et al. [215] offered potential donors financial com-

1The term is in quotation marks as legal scholars have extensively argued about the limits of ownership – as
exclusive use– in the context of personal data [97, 155].
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pensation based on the types of data they choose to donate. It started at 5$ for the video
viewing history (mandatory) and increased by 1$ for each additional type of data (e.g.,
like history, share history, app settings, comments, followers). They claimed that in this
way they give “power” to data donors – the majority of which (95%) chose to donate “al-
most all the data” [215]. But did the donors really have the power to voluntarily decide?
They were offered a choice, but not choosing (i.e., donating all data) could have been
influenced by the monetary incentives, thus shifting the data donation away from vol-
untary to transactional. Additionally, were donors aware of the information they were
sharing through fields such as messages? I mentioned earlier how data are entangled
with our behavior and intimate experiences, including our social relationships. My Tik-
Tok messages might be mainly GIFs and emojis but still contain important information
about me, my partner, my friends and colleagues, and my family. Is it worth 1$? Would
7$ represent a similar value to donors as a publication would to researchers?

In this thesis, I aim to develop an alternative approach to data donation informed by
Data Feminism [51]. It proposes to interrogate and challenge (extractivist) practices in
data science and data ethics informed by the ideas of intersectional feminism. For in-
stance, by foregrounding power, who was it and who doesn’t. Thus, it is a valuable lens to
interrogate and challenge data donation practices such as that of Zannettou et al. [215],
described above, where donors have power, but do they? D’Ignazio and Klein [51] pro-
vide strategies in the form of seven principles of Data Feminism:

1. Examine Power: It relates to the scrutiny of power dynamics by asking who ques-
tions (e.g., Who benefits and is neglected? Whose priorities are prioritized or over-
looked?)

2. Challenge Power: It relates to challenging and changing an unjust status quo by
taking action (e.g., collecting counter-data, imagining and proposing an alterna-
tive).

3. Elevate Emotion and Embodiment: It relates to valuing multiple forms of knowl-
edge by challenging the perceived neutrality and objectivity of the data and ele-
vating “the knowledge that comes from people as living, feeling bodies in the world”
[51].

4. Rethink Binaries and Hierarchies: It relates to examining the assumptions behind
counting, measuring, and classification in the process of creating knowledge (e.g.,
What is counted and what is not?).

5. Embrace Pluralism: It relates to including a broad range of perspectives and par-
ticipants to contribute their knowledge to a data project at various stages by culti-
vating solidarity and a shared understanding. It builds upon Feminist practices in
HCI [15, 16].

6. Consider Context: It relates to recognizing the context in which the data is gener-
ated; by accounting for its situatedness [90].

7. Make Labor Visible: It relates to recognizing, and valuing the work(-ers) involved
in data projects by making them visible.
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These principles call for challenging the differentials embedded in the relationships be-
tween some of the actors in data donation (i.e., data donors, data recipients, data) and
raise important questions about the ethos and ethics of current data donation practices,
such as: Who benefits from data donation and who is neglected? Who participates and
how, people or their data? What forms of knowledge and data are prioritized?

In this alternative approach, which I call Sensitive Data Donation, I aim to include not
only ethics and responsible research practices but also people’s experiences of data do-
nation and their latent needs. The latter has been seldom considered in empirical data
donation research because of the domains, type of research questions, and contexts in
which data donation is applied. To date, practical approaches to data donation (e.g., [34,
162, 204]) predominantly focus on developing practices, platforms, and methods from
the perspective and needs of researchers, or simply use data donation to collect data
(e.g., [204, 215]). These include people, as data donors, but their data donation experi-
ence is not discussed or accounted for. Similarly, data donation research that accounts
for people’s experiences mainly focuses on their motivations (not) to donate (e.g., [152,
153, 179]) and privacy concerns through large-scale surveys or interviews. They include
people, as research participants, but these participants don’t experience data donation
(i.e., they do not participate in a process of donating data). Although I develop and pro-
pose similar practices, platforms, and methods, I strive to include people and their data
donation experiences. Thus, I scope my research questions and methodological choices
in a way that enables people to participate in and experience a specific form of data do-
nation and reflect on this experience. Through this process, I adopt mostly qualitative
methodologies and feminist approaches that advocate for reciprocity, collaboration, and
some level of self-disclosure with research participants [53].

1.2. Thesis Position in Research Landscape
This thesis is informed and influenced by three research areas: Critical Data Studies (Sec-
tion 1.2.1), Designerly Data Interpretation (Section 1.2.2), and (Data) Ethics and Privacy
(Section 1.2.3). At the intersection of these three areas (Fig. 1.1), this thesis focuses on
personal digital-trace data potentially available through data donation.

Personal data is defined in the European General Data Protection Regulation (GDPR)
as any information related to an identified or identifiable person [65]. The GDPR further
defines a special category of personal data: ‘sensitive data.’ It includes racial or ethnic
origin, political opinions, religious or philosophical beliefs, trade-union membership,
genetic data, biometric data processed solely to identify a human being, health-related
data, and data concerning a person’s sex life or sexual orientation [65, Art. 9].

Personal digital-trace data corresponds to the data that is generated and collected
as a result of people’s interactions with connected products and services. These data
could potentially contain or reveal sensitive information – and be categorized as sensi-
tive data. Personal digital-trace data have multiple forms, types, and formats [209], in-
cluding (1) digital communications (e.g., DMs on Tinder), (2) entertainment consump-
tion (e.g., Netflix), finances (e.g., credit card purchases), (3) physical activity (e.g., daily
steps), and (4) physiological signals (e.g., body temperature), among many others.

The (potential) availability of personal-digital trace data for scientific research and
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Figure 1.1: Research areas that ground this thesis.

other purposes was enabled by the GDPR in 2018. It defined the rights that data subjects
(i.e., individuals) have around personal data collection and use from data controllers
(i.e., product and service providers) [Art. 12-22][65]. Specifically, the right to access and
right to data portability, which allow individuals to receive their personal data from data
controllers, who are required to provide a copy in a machine-readable format.

1.2.1. Critical Data Studies
Several scholars in the fields of Human-Computer Interaction (HCI), Science and Tech-
nology Studies (STS), philosophy, and design propose to challenge common notions
and imaginaries around data, such as that they are clean or objective. Feminist scholar
Donna Haraway [90] introduced the concept of situated knowledges to illustrate how all
forms of knowledge, including data, are produced by specific people in specific circum-
stances. Expanding on this concept, Yanni Loukissas [115] argued that data are local.
Thus, deeply attached to and shaped by the places and contexts where they are created
and used. Moreover, he challenges the assumption that data are smooth and singular
and underlines that they are plural and heterogeneous. Building upon feminist schol-
arship, including Haraway’s situated knowledge, D’Ignazio and Klein [51] propose Data
Feminism as a way to foreground the power differentials embedded in (extractivist) data
practices and to interrogate, challenge, and change certain practices in data science that
reinforce existing inequalities. This thesis builds on these considerations: that data are
not neutral or objective but situated and local, and that power differentials are embed-
ded in practices around data collection.
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1.2.2. Designerly Data Interpretation
Personal digital-trace data is increasingly used in designerly processes and activities. De-
sign researchers and practitioners are incorporating digital-trace data into their prac-
tices and using it to design from, with, and by [188]. They have developed several meth-
ods and approaches that integrate behavioral data with contextualization, interpreta-
tion, and sense-making activities as part of exploratory design processes, including ‘Par-
ticipatory Data Analysis’ [28], ‘Data-Enabled Design’ [26], ‘Contextual Inquiry’ [79], and
‘Articulation Work’ [195]. For instance, Bogers and colleagues [26] developed a proto-
type of a connected baby bottle to collect behavioral data (i.e., movement, tempera-
ture) about bottle feeding experiences and visualized the data using a canvas to facilitate
participants’ interpretation and promote reflection during interview sessions. Similarly,
Tolmie and colleagues [195] developed a prototype that supported the legibility of sensor
data (e.g., temperature, humidity, motion) collected at home and invited people to inter-
pret and account for the data. These activities involve various orders of reasoning (e.g.,
place, time, people, practices, and events) and lead to relating data to specific events
and reflecting through data. This thesis builds on these interpretative, subjective, and
collaborative approaches to (designing with) data.

1.2.3. (Data) Ethics and Privacy
Practices around personal-digital trace data collection and use comprise several ethical
challenges [20, 131, 192]. These include: (1) accountability, ensuring people have clear
expectations – and that these are met [126, 199] – regarding the objectives of collect-
ing, processing, and sharing data as well as the potential benefits and harms that could
be derived from these [86, 137]; (2) autonomy, recognizing that people have different
preferences about information disclosure (e.g., What information do they wish to dis-
close? For which purposes?), and should be able – have the capacity and mechanisms
– to translate these preferences into concrete actions and decisions [77, 86, 126, 132];
(3) inclusion, providing people with meaningful opportunities to shape the data collec-
tion practices of which they are part [126, 157, 191]; (4) transparency, ensuring people
have timely access to legible and relevant information on how personal data is collected,
stored, and processed [126, 192, 199], and (5) privacy, ensuring people can protect their
information from undesired disclosure.

More broadly, privacy relates to the (non) disclosure of personal information. Crab-
tree and colleagues [49] provided an overview of the various ways in which privacy is
understood in HCI, including privacy as control, privacy as boundary management, and
privacy as contextual integrity, among others. Privacy as control relates to the ability
to control the flow of personal data through activities such as limiting information dis-
closure [208] and filtering what gets disclosed [169]. Privacy as boundary management
is informed by the work of Irwin Altman [7], and relates to the selective disclosure of
personal information as people move between privacy and publicity according to the
context and intention [145]. Based on the boundary metaphore, Sandra Petronio pro-
poses the Communication Privacy Management (CPM) theory, in which the disclosure
of private information is based on privacy rules that are negotiated around personal and
collective boundaries [149]. Finally, privacy as Contextual Integrity (CI) is a theory pro-
posed by Helen Nissenbaum where privacy is understood in terms of the appropriate-
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ness of information flows according to social or cultural norms and grounded in specific
contexts [137]. This thesis, which at its core relates to the (non) disclosure of personal
digital-trace data, integrates and further explores these ethical challenges and privacy
theories.

1.3. Research Aim
This thesis aims to develop an alternative approach to data donation informed by the
principles of Data Feminism that empowers donors to know and care for their data
and promotes different forms of knowledge and participation. Empowerment relates
to the understanding and power donors have over their data and how power and value
are distributed between donors and recipients. Participation relates to donors’ involve-
ment in the different research activities and how their involvement shapes their knowl-
edge of their data, the data themselves, and the knowledge that is generated.

The alternative approach is grounded in existing forms of data donation. It departs
from these approaches with a critique through the principles of Data Feminism. It chal-
lenges the perceived objectivity of digital-trace data and foregrounds multiple forms of
knowledge, including people’s embodied and situated knowledge. It recognises and ad-
dresses the knowledge gaps people might have over their digital-trace data and how
these influence their ability to decide about their disclosure. It recognizes the context
in which data is generated and how said context might influence its characteristics and
the feelings around its disclosure. It strives to conduct research with people and their
sensitive data as opposed to on people, or on their sensitive data. Moving away from
engaging with people as contributors, who share or transfer data, to collaborators, who
participate in interpreting the data, and co-creators, who participate in scoping the re-
search. Thus, the main research question this thesis addresses is: (RQ) How can data
donation empower donors to engage with their data and promote their participation
in design research? It can be divided into five further research questions:

RQ1: How is data donation defined, operationalized and applied in scientific (design)
research? With this question, I aim to identify and synthesize the relevant concepts
and current practices in the data donation literature. Although data donation is an emerg-
ing practice, it has been discussed, developed, and applied across several disciplines in-
cluding philosophy, psychology, health, social sciences and communication, and HCI.
Delving into existing forms of data donation is essential to develop an alternative ap-
proach. What are the core concepts and practices in data donation? What are the open
challenges in data donation research? How data donation should be approached in sci-
entific research?

RQ2: How can data donation integrate people’s embodied and situated knowledge(s)?
With this question, I aim to incorporate the forms of knowledge that arise from people as
“living, feeling bodies in the world” [51] into data donation. The “data” in data donation
corresponds to digital-trace data. It contains detailed and structured information over
time that is useful but limited. Especially in contexts where data is not seen as neutral or
objective; but as prompt and support for subjective and situated inquiry. What types of
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knowledge(s) are excluded from data donation? How could these be embraced in data
donation research?

RQ3: How can data donation foster an incremental understanding of data that invites
donors to (re)assess their participation?
With this question, I aim to incorporate activities that support and promote ongoing
consent practices into data donation. Informed consent requires that people under-
stand how and why their data will be used and the advantages, disadvantages, and po-
tential risks, associated with it [139]. Yet, since it is often hard for people to know their
data [100] it is also hard for them to clearly understand how their data will be used, and
even more so, the disadvantages and potential risks [140]. Can people consent to donate
their sensitive data when they don’t know them or their implications? How can people
know their sensitive data and identify what (not) to disclose?

RQ4: How do donors perceive ‘sensitivity’ and ‘intimacy’ when faced with a compre-
hensive view of their data?
With this question, I aim to identify and characterize the sensitive and intimate aspects
of personal data. Data donation often requires people to request and receive a copy of
their data from data controllers (i.e., product and service providers). Previous research
has demonstrated that this process is disempowering [4, 31]. Most data controllers do
not fully comply, and when they do, the returned data are “often difficult to understand,
impractical to use, and raised new questions and concerns” [31]. This poses a critical con-
sideration for data donation research, which strives to provide people with agency and
control over their sensitive data [24, 141, 204]. Can people act upon their sensitive data
when they don’t know them? What is sensitive about sensitive data?

RQ5: How can data donation promote different degrees of participation in research?
With this question, I aim to incorporate different degrees of participation into data do-
nation, namely: contributors, collaborators, and co-creators [175]. The degree of partic-
ipation of donors in data donation research is often limited, as they mainly contribute
to a specific research project by transferring their sensitive data (e.g., [34, 204, 215]). Of-
ten these projects are relevant to them and their communities. Thus, their perspectives
could be valuable to the research(ers). How else could people be involved in data do-
nation research? How could people play a more active role in data donation research
projects?

1.4. Research Approach
This thesis investigates how Data Feminism can inform an alternative data donation
approach that empowers donors to know and care for their data and promotes dif-
ferent forms of knowledge and participation. The research follows a participatory Re-
search through Design (RtD) approach [73]. I iteratively design and develop specific
instances of a data donation process – embodied by a digital data donation platform2.

2Data donation platform can be accessed through: datadonation.ide.tudelft.nl

datadonation.ide.tudelft.nl
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These instances are then deployed in the field [103] and applied in a specific case study
situated in an intimate context. Thus, enabling research participants (i.e., data donors)
to experience a specific form of data donation in a context and reflect on their experi-
ence.

1.4.1. Intimate Contexts
In this thesis, I apply (an iteration of) the Sensitive Data Donation approach in three case
studies, each situated in an intimate context mediated by data.

Case Study 1: It aims to support people who track their menstrual cycle in inter-
acting with the data they produce (i.e., menstrual tracking logs). Thus, it focuses
on intimacy in relationship to the menstruating body and its entanglements with
digital data. It is described in Chapter 3.

Case Study 2: It investigates the perceived characteristics of data generated from
people’s interactions with their voice assistants (i.e., speech records). Thus, it fo-
cuses on intimacy around being at home and sharing it with connected appli-
ances, specifically the Google voice assistant. It is described in Chapter 4 and
Chapter 5.

Case Study 3: It investigates athletes’ perceptions of the impact of their menstrual
cycle in sports through their data (i.e., physical activity logs). Thus, it focuses on
intimacy around the relationship between people and their bodies and how these
are (not) captured by data. It is described in Chapter 7.

Intimacy is a fluid concept [186]. It is related to other concepts such as privacy. What
is intimate is often to be hidden and kept from others [91, 171]. Thus, it is non-public
and private. It is also a gendered term [61] that is associated with female codes and char-
acteristics, and often used as a euphemism for sex. Intimacy is related to closeness in
relationships between different groups (e.g., couples, families, friends) and the relation-
ships between people and technology. It also concerns the relationships between people
and their bodies, which are many times taboo, and how these manifest through looking
and touching [6, 38, 185]. As a result, intimacy usually happens in the home, an intimate
space [108, 109, 146]. Intimacy also permeates our data as digital products and services
that collect it enter our homes and intervene in our relationships with partners(s), fam-
ily, friends, and our bodies. Data is close to us. In turn, we can get close(r) to our data
and build intimacy with it. It entails understanding it as situated and entangled with
ourselves, knowing what it is and what it means (i.e., implications), and trusting it [56],
which are prerequisites for gaining agency and control over it.

Intimate contexts are inherently private and situated spaces. They are foundational
spaces in which to explore and negotiate people’s relationships with their data, and whose
ethics and practices could be applied more broadly. Data donation is then a gateway to
these spaces and could potentially be a bridge to getting close(r) to the data and building
intimacy with them. Either way, data donation leads to vulnerability. Therefore, intimate
contexts require a data donation approach that acknowledges and mitigates this vulner-
ability, where data is handled with care [129] and approached not as neutral or objective
but as situated and contextualized [55, 90, 108].
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First design iteration

Third design iteration

Second design iteration

RQ1

RQ2

RQ3

RQ4

RQ5

Interlude

Case Study 1
Menstrual Tracking Logs

Case Study 2
Speech Records

Case Study 3
Physical Activity Logs

Conceptualization
Sensitive Data Donation

Figure 1.2: Research approach, describing the theoretical framing of the thesis and the resulting
five principles that inform the design and development process followed by three design iterations.
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1.4.2. Research through Design

This thesis follows an iterative Research through Design (RtD) approach illustrated in
Figure 1.2. It starts with a conceptualization of Sensitive Data Donation, including the
five principles and five-phase approach. It continues with an iterative process of design-
ing and developing specific instances of a Sensitive Data Donation approach – embodied
by a digital data donation platform – and deploying them in what Koskinen et al. [103]
refer to as the ‘field’, a case study where people can engage with and experience a form
of data donation. This process comprises three iterations of the Sensitive Data Donation
approach, each represented with a loop in Figure. 1.2.

In RtD design actions and design activities play a formative role in the generation of
knowledge [73]. A research topic is investigated through an iterative process that in-
volves creating an artifact and reflecting on the creation process and the resulting artifact
– which enables an iterative (re)framing of the research topic [216]. Thus, the creation
and development of artifact(s) play a central role in the knowledge-generating process,
for instance, by giving form to an alternative future state and seeing whether and how it
works [17, 73]. Artifacts are the concrete embodiment of a specific concept or idea and
are a way to share and communicate it with others [73, 216]. They are shaped by design
decisions made to represent said concept or idea [73]. Further, they are shaped by the
technical opportunities and constraints around “making” them [73]. Thus, artifacts al-
low researchers to derive knowledge from “making” them as well as sharing them with
others.

In this thesis, the artifacts correspond to various instances of a Sensitive Data Dona-
tion approach embodied by a digital data donation platform. These create a possibility
for people to engage in a specific form of data donation that was not possible before
the design and that becomes experienceable through the design. Along the iterative RtD
process, I derive knowledge in two ways. First, through “making” or developing the data
donation process and platform. This involves engaging with specific theories and con-
cepts (e.g., privacy as boundary management [149]) and facing practical decisions (e.g.,
How to encourage donors to set boundaries around their data?), opportunities (e.g., I can
create a tool for them to explore their data), and constraints (e.g., What if they don’t feel
like using the tool?). I generate insights by documenting and reflecting on my own strug-
gles and successes [73]. Second, through sharing a specific data donation instance with
others. More specifically, by inviting others to partake in or experience a specific form of
data donation in a given context and reflect on their experience. I generate insights by
learning from individual data donation experiences as people go through them.

I employ qualitative methods to analyze people’s experiences with the specific in-
stance of the artifact and give voice to them on the subsequent designs. Given that my
focus is on people’s experiences, this thesis is grounded in a relativist ontology and a con-
structionism epistemology. This means that I believe knowledge cannot be separated
from individual contexts and experiences and it can be created or constructed through
the process of research. Overall, the knowledge constructed in this thesis corresponds
to intermediate-level knowledge [96]. It sits between specific instances (e.g., a particular
artifact) and generalized theories. Specifically, the intermediate-level knowledge (Figure.
1.3) corresponds to methods and tools, guidelines, and principles.
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Figure 1.3: Adaptation of model by Höök and Löwgren [96] that highlights the type of
intermediate-level knowledge developed in this thesis in bold and other types of intermediate-
level knowledge in grey.

1.5. Research Contributions
The main scientific contribution of this thesis is a conceptual framework of Sensitive
Data Donation describing an alternative approach to data donation in intimate research
contexts informed by the principles of Data Feminism. It comprises five principles inte-
grated into a five-phase approach and operationalized through a digital data donation
platform. It is built on the following other scientific contributions:

• A conceptual framework of data donation, that synthesizes the multidisciplinary
data donation literature, illustrating the concepts and actors involved in data do-
nation.

• An empirical understanding of the content and perceived characteristics of digital-
trace data: sensitivity and intimacy.

• A series of empirical findings that are relevant in the context of each case study. In-
cluding insights into how people who menstruate interact with the intimate data
collected through menstrual tracking apps and cyclical metrics for athletes to re-
flect on how the menstrual cycle impacts their physical activity.
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• A provocative artifact, dataslip, that aims to raise awareness around personal data
collection. It materializes the personal data trail in the form of a receipt that is
printed slowly and elicits creepiness.

1.6. Thesis Structure
Chapter 2 describes the key concepts and the current practices in the data donation lit-
erature, synthesises these into a conceptual framework, and introduces a critique through
the principles of Data Feminism [51]. The critique informs a first approximation of the
Sensitive Data Donation principles and the Sensitive Data Donation approach. Chapter
3 initiates the artifact design and development process, by translating the Sensitive Data
Donation principles into the first iteration of a data donation platform. This chapter
focuses on incorporating into data donation activities that support donors in situating
and contextualizing their data. Chapter 4 continues the artifact design and develop-
ment process, by enhancing the data donation platform with an interactive tool where
potential donors can explore and curate their data. This chapter focuses on support-
ing donors in incrementally engaging with their data and (re)assessing their participa-
tion. Chapter 5 delves into the data and its perceived characteristics; specifically, it fo-
cuses on ‘sensitivity’ and ‘intimacy’. Chapter 6 is a brief interlude. It steps outside the
core data donation research and introduces dataslip; a provocative artifact that aims to
promote data awareness beyond data donation by materializing the data and eliciting
creepiness. Chapter 7 concludes the artifact design and development process, by en-
hancing the data donation platform with an interactive tool where potential donors can
explore and curate different types of data locally; before they leave their devices. This
chapter focuses on supporting different degrees of participation, namely contributors,
co-creators, and collaborators, through data donation. Finally, Chapter 8 summarises
the findings of this thesis, consolidates these into the Sensitive Data Donation frame-
work and the Sensitive Data Donation method, and highlights the scientific and societal
contributions.
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2
Interrogating Recent Approaches to Data
Donation

Abstract
In this chapter, I investigate how data donation is defined, operationalized, and applied
in scientific research (RQ1). To do so, I interrogate recent forms of data donation through
a scoping review of the data donation literature in the last eight years. I focus on key
concepts and current practices to develop a conceptual framework for data donation. I
then interrogate this framework through the principles of Data Feminism and propose
a critique. It raises questions about different aspects of data donation, including: Who
benefits and who is neglected? What forms of knowledge are valued? Who gets to know
what about data? Who participates and how? From this critique, I propose an alternative
approach called Sensitive Data Donation. It comprises a set of five substantive principles
and a five-phase approach – these will be applied in the following chapters.

This chapter draws on the following publication: Gómez Ortega, A., Bourgeois, J., and Kortuem, G. (2024)
Sensitive Data Donation: A Feminist Reframing of Data Practices for Intimate Research Contexts. In Pro-
ceedings of the 2024 ACM Designing Interactive Systems Conference (DIS ’24).
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2.1. Introduction
I mentioned earlier how this thesis aims to develop an alternative approach to data do-
nation informed by the principles of Data Feminism. The word alternative is key. It
denotes other possible forms of data donation from which to depart. In this chapter, I
interrogate and position this thesis with respect to these other forms of data donation.
Data donation has been discussed and approached from multiple disciplines includ-
ing philosophy of technology, psychology, health, social sciences and communication,
computer science, and human-computer interaction. These disciplines have different
and somewhat overlapping foci; from discussing the ethics of data donation (e.g., [97,
100, 106]) to investigating factors that motivate potential donors (e.g., [153, 165, 179]) or
developing methods and tools to collect digital-trace data through data donation [24, 34,
140]).

I delve into these various foci by systematically reviewing the data donation literature
from the last eight years with a focus on interrogating how data donation is defined,
operationalized, and applied. I identify and integrate the central concepts and prac-
tices into a conceptual framework of data donation. It is the theoretical grounding from
which I depart to propose an alternative. The word alternative also denotes a change or
a challenge. Thus, I propose a critique of these other forms of data donation through
the principles of Data Feminism [51]; which raise important questions about their ethos
and ethics. The critique informs a first approximation to an alternative: Sensitive Data
Donation. I conclude this chapter by introducing the substantive principles of Sensi-
tive Data Donation and integrating them into a five-phase approach. These inform the
artifact design and development process in the subsequent chapters.

2.2. Conceptual Framework Analysis
I identify and synthesize into a framework the main concepts and current practices in
the data donation literature across multiple disciplines, including philosophy, psychol-
ogy, health, social sciences and communication, and HCI. I used the conceptual frame-
work analysis proposed by Jabareen [99], describing how conceptual frameworks can be
constructed through an iterative qualitative analysis of existing literature, starting from a
scoping review of multidisciplinary texts. The resulting framework is visualized in Figure
2.2.

2.2.1. Systematic Literature Review
I conducted a scoping review of the data donation literature to investigate how data do-
nation is defined, operationalized, and applied in scientific research and what the de-
gree of donor participation is. The review followed the PRISMA Extension for Scoping
Reviews (PRISMA-ScR) [197], structured in four phases (Fig. 2.1). I searched the Sco-
pus database as it is useful for conducting literature reviews across multiple disciplines
[158]. I restricted the search from 2015 to 2023 given that data donation was first pro-
posed around 2015 [98, 174] and further developed with the introduction of the GDPR
in 2018. Using Scopus, I searched for journal articles and conference papers mentioning
“data donation” in their title, abstract, or keywords. I focused on scientific research, pub-
lished in venues following peer-review processes, therefore, did not expand the search to
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include grey literature. I refrained from using synonyms for “donation” such as “sharing”,
as the term “donation” implies specific motivations and expectations that are different
than those of other terms [97], while personal data donation appeals to values such as
altruism and solidarity and it is often situated within a research context, personal data
sharing sits more broadly. It refers to how personal data is shared with other parties – in-
cluding people [194] and organizations [167] – online and offline. Nonetheless, I initially
sampled literature from terms such as “sharing” but found it too broad and excluded it.

Identification
Records identified through Scopus

(n = 96)

Records identified by snowballing
(n = 5)

Full texts excluded
(n = 48)

Records excluded
(n = 27)

Final corpus included in review
(n = 26)

Records screened
(n = 101)

Screening

Full texts assessed for elegibility
(n = 74)

Elegibility

Figure 2.1: PRISMA-ScR flow of information through the different phases of the systematic litera-
ture review

I identified 96 records through Scopus and five more by screening the references (i.e.,
backward snowballing) of the initial set of papers. I screened the initial set of 101 pa-
pers, reading the title and abstract. Papers were excluded when they described other
forms of donation (e.g., organs or tissue). Next, I assessed the eligibility of the remaining
set based on the full text. Papers were included when they explicitly stated a theoretical
framing or empirical approach contributing to data donation in the abstract, keywords,
introduction, contribution statement, or conclusion. They were excluded when (1) they
described or discussed data donation after death (i.e., posthumous medical data dona-
tion), or (2) they specifically situated data donation in the context of a hospital – where
data corresponds to patient data and consent is obtained in clinical care situations and
mediated by healthcare professionals [165]. I read the remaining papers and analyzed
them based on the exclusion criteria.

This led to a final corpus of 241, focusing on (1) theoretical frameworks, methods, and
(best) practices [22, 24, 88, 97, 100, 105, 136, 140, 141, 155, 190, 210] (2) motivations
and willingness to donate data [93, 116, 151, 179, 181], (3) empirical approaches apply-

1In the paper, the literature review included two of my papers on data donation, I removed them from the
report on this thesis.
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ing data donation [18, 34, 142, 162, 204], and (4) systems and platforms enabling data
donation [13, 25].

Following the conceptual framework analysis procedure [99], I read each paper, cate-
gorized them by discipline, and identified relevant concepts. Next, I iteratively grouped
similar concepts into a new concept, with a unique name and description. The new
concepts were iteratively discussed and synthesized with a co-author of the study, Gerd
Kortuem. Moreover, I examined all papers in our corpus and clustered them based on
their main contribution and how they defined, operationalized, or applied data dona-
tion. Further, papers applying data donation were classified according to the degree of
participation (i.e., contributors, collaborators, co-creators [175]).

2.2.2. Defining, Operationalizing, and Applying Data Donation
Defining Data Donation

Data donation emerges from the availability of personal data collected from connected
products and services [25, 181]. It is conceived as a voluntary act with an altruistic na-
ture and the purpose of contributing to scientific research [97, 155, 190], especially in
the healthcare domain. Further, it is considered a powerful method for data collec-
tion [25, 140] and a meaningful alternative to approaches enabling researchers to access
data; such as Application Programming Interfaces (APIs) [34, 141] and dedicated track-
ing technologies [141].

Data donation enables researchers to collect private personal data at the individual
level. This is a critical distinction between data donation and other approaches to data
collection from which researchers often access public data (e.g. World Health Organi-
zation API) [34, 141, 204]. Data is considered private as it is generated and captured in
(digital) private spaces (e.g., direct messages on Facebook) in contrast to the public data,
captured in (digital) public spaces (e.g., aggregated health indicators). It is considered
individual-level as researchers request and access it directly from individuals – who opt-
in and consent to their participation [34, 141, 179].

Therefore, ethical considerations are critical in data donation and addressed in sev-
eral studies. The main consideration is informed consent [24, 97, 100, 107, 140] and how
donors can exert their autonomy [88, 97, 100, 107, 155] and preferences (e.g., deciding
whether/ what/ and to whom to donate [190]). Further, it concerns ethical aspects re-
lated to the relationship between donors and their data and between donors and recipi-
ents. The former is shaped by data, which is opaque and potentially sensitive or invasive
[97, 100, 136], introducing the challenge of understanding data [100] and other consid-
erations, such as data minimization [25, 140, 141], mitigating harm [22, 155], and un-
certainties around future use [97, 136]. The latter requires researchers to be transparent,
provide sufficient information [97, 100, 155, 190, 210], and honor donors’ contributions
[107, 155]. Ethical considerations also concern potential donors. Studies focused on
the motivations and willingness to donate data found that potential donors worry about
their privacy, the perceived sensitivity of their data, and its possible misuse [93, 151].
These worries relate to trust in the data recipients and if and how trust is maintained [93,
116, 179, 181].
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Operationalizing Data Donation

Several data donation infrastructures have been developed. These mainly constitute dig-
ital platforms to which donors can upload a copy of their data. Araujo et al. [13] proposed
OSD2F where participants can see the content of their data in tabular form and select
the data they (do not) want to donate. Likewise, Boeschoten et al. [24] developed PORT,
where data is processed locally and presented to participants in tabular form before they
consent to donating them. Studies focused on applying data donation have developed
similar platforms. For instance, Razi et al. [162] designed a digital platform where par-
ticipants can upload their Instagram data.

Applying Data Donation

Studies applying data donation employ two approaches: (1) digital platforms or reposi-
tories where donors upload a copy of their data, previously requested by a data controller
[18, 34, 142, 162, 204], and (2) applications where donors consent to scrape data using
their account(s) [34, 166]. Breuer et al. [34] applied and compared the two approaches
using Facebook data and discussed the legal, privacy, and ethical implications. They
concluded that the first offers higher transparency for donors but requires more effort
and that both result in the collection of sensitive data. Razi et al. [162] and van Driel et
al. [204] applied the first approach to collect Instagram data from teens, they instructed
participants to upload their data to a digital platform and a repository respectively. Fur-
thermore, Razi et al. [162] asked donors to annotate their data (i.e., private conversations
on Instagram) by flagging them as ‘safe’ or ‘unsafe’. Finally, Ohme and Araujo [140] and
Baumgartner et al. [18] applied the first approach to collect iOS screen time data, they
required donors to upload a screenshot and screen recording respectively and not the
data themselves.

Donors’ degree of participation [175] is contributory in most studies: they contribute
to a project by transferring their data, and might further contribute by augmenting or
annotating it. For instance, Breuer et al. [34] integrated a survey on privacy concerns,
and digital habits into their Facebook data donation approach, while Razi et al. [162]
asked donors to annotate their private conversations on Instagram. None of the studies
in our corpus included donors participating as collaborators or co-creators.

2.2.3. Conceptual Framework of Data Donation
The conceptual framework includes the actors involved in data donation (in bold), the
key concepts (in italics), and the relationships among them, mapped visually in Figure
2.2. It comprises a practical layer, describing concepts related to the implementation of
data donation, and a conceptual layer, describing theoretical concepts.

Based on the literature review, I describe data donation as the voluntary and consen-
sual non-reciprocal transaction of personal data [22, 155, 179]; made directly from an
individual (i.e., data donor) to a person or institution, (i.e., data recipient). Data dona-
tions are relational transactions; as they strengthen or change the relationship between
donors and recipients [155]. They operate in a specific context around a research project.
Researchers initiate data donations by defining the data needs of their project [34, 141]
and inviting individuals, from the general population or a specific community, to con-
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Figure 2.2: Conceptual framework of data donation

tribute by donating their data. Here, there is direct [93] and transparent [13, 34, 93, 116,
142, 210] communication between researchers and potential donors. Meaning, that re-
searchers openly convey the purposes for which the data is requested, how the data will
be collected and handled, and insights gained from the data that may be relevant to
donors; which in turn builds trust [117]. Moreover, researchers must ensure that the
personal data they request and receive is relevant to answer a specific research question
(i.e., data minimization [34, 142]), set limits on its (future) use [97, 136, 155], and avoid
misuse [24, 136, 140].

Donors respond to the invitation by transferring their data; in doing so, they exer-
cise data sovereignty (i.e., the power to control their data) [93, 97, 140–142] and actively
participate in scientific research [22, 97]. Moreover, when contributing to a research
project, donors exert solidarity [97], recognizing sameness or similarity in the context
of a project that is relevant for them [151], and expect something in return, not reci-
procity, but knowledge, empowerment, recognition, or some type of benefit that derives
from the research [22, 88, 155]. Additionally, they ponder their privacy concerns, their
relationship with their data, and its perceived sensitivity. The individual-level private
data that is available through data donation potentially contains sensitive information
about donors and their relationship(s) to others [18, 24, 34, 97, 100, 140, 141, 151] and in-
cludes rich retrospective information that is timestamped and well-structured [24, 141,
204]. Thus, privacy is an important concept in data donation [13, 100, 210]; so much
so that privacy concerns are a predictor of the willingness to donate personal data [93,
151]. The digital abilities of data donors are another predictor of the willingness to do-
nate personal data [93], as they are essential for them to successfully navigate the various
systems and platforms required to transfer the data to a data recipient [13, 34, 140, 142,
156]. Once data is transferred and consolidated into a dataset, it retains its sensitivity
and non-publicity; as such it should be treated differently than public and open datasets
[24, 140, 162].
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2.3. Critique: Data Donation through a Data Feminism Lens
Current forms of data donation are insufficient in intimate contexts that reject the no-
tion of data as neutral and objective and instead aim to account for its situatedness.
These engage with data as disconnected from the specific contexts (i.e., times, places,
bodies, devices) where it is generated and shaped and tend to reduce a complex expe-
rience to its digital traces [121]. Feminist scholar Donna Haraway [90] introduces the
notion of situated knowledges to illustrate how all forms of knowledge, including data,
are produced by specific people in specific circumstances. Understanding data as situ-
ated enables those whose data is about to interpret, contextualize, and contest it; out-
lining aspects that are invisible with only the data [75, 108, 195] and that are currently
disregarded in data donation. Building upon feminist scholarship, including Haraway’s
situated knowledge, D’Ignazio and Klein [51] propose Data Feminism as a way to inter-
rogate, challenge, and change certain practices in data science that reinforce existing
inequalities. They introduce seven principles: (1) Examine Power, (2) Challenge Power,
(3) Elevate Emotion and Embodiment, (4) Rethink Binaries and Hierarchies, (5) Embrace
Pluralism, (6) Consider Context, and (7) Make Labor Visible, these are described in Chap-
ter 1. The principles of Data Feminism raise important questions about the ethos and
ethics of current data donation practices. Such as: Who benefits from data donation
and who is neglected? Who participates and how, people or their data? What forms of
knowledge and data are prioritized? In the following, I explore these questions.

2.3.1. Power and Value Asymmetries in Data Donation
In most data donation research donors participate as contributors (Section 2.2), illus-
trating the power asymmetries between donors and researchers, who conduct research
on their data instead of with them. Donors, as contributors, are a source of data in a
project that is shaped by the researchers; whereas they could be collaborators and co-
creators in a shared project that is relevant to their community and shaped from within.
These asymmetries are reflected in Figure 2.2 with the unidirectional exchange of infor-
mation between researchers and data donors; as they directly communicate the project
goals and the participation procedure [13, 34, 93, 116, 142, 210]. Researchers define the
project and participation criteria, and donors comply or not.

Similarly, there is a value gain asymmetry. Researchers clearly gain value from data
donation, they gain access to data and through it are able to advance their research. It
is less clear how data donors can gain a similar value [75]. Conceptually, data donations
are non-reciprocal transactions [155]. Meaning, they are not a direct exchange (i.e., data
is not exchanged for another thing), and donors are not to expect something directly in
return. Yet, when donors contribute to a research project through data donation, they
often perceive it as relevant to them or someone close to them [97, 151], and their con-
tribution implies labor and effort [74, 141, 155]. They generally expect to benefit in some
way, for instance from the use of the data in the project [116]. In practice, the most com-
mon way that donors benefit from their participation is through financial compensation
(e.g., [18, 34, 140, 204]); which contradicts the charitable nature of data donation. This
can lead to ethical issues such as coercion [147] and limit donors’ ability to voluntar-
ily offer consent [201]. More broadly, compensation is not considered a benefit derived
from participation but an incentive for participation compliance [82, 201], or the will-
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ingness to follow the procedure related to participation, which is low in data donation
and similar approaches requiring a transaction of digital trace data [18, 24, 142, 204].

For instance, to encourage data donation, [215] implement a system where TikTok
users can upload a copy of their data. They offer donors financial compensation based
on the types of data they choose to donate. It starts at 5$ for the video viewing history
(mandatory) and increases by 1$ for each additional data (e.g., like history, share his-
tory, app settings, comments, followers). They claim that in this way they give “power”,
or sovereignty, to data donors – the majority of which (95%) chose to donate “almost all
the data” [215]. I argue that this specific implementation of data donation is problem-
atic. Donors get a choice but that choice is shaped by the researchers and not choosing
(i.e., donating all data) is strongly incentivized; thus influencing the voluntariness of the
transaction and placating potential concerns such as privacy. It further illustrates the
power, and value gain asymmetries in data donation. Moreover, it treats data as a com-
modity, failing to consider that “data are people” [217]; meaning data are intertwined
with individuals, their behavior, and social relationships [51, 76]. For instance, TikTok
viewing history could potentially reflect a person’s views and interests while her follow-
ers and comments could account for her interactions with friends and colleagues; are
these worth 7$? Would $7 represent a similar value to donors as a publication would to
researchers?

2.3.2. Knowledge Asymmetries in Data Donation
In Figure 2.2, I highlighted how informed consent is treated as a single moment and
static decision in data donation. It generally takes place when donors agree to partic-
ipate in the research (e.g., [162, 204]) or when they transfer their data (e.g., [34, 140,
215]). Previous research extensively describes the shortcomings around the static na-
ture of informed consent [37, 101, 189], especially considering the sensitive and obscure
nature of personal digital trace data [76, 217]. Data donation research has recognized
these limitations and poses meaningfully informed consent as one of its great challenges
[93, 100, 140, 141, 151, 155, 190, 204, 210]. They have approached it mainly by offer-
ing data donors a choice over which data to donate before they transfer it [2, 25, 215].
For instance, PORT [25] extracts the relevant data (e.g., visited places) from the files up-
loaded by potential donors (e.g., location history from Google Takeout) and displays an
overview in the form of a table for them to approve (e.g., Date: January 2020, Number of
Places: 24).

Nonetheless, at the moment of informed consent, data donors often “don’t know what
they don’t know” [100] about their data and are unable to fully understand the implica-
tions of sharing it and to define clear boundaries around it [9]. The individual-level data
that is transferred through data donation is not only sensitive data [18, 34, 141, 151], but
it has opaque and has unknown sensitive elements [76, 100, 141]. Thus, sensitivity is
a characteristic of personal data that is not known upfront and needs to be discovered
and disentangled from the data through a process of exploration and interpretation [76].
This process is not compatible with data donation approaches that conduct research on
donors, or their data, instead of with them. Integrating such a process into data donation
entails embedding informed consent into an ongoing, dynamic, and affirmative process
[37, 101, 189].
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2.3.3. Emotion, Embodiment, and Context in Data Donation
The forms of data that constitute a data donation project are primarily digital traces,
generated or collected in the wild through people’s interactions with digital products
and services (Section 2.2). Recent data donation projects have focused on social media
data from Facebook [34], Instagram [162, 204], TikTok [215], and YouTube [2], and data
from wearable devices [166], connected appliances [74], and digital apps [18, 75, 142].
These private individual-level data have several qualities that render them valuable for
scientific research, they are structured, spatiotemporal, and rich. Nonetheless, they are
decontextualized and unable to adequately reflect people’s behavior, feelings, or experi-
ences [195]; although they serve and are often used as a proxy for these.

I mentioned earlier how “data are people” [217]; referring to how the information en-
coded in data is deeply related to people and it is difficult to disassociate data from a
specific individual. For instance, a person’s interactions with a voice assistant can illus-
trate her morning routine, interests, and concerns [76]. However, people are not data.
Their experiences, feelings, and contexts are not entirely captured by their data. It offers
a glimpse. It is limited, decontextualized, open for interpretation, and potentially wrong
or incomplete [75, 108, 195]. By narrowly focusing on digital trace data, current forms
of data donation exclude other forms of knowledge, especially people’s embodied and
situated knowledge [51, 90], and other forms of participation, such as collaboration and
co-creation. Data donation research has begun to address this limitation by integrating
ways for people to augment, annotate, and contextualize the data; including surveys [34]
and manual annotations [162].

2.4. Sensitive Data Donation
The principles of Data Feminism raise important questions about the ethos and ethics of
recent data donation practices. For instance, how current forms of data donation often
neglect donors’ expectations and efforts, or how these prioritize the researchers’ per-
spectives, biases, and values. While current data donation practices often conduct re-
search on people’s sensitive data, Data Feminism highlights the importance of conduct-
ing research with people and their sensitive data – including a broad range of perspec-
tives and participants and recognizing the specific contexts (i.e., times, places, bodies,
devices) where data is generated. In the following, I investigate how Data Feminism can
inform an alternative form of data donation that rejects the notion of data as neutral and
objective and assumes the importance of balanced participation, context, and plural-
ism. Specifically, I propose the Sensitive Data Donation method, which comprises five
substantive principles, arising from the critique (Section 2.3), and a five-phase approach
incorporating procedural principles related to ethical data (donation) practices.

2.4.1. Substantive Principles of Sensitive Data Donation
(P1) Balanced Value: This principle calls for recognizing and honoring donors’ con-

tributions and efforts by intentionally integrating activities into the data donation
process that allows them to derive value. These activities could include acknowl-
edgment of donors by name wherever appropriate [155], dedicated learning activ-
ities for donors [75], and new knowledge and empowerment derived through data
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exploration resulting in data not being “about donors but theirs” [74]. It invites the
questions: What contributions will donors make to the research project? What
would be a fair benefit to donors? It derives from the “who” questions posed by
Data Feminism around power (i.e., Who benefits and is neglected? Whose priori-
ties are prioritized and overlooked?) Currently, recipients are in charge of setting
up the research and infrastructure, while donors are involved in activities that en-
able them to transfer their data. There is labor and effort on both sides, and both
should derive a similar value from their contribution [76, 107, 155].

(P2) Sensitive Data: This principle calls for recognizing the sensitive nature of the data
as a critical prerequisite for balanced and informed participation. Here, sensitiv-
ity is understood as potentially sensitive information that is unknown in the data
[75, 76, 100] and as sensitive private information that must be protected and not
disclosed [24, 74, 141, 204]. It invites the question: How can donors know their
sensitive data and draw clear boundaries around its disclosure? It derives from
shortcomings of current approaches that fail to consider the practicalities of do-
nating sensitive data. Data donation frequently requires people to request and
receive a copy of their sensitive data from data controllers (Section 2.2.2). Previ-
ous research has demonstrated that this process is “disempowering” [4, 31] as most
data controllers do not fully comply with access and data portability requests, and
when they do, the returned data is “often difficult to understand, impractical to use,
and raised new questions and concerns” [31]. This reiterates how at the time of do-
nation – and informed consent – donors “don’t know what they don’t know” [100]
about their data and its sensitivity and must be encouraged and supported to do
so.

(P3) Multiple Knowledge: This principle calls for involving donors in interpreting and
contextualizing their data; prioritizing their embodied and situated knowledge.
It builds upon previous research that strives to include donors in these activities
[108, 195, 203]. It invites the question: How can donors participate in interpret-
ing, contextualizing, and situating their data? It derives from the third principle
of Data Feminism, proposing to value multiple forms of knowledge. Especially in
intimate research contexts where data is not seen as neutral or objective; but as
prompt and support for subjective and situated inquiry. For instance, Tolmie et
al. [195] demonstrated how the assumption that people’s everyday interactions
could be “read off” from sensor data inside their homes is flawed; they argue in-
terpretation and contextualization are key when relying on data to reconstruct an
otherwise incomplete human experience.

(P4) Ongoing Consent: This principle calls for embedding informed consent as an on-
going incremental process that accounts for donors’ preferences regarding partic-
ipation and disclosure of sensitive information over time. It invites the question:
How can donors be empowered to increasingly know their sensitive data and
identify whether and what information to disclose? It derives from the obscure
nature of digital-trace data [76, 97, 100] and the need to promote data sovereignty
and meaningful choice in data donation [24, 97, 140]. Explicit informed consent is
an ethical and legal requirement for research involving human participants and a
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prerequisite for processing sensitive data under the GDPR [65, Art. 9]. It requires
that donors understand how and why their data will be used and the advantages,
disadvantages, and potential risks, associated with it [139], which is challenging
due to the nature of the data and the potential sensitive information it contains or
could reveal [74, 100]. Thus, it must be approached as an ongoing process and not
as a single instance [74, 101].

(P5) Shared Goals: This principle calls for supporting different degrees of participation
in data donation and inviting interested potential donors to relate to and shape
the research project and goals from the start. It invites the question: How could
donors play a more active role in data donation research projects? It derives
from the limited participation of donors in data donation research (Section 2.2.2)
and how it bounds the questions and contexts that are investigated and prioritized.
These are often relevant to individual donors and their communities. Thus, their
perspectives could be valuable to the research(ers) and should be included.

In Table 2.1, I summarize these five principles and contrast them with current approaches
to data donation.

Recent Approaches Sensitive Data Donation

Data donor(s) Participate by contributing their dig-
ital trace data and contribute ad-
ditional self-reported data through
surveys and annotations.

Participate by contributing their data and
can further participate as collaborators, sit-
uating and interpreting the data, and co-
creators, scoping the research questions
and goals.

Sensitive data Decontextualized digital trace data
often annotated or augmented with
additional self-reported data.

Situated and contextualized digital trace
data enriched with embodied knowledge
derived form collaboration.

Transaction Transactional, often incentivized
through financial compensation.

Relational, promoting a similar value gain
that harnesses the relevance of the research
and relatedness to a community.

Informed Consent Static and treated as a single mo-
ment.

Dynamic and treated as an ongoing pro-
cess that promotes an incremental under-
standing of data and accounts for its sensi-
tive nature.

Research Process Defined by the data recipients, pre-
scribed and linear. One-directional
information flow.

Defined by the data recipients in collabora-
tion with a community of potential donors,
open-ended and iterative. Bi-directional
information flow.

Table 2.1: Comparison between recent data donation approaches and the sDD method.

The principles of Sensitive Data Donation build upon principles and practices de-
scribed in the data donation literature. These include Jones’ [100] incongruities around
data awareness, underlining how donors “don’t know what they don’t know”, approaches
inviting donors to interpret and contextualize data [74, 75], implementations of data do-
nation platforms and systems [13, 25, 162], and legal and ethical considerations [34, 97,
140]. Contrasting with recent approaches, it stems from and advocates for a different
way of thinking about data. When applying these principles, the goal is not to achieve
ecological validity [162, 204] or generalizability [24, 190] but to foreground the content
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and characteristics of data and how it relates to individuals’ knowledge and experiences
in a given context. Thus, building up on the conceptual framework of data donation
(Fig. 2.2), I synthesize the five principles into a conceptual framework of Sensitive Data
Donation (Fig. 2.3).

(P1) Balanced Value

Contributor Collaborator Data Recipient(s)
Co-Creator

(P2) Sensitive Data

(P4) Ongoing Informed Consent                                                                                
        

                           
      

     
     

                
       

      
     

     
    

    
    

    
    

     
     

     
      

   

    
     

(P
5) Shared Goals

(P3) Multiple Knowledge(s)

Figure 2.3: Conceptual framework of Sensitive Data Donation

2.4.2. Sensitive Data Donation Approach
I integrate the five substantive principles into a five-phase approach, represented visu-
ally in Figure 2.4. These phases stem from how previous research has approached digital-
trace data donation (e.g., [24, 34, 162, 204]) and how the substantive principles can be
implemented. Additionally, they integrate procedural principles derived from previous
literature around ethical data (donation) practices.

1. Identify, prepare, and communicate: Researchers and potential donors co-create
and scope the research questions and goals and co-define the value-gain strat-
egy, data needs, and how these can be flexible enough to suit individual prefer-
ences. This requires researchers to explicitly consider how potential donors can
derive value from their participation and change how they conceive the data needs
of a given project: from not receiving donations from individuals who decide to
partly share their data [24] to defining practices that support data sovereignty and
preparing to use partial and messy datasets. Additionally, researchers invite po-
tential donors to participate in the research. Here, I incorporate the procedural
principle of inclusion by allowing potential donors to shape the research process
and incorporate their perspectives [127, 157].

2. Request and receive data: Potential donors respond to researchers’ invitation by
following the steps to request and obtain a copy of their data from data controllers,
with assistance from researchers if necessary. This requires researchers to become
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Identify, Prepare and 
Communicate 

(P1) (P2) (P5)

Request and Receive Data 
(P1) (P2) 

Upload, Explore and 
Curate Data
(P1) (P2) (P4)

Transfer Data
(P2) (P3) (P4)

Contextualize and 
Further Identify Data
(P1) (P2) (P3) (P4) (P5)

Data Recipient(s)
Data Donor as Contributor
Data Donor as Collaborator
Data Donor as Co-creator

Phase Participants

Informed Consent
Donors (re)assess participation

Figure 2.4: Overview of the five phases of the sDD method and involvement across the different
degrees of participation.

familiar with the practicalities of the process and be available to guide and support
as well as to clarify questions about the research process and goals. Here, I incor-
porate the procedural principle of transparency by clearly communicating why
and how data will be used, and the benefits and risks associated with participation
[127, 157, 199, 204].

3. Upload, explore, and curate data: Researchers support potential donors to au-
tonomously explore and draw boundaries around their data and the information
they wish to disclose before they disclose it. This requires researchers to facilitate
potential donors’ interaction with their data even before they become research
participants by making the (opaque) data visible, inspectable, and easy to under-
stand and manipulate. In doing so, they encourage and support donors to engage
with the content and characteristics of their data and reflect on what is sensitive
about them. Here, I incorporate the procedural principle of privacy as boundary
management [149] and contextual integrity [137] by explicitly inviting individuals
to define where sensitive information resides and limiting its disclosure.

4. Transfer data: Donors transfer (a part of) their data to researchers – after having
explored and defined clear boundaries around it – and consent to their participa-
tion in the research; they can (re)evaluate their consent from this point onward.
Additionally, they decide on their preferred degree of participation (i.e., contribu-
tors, collaborators, and co-creators [175]). This requires researchers to delay the
first moment of informed consent and the actual data donation until donors have
explored the data. Here, I incorporate the procedural principle of autonomy by
explicitly enabling individuals to determine whether and what data they wish to
donate and how they wish to participate [75, 97, 127].
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5. Contextualize and further identify data: Donors participating as collaborators
and co-creators are invited to interpret and contextualize their data with the re-
searchers, (re)evaluate their participation (i.e., confirm or revoke consent), and
further scope the research questions and directions. This requires researchers
to prepare and represent the data as a tool to elicit and invite multiple forms of
knowledge and to communicate the progress and directions of the research. Here,
I incorporate the procedural principle of accountability: researchers ought to in-
form donors about the process, progress, and limitations of the research, and de-
liver on the expected ways to provide value [75, 126, 131, 157].

2.5. Chapter Takeaways
The five principles of Sensitive Data donation constitute the theoretical grounding of this
thesis. They steer the artifact design and development process. In the following chap-
ters, I incorporate these principles into a data donation process embodied by a digital
data donation platform and apply them to intimate contexts – where participants can
experience and reflect upon a specific form of data donation. The first two principles,
namely Sensitive Data (P1) and Balanced Value (P2) are explored and included in all
three iterations. Chapter 3 describes the first artifact design iteration, which focuses on
the principle of Multiple Knowledge(s) (P3), by incorporating into data donation activi-
ties that support donors in situating and contextualizing their data. Chapter 4 describes
the second artifact design iteration, which focuses on the principle of Ongoing Consent
(P4), by embedding data donation into an incremental process that supports donors in
exploring their data and (re)assessing their participation, autonomously and in collabo-
ration with me. Chapter 7 describes the third artifact design iteration, which focuses on
the principle of Shared Goals (P5), by promoting three different degrees of participation
in data donation research: contributors, collaborators, and co-creators.
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Abstract
In this chapter, I investigate how data donation can integrate multiple forms of knowl-
edge other than digital-trace data, especially people’s embodied and situated knowledge
(RQ2). To do so, I design and develop the first iteration of a sensitive data donation ap-
proach embodied by a digital data donation platform. It focuses on value creation, data
curation, and data interpretation. I apply it in a research project aiming to support peo-
ple who track their menstrual cycle in interacting with the data they produce. In this
context, I focus specifically on the menstrual tracking app Clue which allows its users to
self-report up to 31 different types of data. 35 donors participated by donating their data,
of which 27 volunteered to interpret them and reflect on their data donation experience,
and 13 were invited to do so. I discuss their data donation experience and conclude this
chapter by discussing how involving donors in data interpretation influences the roles
and relationships between donors and recipients and the properties of the donated data,
leading to dynamic datasets.

This chapter draws on the following publication: Gomez Ortega, A., Bourgeois, J., and Kortuem, G. (2022)
Reconstructing Intimate Contexts through Data Donation: A Case Study in Menstrual Tracking Technolo-
gies. In Nordic Human-Computer Interaction Conference (NordiCHI ’22).
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Figure 3.1: Overview of the case study showing the involved people and activities mapped around
the five phases of Sensitive Data Donation.
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3.1. Introduction
This chapter investigates how data donation can integrate people’s embodied and sit-
uated knowledge(s) through the first Research through Design (RtD) iteration. I design
and develop an instance of the data donation approach described in Chapter 2 – em-
bodied by a digital data donation platform – to gain insights into data donation. I apply
this instance of data donation in the context of menstrual tracking technologies – where
people who menstruate rarely interact with the data they (self-)report. Aligned with the
principle of Multiple Knowledge(s) (P3), this iteration focuses on incorporating into data
donation activities that involve donors in interpreting and contextualizing their data –
prioritizing their embodied and situated knowledge.

The principle of Multiple Knowledge(s) (P3) draws from several perspectives, includ-
ing a call to recognize data as ‘situated’ [90], not objective or neutral [51] but local, in-
complete, and interpretative [115]; and the Human-Centered Design maxima: “people
are experts of their own experience” [170]. These perspectives have seldom been consid-
ered in data donation research because of the domains, type of research questions, and
contexts in which data donation is applied. These have different needs and priorities,
such as sampling a representative group of a specific population [34, 142], or ensuring
the ecological validity of the data [162]. One example of data donation research that
encompasses more than the digital trace data is that of Razi et al. [162], who applied
data donation to investigate online risk detection on Instagram and invited teenagers to
annotate their direct messages based on pre-defined categories for risk level (i.e., low,
medium, high) and risk type (i.e, nudity/porn, sexual messages, harassment, among
others). This approach attempts to capture teenagers’ perceptions and experiences and
account for nuances, yet it relies on pre-defined categories somewhat rigid and limited.

Outside data donation research, designers and researchers have been exploring peo-
ple’s engagement and interpretation of their (intimate) data, including sensor data from
connected homes (e.g., [109, 195]) and digital-trace data from connected appliances in-
side the home (e.g., [108, 154]) and wearable devices close to the body (e.g., [71, 134]).
Interpretation is key as data – on their own – is ambiguous and incomplete. It lacks con-
textual information (e.g., physical, social, emotional) [148]. For instance, data captured
during a period of disruption or non-routine circumstances, such as pregnancy, can be a
source of concern if decontextualized [134]. Previous work have employed (interactive)
data visualizations to support people in understanding and interpreting their data (e.g.,
[108, 134, 154, 195]). Thus, building upon previous research, the data donation process
proposed in this chapter integrates interpretative activities that invite donors to contex-
tualize their data through interactive visualizations.

Overall, with respect to empirical data donation approaches (e.g., [34, 162, 204]), the
data donation process described in this iteration comprises:

• Value creation, potential donors are invited to co-define a value-gain strategy and
consequently, participate in a dedicated non-transactional value-gain activity. It
aligns with the principle of Balanced Value (P1).

• Data curation, potential donors are explicitly prompted to decide whether and
what types of data to donate – among the 31 different types collected by Clue –
before donating them. It aligns with the principle of Sensitive Data (P2).



3

36 3. Integrating Multiple Knowledge(s) into Data Donation

• Data interpretation, donors are welcome to participate in a creative session to in-
terpret and contextualize their data. Aligned with the principle of Multiple Knowl-
edge(s) (P3).

These activities are described in Section 3.3. With this being the first RtD iteration and
consequently, the first time I apply data donation in practice, this chapter reports on
several empirical insights. These include: how (potential) donors respond to the invita-
tion to donate, the different choices made by donors when selecting which types of data
to donate, their motivations and expectations experiencing data donation, and the out-
comes of interpreting and contextualizing their data. Additionally, it introduces insights
from the interaction between people who menstruate and their tracking data collected
through digital apps. This chapter concludes with a reflection on the actors involved in
data donation: data, donors, and recipients and the data donation process.

3.2. Intimate Context: Menstrual Tracking
I situate and apply data donation in the context of menstrual tracking technologies,
which are digital technologies that allow people who menstruate to track and monitor
their menstrual cycle. These technologies are often embedded into health platforms
(e.g., Apple and Google Health, Fitbit) or widespread apps (e.g., Flo, Clue, Eve). Men-
strual tracking technologies regularly collect personal and intimate data from their users
(e.g., breast tenderness, sexual activity, sleep pattern) [69, 129]. They have been adopted
by a wide range of users, with apps like Flo and Clue having 43 and 8 million active users,
respectively [44, 67]. Design and HCI research in this area has explored why and how
women track their menstrual cycles [63], the privacy implications of menstrual tracking
and fertility technologies [69, 94, 129], and the design space for menstrual technologies
that mediate self-touch and augment self-knowledge [38, 187]. Several shortcomings
of menstrual tracking technologies are well documented in the literature. For instance,
their gendered design, since these tend to use stereotypically feminine attributes (e.g.,
pink, flowers) [63]; or the fact that most technologies are built with normative assump-
tions that cast aside plural bodies, gender, and sexual minorities, as well as people with
irregular cycles or reproductive health disorders [38, 42, 63, 69, 94]. Open questions re-
main about people’s regular interaction with these technologies and how the data col-
lected by these could better support its users.

Within this context, I aim to apply data donation to explore how to better support peo-
ple who track their menstrual cycle through digital apps in interacting with the data they
produce. This context underlines the need to incorporate Multiple Knowledge(s) (P3)
into data donation, as it is critical to gain access to the data (i.e., menstrual tracking logs)
but even more so, to situate and contextualize them within individual tracking practices
and experiences. This chapter also introduces insights from the interaction between
menstruating people and their menstrual tracking data collected through digital apps.

3.3. Data Donation Process
In this section, I describe how I design, develop, and apply a simplified version of the
Sensitive Data Donation approach (Fig. 3.2). This iteration focuses on on value creation
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(P1), data curation (P2), and data interpretation (P3). I integrate these principles into
the design of the data donation platform and the resulting five-phase data donation pro-
cess. The activities, participants, and data collected during each phase are summarized
in Figure 3.1.

(P2) (P3) (P4)

Identify, Prepare and 
Communicate 

(P1) (P2) (P5)

Request and Receive Data 
(P1) (P2) 

Upload, Explore and 
Curate Data

Upload, Explore and 
Curate Data
(P1) (P2) (P4)

Transfer Data

(P1) (P2) (P3) (P4) (P5)

Data Recipient(s)
Data Donor as Contributor
Data Donor as Collaborator
Data Donor as Co-creator

Phase Participants

Informed Consent
Donors (re)assess participation

and Explore

Contextualize and 
Further Identify Data

Contextualize and 
Further Identify Data

^

Value Gain: co-created, independent from data donation journey

(P1)

Figure 3.2: Simplification of the Sensitive Data Donation approach for this iteration, highlighting
in yellow the main focus of this chapter and crossing out in red the omissions from the approach
proposed in Chapter 2.

Additionally, I apply the procedural principles of transparency and autonomy through
the phases of Sensitive Data Donation, specifically Phases 1 and 2 – where I communi-
cate about the research and the process with potential donors – and Phases 3 and 4 –
where I invite donors to choose whether and what data to transfer.

• Transparency, relates to the choice of information that is made accessible [192,
199]. Donors should have timely access to intelligible and relevant information on
how their data will be handled. In this way, they are equipped to make informed
decisions from the beginning and over time.

• Autonomy, relates to the ability to act [70, 97]. Donors exercise autonomy by invit-
ing others to access and use their data [97, 210]. Donors should have the capacity
and the mechanisms to act upon their data by defining their own terms and limi-
tations.

These procedural principles are informed by previous literature on data donation [22,
107, 210], the ethical challenges posed by the practice of using data [68, 192], and the
principles of Human-Data Interaction (i.e., legibility, agency, and negotiability) [48, 132].

Phase 1: Identify, Prepare and Communicate
To identify the relevant data sources and types of data, I explored how to request and
obtain a copy of the data from menstrual tracking apps among the top five menstrual
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tracking technologies on the Google and Apple stores in The Netherlands in August, 2021
[10, 78]. From the plethora of menstrual tracking apps, I decided to focus on the Clue
app, as Clue users can get a copy of their data by downloading a takeout file directly from
the app. This contrasts with other apps. For instance, users of Flo and Eve are required
to contact the support team to obtain a copy of their data, which complicates the data
donation process. In the case of Period Tracker and My Calendar, it is not clear how to
obtain a copy of the data from their privacy policy.

Users of the free version of Clue can log up to 31 types of data arranged in three groups:
(1) single choice categorical data (e.g., sleep duration: 0-3 hours, 3-6 hours, 6-9 hours, 9
hours or more, menstrual bleeding: light, medium, heavy, spotting), (2) multiple choice
categorical data (e.g., menstrual pain: cramps, headache, ovulation pain, tender breasts,
sexual activity: unprotected, protected, high sex drive, withdrawal), (3) manual input
(e.g., weight: numeric value, text: alphanumeric value). Data logged in Clue is stored
with a date timestamp with no indication of time (e.g., 2022-09-18T00:00:00).

To define a value-gain strategy (P1), I conducted a generative workshop with four par-
ticipants, active users of menstrual tracking technologies. The workshop consisted of
three activities and lasted 90 minutes. First, I invited participants to reflect individu-
ally on their feelings and experiences with menstruation and menstrual tracking tech-
nologies. Second, I introduced the concept of data donation and invited participants to
envision the timeline of their preferred data donation experience. Finally, I invited the
participants to pair up, discuss each other timelines and their preferred ways of gaining
value from this experience. The workshop resulted in potential value gain strategies rel-
evant to the specific context of menstruation. Beyond the motivation of helping others,
broadly contributing to society (e.g., advancing research, raising awareness), and bene-
fiting from the research outputs, already highlighted in the literature [179], participants
expressed the wish for a community feeling and personalized insights and feedback. I in-
tegrated these into the data donation process by organizing a value gain event with an
expert in reproductive health and sexuality. In doing so, I aimed to create a space for
donors to ask questions, learn from the expert and each other, and share experiences.
The event took place online in December 2021 and was advertised along with the invita-
tion to donate.

In the design of the data donation platform, I incorporated the procedural principles
described above.

• Transparency, by providing donors with concise and understandable information
on how their data will be used and why [30, 132]. I opted for using plain language
as well as graphs and diagrams when possible. Additionally, I provided my contact
details should donors wish to reach out for additional information.

• Autonomy, by encouraging meaningful choices that allow donors to decide whether
to donate, what to donate, and how to participate. In addition, I incorporated the
mechanisms for donors to visualize and manage (e.g., delete) their donations at all
times.

To prepare the platform to parse and visualize the data, I requested data from Clue
through various dummy accounts and explored the structure of the resulting JSON file.
The platform has three open-source components that manage (1) the user profiles and
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authentication, (2) the data storage and sharing, and (3) the donation process. The
first two were implemented using TypeScript, and the third was implemented using the
Python web framework Django. Data was passed between system components using
web APIs.

Phase 2: Request and Receive Data
I reached out to potential donors and invited them to participate in the research by do-
nating their data. To do so, I opted for convenience and snowball sampling by using my
personal social media, reaching out to existing communities around menstruation, and
contacting people and institutions that work around menstruation. In the call to donate,
I specified who was conducting the research by stating my name and affiliation, what the
goal was, who could participate (i.e., adult active users of the Clue app) and how (i.e., de-
tailed instructions to obtain their data from Clue), and the opportunity to take part in the
value gain event. Additionally, I shared a link to the data donation platform, where po-
tential donors could read more about the project and find detailed instructions on how
to donate their data (i.e., downloading/uploading their data from Clue). The call was
open to donors from all over the world, as Clue is an EU-operating company and it is
GDPR compliant for non-EU citizens, meaning they can also get a copy of their data. I
advertised the project for five weeks, from the 15 of October until the 19 of November of
2021.

Phase 3: Upload and Curate Data
I designed the data donation platform to invite potential donors to (1) choose whether to
participate in reconstructing the context of the data, (2) choose whether to receive up-
dates from the project, (3) provide their demographic data (i.e., self-reported age and
gender), and (4) curate their data by choosing which types of data to donate among
the 31 types of data collected by Clue. There was no ‘select all’ and no options were
pre-checked. Thus, the availability of data was subject to the choices made by potential
donors throughout the uploading process (P2).

Phase 4: Transfer and Explore Data
After curating their data, potential donors could decide between transferring them or
removing them from the data donation platform. If they decide to transfer their data,
they can explore an interactive visualization representing the different types of data they
shared. From this point onward, they can revoke access to the data recipient and delete
their data from the platform through a button.

Phase 5: Contextualize Data
To involve donors in situating and contextualizing their data (P3), I conducted semi-
structured interviews with a subset of the donors who agreed to participate in this step.
I opted for semi-structured interviews as this is the most common approach in the pre-
vious HCD and HCI literature (e.g., [26, 28, 195]). The interviews lasted between 30 and
45 minutes and broadly comprised three activities. First, I invited donors to briefly dis-
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cuss the highlights of their experience with menstrual tracking technologies. Second, I
invited donors to explore, interpret, and reflect upon their data. Third, I invited donors
to envision future menstrual tracking technologies that fit their needs.
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(c) Donor logs menstrual bleeding and other events in days close to menstruation, 
and daily events for a few mohtns. Questions include: What data do you log more?
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(d) Donor logs daily events. Questions include: When in your daily routine do you use 
Clue? How frequently do you look at your data?

Figure 3.3: Timeline visualization of four donations, each with a different starting date and differ-
ent types of data.

I created interactive data visualizations to support the interviews. I visualized every
interaction with the Clue app on a timeline, where the x-axis shows the month and year,
and the y-axis shows the day of the month (Fig. 3.3). If a single interaction is selected, a
tooltip shows the type and value of the data point (e.g., type: menstrual pain, value: ten-
der breasts). I opted for this visualization, as previous research highlights how viewing
data as points on a graph arranged by time helps people reason about it [154]. When fo-
cusing on specific interactions and patterns, I visualized individual types of data on the
timeline by using markers (e.g., sexual activity: unprotected, protected, high sex drive,
withdrawal) or varying the point size (e.g., menstrual bleeding: light, medium, heavy,
spotting). In addition, if the donation contained multiple types of data I visualized them
on a bar chart to show an overview over time. When visualizing the data I prepare for the
corresponding interview, by focusing on specific events or patterns. In addition to intro-
ductory questions (e.g., Why did you start using Clue? When do you use Clue?, How did
you choose which types of data to track and donate?), I prepare questions informed by
the data and specific to each donor. I illustrate this process with four examples in Figure
3.3. I conducted interviews in person and online via Zoom. For the in-person setting, I
brought the data visualizations printed on A3 sheets of paper and interactive data visu-
alizations displayed on a laptop. For the online setting, I used the whiteboard tool Miro.
The interviews were conducted in English and Spanish, depending on the preferences of
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the donors.

Data Donation Procedure
The resulting data donation procedure (Fig. 3.4) comprises six voluntary activities. It
begins with donors receiving an invitation to participate in the research. It continues
with donors requesting and receiving a copy of their data on the Clue App, and uploading
it into the data donation platform. Here, the data donation platform explicitly invites
donors to select which types of data they would like to donate, or transfer, and to decide
if and how they want to participate in the subsequent activities. Donors who expressed a
desire to participate in an individual session to interpret, situate, and contextualize their
data receive an invitation to schedule it in person or online. Further, all donors receive
an invitation to attend the online value-gain event.

Receive Invitation Request and Receive
Data

Upload and Curate
Data

Transfer and Explore
Data

Contextualize
Data

Attend Value-Gain Event

35 Donors 13 Donors35 Donors35 Donors 8 Donors

Figure 3.4: Data donation procedure illustrating the various activities, mediated by the data do-
nation platform, in which potential donors participate and how many donors participated in each
activity.

3.4. Applying and Reflecting on Data Donationn
3.4.1. Participants
In total 35 donors (D1-35), aged 19 to 44 (mean: 30.0, median: 29, 2 did not provide
age data), contributed to the project by donating their data (Fig. 3.5). Out of these, 33
identified as female, one identified as non-binary, and one did not provide gender data.
27 donors indicated that they wanted to participate in the interview. I invited the first
19 to schedule the interview at their convenience, I did not send an invitation to the rest
(n=8) due to limited availability on my side – I underestimated how much time it took
to prepare each data visualization(s). Ultimately, 13 donors, aged 20 to 36 (mean: 28.8,
median: 29) identified as female, scheduled an interview. They were spread across eight
countries: Argentina, Brazil, Canada, Colombia, Germany, The Netherlands, Portugal,
and The United States. In addition, eight donors accepted the invitation to participate
in the value gain event. Most of the donors (n=27) did not participate in the value gain
event, four responded to our invitation mentioning that they had other commitments.

3.4.2. Data and Analysis
To reflect on my experience and that of data donors, I generated and collected three
types of data. First, the different channels and times through which I distributed the in-
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Figure 3.5: Preferences of the donors (35) throughout the data donation journey. From left to right:
(a) receiving updates from the project, (b) participating in interview, (c) receiving an invitation to
schedule the interview, (d) scheduling the interview, and (e) attending the value gain event.

vitation to donate and the donation timestamps (i.e., time and date the donation was
made), to reflect on the overall dissemination strategy. Second, the donors’ demograph-
ics (i.e., self-reported age and gender), and choices made throughout the journey (i.e.,
whether to participate or receive updates, which (types of) data to donate), to better
understand if and how they were able to set their terms and boundaries. Finally, the
audio recordings from the semi-structured interviews. I transcribed these using MS Of-
fice and manually reviewed each transcript. I analyzed the interview transcripts using
Reflexive-Thematic Analysis [32, 33] within a constructionist paradigm. To do so, I went
through the transcripts to familiarise myself with the data and inductively coded the en-
tire dataset using ATLAS.ti. Then, I reviewed the codes and grouped them into tentative
themes. I iteratively reviewed and refined the themes. The resulting themes and sub-
themes were discussed and refined with a co-author of the study, Jacky Bourgeois. In the
next section, I present results related to these three types of data.

3.5. Results
3.5.1. Invitation to Donate
I distributed the call to donate across different channels, including my personal social
media (i.e., LinkedIn and Twitter), online communities (i.e., subreddits Menstruation
and MenstruationStation, Get a Clue a Facebook group for users of Clue), and by con-
tacting people and institutions that work on menstruation and related topics. Some of
my efforts were unsuccessful, for example, moderators on one subreddit did not ap-
prove my request to post the message, while on another, my post was deemed spam and
removed minutes later. Similarly, some of the people and companies I contacted did not
respond or were hesitant to share the message with their community. For instance, Clue
abstained from sharing it as “it may be confusing to their users."

Those who agreed to share the message include social media influencer @Vanilla-
CoolDance, the Period! magazine, and the company of menstrual products Cute Cotton,
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all three based in the Netherlands. Figure 3.6 provides an overview of the donations I re-
ceived over time as well as the estimated views of the invitation throughout the different
channels it was advertised. For LinkedIn and Twitter, the estimated views correspond to
the number of views reported by each platform, re-posts from my personal contacts are
not accounted for. While for Facebook, Instagram, and the Cute Cotton Newsletter they
were calculated as a percentage of the number of followers or subscribers. In total, the
invitation to donate had an estimated of 8.000 views. My efforts were more successful
(i.e., more people donated their data) when the invitation was shared with existing com-
munities by their members (e.g., @VanillaCoolDance, Cute Cotton), followed by when
the call was shared with my personal network. This is consistent with the research of
Skatova and colleagues, which highlights that familiarity and trustworthiness with the
data recipients can influence the decision to donate [179]. Having established mem-
bers of existing communities as intermediaries facilitates building trust and familiarity,
while using my personal social media means the request was seen and shared by people
who are already familiar with me, my research and institution. In contrast, my efforts
were the least successful (i.e., fewer people donated their data) when I tried to person-
ally share the invitation with existing online communities (e.g., subreddits, Get a Clue).
For instance, in the Get a Clue community no one engaged with the post.

Figure 3.6: Daily donations over time, derived from the timestamp of the donations, and estimated
views of the invitation to donate on different channels.

3.5.2. Receiving Data Donations
Donors could choose which types of data to donate, by manually selecting each one on
the data donation platform, there was no ‘select all’ option. 17 donors selected all types
of data upon donation while 18 made a specific selection (Fig. 3.7). Out of these, 6 do-
nated only their menstrual bleeding, 3 their menstrual bleeding, menstrual fluid and
menstrual pain, while the rest made a different range of choices including up to 15 types
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of data. The received datasets have unique characteristics that result from data dona-
tion. First, different temporal ranges and go back in time for months and even years.
From the date where donors first logged their data into the Clue app, different for every-
one, to the date of donation. It leads to the availability of data over an extended period
of time without having to conduct a longitudinal study. The earliest starting date dates
to mid-2015, while the latest one dates to mid-2021. Second, the data collection is em-
bedded into the donors’ routine and is not attached to a research project or a research
instrument, thus less prone to observation bias. Third, the datasets contain different
types of data because of the selections made by the donors and the unique ways they
interact with Clue. In some cases, this meant I didn’t have enough information without
having to make assumptions or interpretations. For example, one donor donated only
the menstrual bleeding and chose not to participate in the interview, leaving me with
open questions about the data I did and did not receive. The fact that slightly more than
half of the participants made a choice over which data to donate sheds light on the im-
portance of supporting different privacy preferences and adapting to work with the data
that is made available. This might be not ideal for designers and researchers, I found it
inconvenient in some cases, but it would be an interesting shift towards giving people
more control of their data in design and research activities.
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Figure 3.7: Selections made by the donors at the time of donation for each type of data.

3.5.3. Reconstructing the Context of the Data
Donors were positively surprised to see an overview of their data over time which seemed
“more clear” (D16) and “say a lot more” (D15) than the calendar view provided by Clue.
During the interviews, I experienced first-hand the value of situating and contextualiz-
ing the data, as this allowed me to delve into the lived experiences behind them and fill
in the gaps. For example, in Figure 3.3.a, understanding why (and why then) the tracking
began.

“I stopped using the the pill in [date], so that’s where I really wanted to like
track it again” (D33).

Interpreting gaps, such as the 16 month period with no data on Figure 3.3.b. Which could
easily be misinterpreted, for example, by attributing it to pregnancy.

“I’ve been on and off also trying different methods to actually figure out
when my period would come because it’s a bit different. But, it’s also one
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of these things I’m doing it for myself so I don’t have to be 100%, so it’s really
useful on and off.”

Explaining changes, such as the near everyday tracking in November and December
2019 in Figure 3.3.c.

“In [date] I was in [country] and doing this course with different women and
they told me about tracking your cycle so it’s more in tune. So then I started
tracking [more aspects]” (D29).

Or, in Figure 3.3.d, managing the intricacies of tracking and dealing with limited options
and categories.

“Let’s just try to see if my mood has some different changes near [menstrua-
tion], but then, I don’t know, like on the same day I could be happy, sad, and
sensitive” (D2).

In addition, the interviews allowed me to learn about the donation experience from the
donors’ side. Below, I report on my learnings specific to the donation experience and the
contextualized insights on menstrual tracking.

3.5.4. Motivation to Donate Intimate Data
Donors expressed different drivers that led them to contribute to the project. First, con-
tributing to society by helping advance research, as expressed by D29:

“It feels that you’re doing something good for overall society and hope it will
make a difference.”

There was a consensus among donors on the importance of contributing to research,
“feeling that I’m contributing to research seems cool to me, it seems important to me”
(D5). Some of the donors had previous experiences with research, either by conducting
research themselves (D5, D15, D16, D22) or by participating in data-intensive research
studies (D8, D29). As described by D8:

“I haven’t done this [data donation], but there is like a big health research
in [country]. So I’m part of that. Which I think is really interesting because
they’re just kind of tracking you throughout the years”.

Moreover, donors expressed an eagerness to contribute especially to research about women,
menstruation, and FemTech, “even though there is research on medicine or whatever, I feel
that we have a large scope to explore how different all women are and we have always seen
each other lagged behind in research” (D15). In fact, a second driver was interest in the
research topic and the research outcomes, as expressed by D33:

“I learned over time that this is something that has barely been researched
like period. In like the big spectrum. So when I saw this I was immediately,
like oh, that sounds interesting, I want to participate in this! And it’s quite
interesting to see what your research will conclude.”

Finally, a third driver for those in our personal network was contributing to my research,
as expressed by D5: “it is also cool that I know you, you are my friend and I am helping
your research”.
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3.5.5. Experiencing Data Donation
Donors described the data donation process as a positive experience that led to positive
feelings, “it felt nice to be able to donate data because it’s free but it can help so much”
(D29). They found the process of downloading and donating their data fairly easy and
appreciated the instructions we provided.

“It was actually quite easy because you all described it quite well on how to
do it. So for me to actually upload data it was really easy.” (D33).

Although some highlighted that without the instructions “it was not so easy to export the
data, it was not so obvious” (D5). While one donor described the process as a bit burden-
some on our end “I did have some struggles with the website from your university ’cause I
had to click like a few times, but then it was surprisingly easy as well” (D29). The choice
of whether or not to donate was straightforward and resulted from a why not mindset.
Yet, donors had mixed attitudes with respect to sharing their data and privacy. Some “are
not bothered about sharing data” (D5) and “didn’t even think of it. Just downloaded [the
data] and put everything up” (D22). While others expressed higher privacy concerns and
thoroughly informed themselves before making the donation.

“I read everything that you wrote about it. So, what you were researching.
And also, there was the option to select which data you wanted to donate,
and there’s a possibility to withdraw at any moment. So yeah, I felt quite
comfortable.” (D33)

Similarly, donors had mixed feelings about disclosing and discussing their menstrual
cycle. Some consider it to be “private” (D7) and “find it a bit uncomfortable to discuss
certain topics” (D16). While others are actively making an effort to discuss these top-
ics “openly in daily life” (D22). Overall, donors trusted the data donation approach: “I
feel like you’re doing a really good job the way you’re going about [the data donation pro-
cess]” (D8). The institution: “[the researchers] are working in a university I attended, and
someone that I knew shared [the call] so I had no reason to distrust” (D13). And the data
protection regulations in Europe: “I feel like in Europe in general, universities are quite
good at keeping [data] well, they do have privacy rules, right? And regulations” (D22).

3.5.6. Into the Context: Tracking the Menstrual Cycle
Similarly to Epstein and colleagues [63], I identified 6 reasons why people track their
menstrual cycle with Clue: (1) get predictions about menstruation, (2) gain a better un-
derstanding of the menstruating body throughout the cycle, (3) monitor a specific health
condition or pain, (4) get pregnant or avoid getting pregnant, (5) inform conversations
with healthcare providers that often begin with “when was your last period?”, and (6)
prepare, avoid accidents, and plan for various life events. In addition, I identified three
ways in which people interact with Clue to track the menstrual cycle, these are comple-
mentary and changing throughout life.

First, logging menstruation, which is approached in a “systematic way” (D16). Most
of the donors who interact with Clue in this way expressed logging their data as soon as
they menstruate and retroactively logging “a few days down the line to fill in any blanks”
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(D29). In this case, tracking is primarily a means of receiving accurate predictions and it
is seen as a “monthly task” (D7). Common among the donors is the notion that logging
the data is essential to receiving accurate predictions, as expressed by D7:

“What makes it more accurate is that one begins to enter all the monthly
information so that it is much more precise”.

Second, logging menstruation and related events. In this case, tracking enables a better
understanding of the menstruating body throughout the cycle and facilitates identifying
patterns and managing pain. Here, what is logged, apart from menstrual bleeding, varies
greatly between and within donors.

“So I usually put the main things that I never forget, like my period and my
skin as well because I was having a lot of acne because I stopped the pill.
Then menstrual pain and the energy levels and sexual activity of course, be-
cause I don’t want to get pregnant.” (D4)

Within donors, the types of data that are logged tend to change over time due to various
factors, including pregnancy, stress, cycle variations, and a new understanding of the
cycle events and symptoms, among others. For instance, for D8 logging changed after
identifying a pattern in her cycle:

“I think that’s the main reason why I stopped tracking that stuff because I
was able to figure out it is my period causing this as it is and not some other
random thing.”

While changing what to log or reviewing log settings is possible with Clue, it’s not made
easy for people. In fact, donors expressed not being aware of some features and using
other ways to log data that they could have logged with Clue if they knew it was possi-
ble. For instance, D4 uses another app to track her weight “until about two weeks ago I
realized that Clue also had [an option] for [tracking] the weight.”

Third, logging daily events. In this case, tracking is seen as a way to gain a more “holis-
tic view” (D16) of the menstruating body throughout the cycle. Similar to the previous
interaction pattern, what is tracked varies greatly between and within donors. In this
case, tracking is often prompted by a notification from Clue, “the app reminds me like,
can you track your symptoms?” (D2). Most of the donors engaging in this pattern of
interaction expressed that they rarely looked back at their data, for instance D2:

“I just put it there and then don’t really look back. I actually don’t know how
to do it on Clue. Like I don’t know there’s a way to see like the past things,
right?”

Furthermore, donors often get discouraged and tend to abandon this pattern of interac-
tion over time “I started tracking [daily], but I never actually did it more. Yeah, I guess I
was bored of it” (D29).

3.6. Discussion
In this chapter, I explored how data donation can involve donors in interpreting, situat-
ing, and contextualizing their data. Over five weeks, I received diverse datasets from 35
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donors and situated and contextualized 13 of them, demonstrating the feasibility of this
approach. I anticipated it to be a hurdle as it entails donors being available and willing to
discuss topics that might be considered personal and awkward. Hence, I was positively
surprised when the majority of donors (27) expressed their willingness to participate in
this step, exceeding my planned interview capacity. The attitude of the donors, reflected
in their choices, is promising for future data donation projects that aim to embrace Mul-
tiple Knowledge (P3). Moreover, the flexibility of the material I used for the interviews
allowed me to conduct them in-person and remotely. The flexible setup and the possibil-
ity to conduct remote research were suitable for the context of the COVID-19 pandemic.
Yet, opting for interviews meant that the process was time-consuming, and during the
last few weeks of the project it was difficult for me to schedule a meeting with everyone
who was willing to do so. Future data donation research, could benefit from approaches
that allow contextualization activities to be carried out remotely and asynchronously.

In this section, I abstract my experience from the research activities and translate it
into a reflection on the actors involved in data donation and the procedural principles.
Furthermore, I provide design recommendations for approaching Sensitive Data Dona-
tion.

3.6.1. Reflections on the Actors
Data: Shaped by the Process and Fostering Intimacy

Data are at the core of data donation and have unique properties that enable and result
from the process. First and foremost, data are personal, they relate to a person, are par-
tially created by a person, her behavior, her characteristics, and her interactions [155],
and they are donated and contextualized by a person. Second, data are dynamic, spa-
tiotemporal, and changing through people’s actions and choices. Donated data could
be from the past, present, and future and could be enriched by reconstructing its con-
text. Third, data are multiple, defined by Prainsack [155, 156] as being able to be in more
places that one at the same time, and being able to be copied and used by several people
at the same time, independent of what the others are doing. Multiplicity enables data
donation and allows donors to simultaneously contribute to one or more projects.

Furthermore, I argue that through Sensitive Data Donation data are intimate. The
term ‘intimate data’ has been used in HCD and HCI to refer to data collected from in-
timate activities (e.g., sleeping, showering, urinating), or activities whose data might be
perceived as unusual or awkward [6, 109]. Recent work highlights different perspec-
tives and approaches. Kwon and colleagues explore the collection and sense-making of
intimate data in the context of showering, where they combine sensor data (e.g., gyro-
scope, temperature, water flow) with contextual interviews where participants reflected
on the data collection [109]. They argue that sensor data are not intimate per se, but they
get intimate connotations by the articulation of shower practices. In the area of bodily
care and women’s health, often subject to taboos and associated with notions of filth
and shame [5], intimacy is deeply rooted into the nature of the experiences and inter-
actions, that are then captured and transformed into data [6, 14, 92, 129]. For instance,
Helms [92] reflects on how her own urinating data transforms a bodily experience into
something that is sensed or measured, and Almeida and colleagues [6], set out to sup-
port and empower body literacy through digital technologies that promote looking at
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the vagina and harness the awkwardness. In the case of menstrual logs, intimacy derives
both from the data, depicting a bodily experience, and from reconstructing their con-
text. In this way, Sensitive Data Donation produces intimate data, where intimacy is a
product of the data themselves, depicting a person’s behavior and characteristics, and
their further contextualization. Moreover, as data gain intimacy while being shaped by
a person’s behavior and further contextualization, they foster intimacy between donors
and recipients.

Donors: Intentionally giving

Donors are people who knowingly and willingly contribute to a project by donating and
actively reconstructing the context of their personal data. In this way, donors intention-
ally contribute to research or design projects in specific contexts. Intentionality is impor-
tant since it brings to light specific characteristics of the donors, such as their high regard
for research in topics they consider relevant [179], and their willingness to participate in
research activities [29]. Nonetheless, a variety of factors influence donors’ willingness
to donate including the type of data being donated, the data donation effort, the way
information is presented, the context of the project, familiarity and trustworthiness of
data recipients, as well as privacy concerns, as highlighted by previous research [179,
180]. For this reason, even when donors are highly motivated it is fundamental to enable
them to define their own privacy preferences [22, 107, 210]. I suggest supporting privacy
preferences on an individual and granular level as it might lower the donation threshold
for donors with higher privacy concerns who might be hesitant. Besides, donors’ privacy
preferences could become design research insights themselves.

On the other hand, intentionality means that donors donate their data with underly-
ing expectations over the research process and benefits, and with the hope that an out-
come will be achieved. This is reflected in the choices donors made throughout the data
donation process, where the majority (24) agreed to receive updates from the project
(Fig. 3.5). Focusing on outcomes is not realistic, especially in contexts where projects
are open-ended and exploratory. Still, donors’ expectations over the process and bene-
fits should be honored within reason. In Sensitive Data Donation, where reconstructing
the context is part of the process and involves donors’ engagement over time, honoring
donors’ expectations is central in building and maintaining a trusted long-term collabo-
ration resulting in richer and more intimate datasets.

Data Recipients: Driving collaboration through accountability

Data recipients are designers and researchers working on a topic or project that involves
personal data who seek the active collaboration of people. Sensitive Data Donation re-
quires them to take on various roles and tasks. For example, considering the needs and
wants of donors and defining ways for them to benefit [22, 97, 107, 155], interacting
with regulatory bodies (e.g., Human Research Ethics Committees, Institutional Review
Boards) to define a process that minimizes risks to donors, and receiving, shaping, and
contextualizing the data, where they engage donors in activities of interpretation and
sense-making. The last two are already part of HCD and HCI research activities [30, 77,
80, 205].
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Data recipients initiate data donation by inviting potential donors, but it is up to donors
to carry through [97]. In this way, Sensitive Data Donation, and consequently the quality
of the data, is reliant on the donors’ willingness to donate and reconstruct the context
of their personal data. I previously described how donors carry underlying expectations
over the data donation process and the outcomes, for the recipients these expectations
translate into accountability. I suggest data recipients be accountable to donors and
regulatory bodies as data donation unfolds. In this case, accountability includes deliv-
ering on the expected ways to gain value, informing donors about the process, progress,
and limitations, notifying donors in case of data and security breaches, updating donors
about the ways they are expected to contribute, and including donors in the final out-
puts. Thus, data recipients build and maintain a bond with the donors that fosters a
feeling of ownership over the process and promotes collaboration.

3.6.2. Reflections on the Procedural Principles
The data donation platform was a central element in defining the process and shaping
my approach, and a first effort to apply the procedural principles of transparency, and
autonomy. Based on my experience, I discuss the shortcomings in putting these prin-
ciples into practice, propose future considerations, and suggest a third sub-principle:
awareness.

1. Transparency, I aimed to provide donors with access to understandable informa-
tion on how their personal data is handled by providing clear details up-front. Al-
though not the case of our project, the objectives and ways of handling data can
change throughout design research projects that are open and exploratory, mean-
ing transparency should be maintained along the way. Donors should be informed
in a timely manner across the process, through reminders and updates that can be
adapted to donors’ privacy preferences.

2. Autonomy, I facilitated autonomy by allowing donors to decide whether to donate,
what to donate, and how to participate. However, during the one-on-one session,
I learned that some donors were uncomfortable sharing specific events “I was a
little concerned with [a data point], I don’t feel as comfortable sharing that and
letting others know" (D16). Donors could choose which types of data to donate,
but within each type, they could not choose whether to donate or exclude certain
data. Donor autonomy should be supported in an even more granular way. For
instance, by facilitating the filtering of specific data points. In addition, I provided
the mechanisms for donors to donate their data, revoke access to the researchers
and delete their data from the platform. As of April 2022, no donor has revoked
access to the researchers or deleted their data from the platform. Similarly, in tra-
ditional design research participants seldom withdraw. As design researchers, and
data recipients, we shall become more proactive towards helping people exercise
their autonomy and reassess the terms of their participation. Beyond providing
the mechanisms, supporting the process, and establishing checkpoints.

3. Awareness, across the data donation process, I failed to provide donors with a way
to explore their data before making a donation. Due to the multiple ways in which
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data can be collected and generated (e.g., manual self-reporting, automated log-
ging or sensing), people may have an active or passive role in the process and may
be more or less aware of what the data contains. Besides, most data controllers
give users a JSON takeout file with their data, and these files are not easily explored
by people without a technical background. There is an opportunity to better sup-
port donors in understanding what is on these files, resulting in a better-informed
decision. Donors should have the capacity and the mechanisms to explore the
content of their data before making a donation. For instance, by visualizing and
exploring the data before donors make a decision to donate.

I am aware that these principles entail a trade-off (e.g., more information could be over-
whelming, reminders could be annoying, and exploring/filtering datasets could be bur-
densome) which is why they ought to be adapted to the (privacy) preferences of each
donor and the characteristics of the design process.

3.6.3. Recommendations: Approaching Sensitive Data Donation
I conducted several activities that strengthened my understanding of how to approach
Sensitive Data Donation. Based on my experience, I develop five recommendations for
data recipients, designers and researchers.

1. Donors enable data donation and in doing so facilitate design and research. There
are no intermediaries or third parties, donors directly and willingly contribute to a
design or research project, as a result, donors should directly gain value and their
contributions should be valued. Data recipients should find ways to offer direct
and time-bound value to donors. For instance, providing insights obtained from
the data or benefits derived from research outputs.

2. Data recipients should support donors throughout the data donation process. For
example, by providing clear instructions on how to donate and making the process
as simple as possible. Yet, this process is limited by the data portability alternatives
offered by data controllers. Moreover, data recipients should encourage donors to
(re)define their privacy preferences even if this might result in less data available.

3. Data recipients should carefully consider where and how to invite potential data
donors. Having members of existing communities as intermediaries facilitate spread-
ing a call to donate, but might hamper diversity and lead to bias.

4. Data obtained through data donation was collected and generated in-the-wild,
where people behave freely, naturally, and even wildly (e.g., in unique and unex-
pected ways). Data recipients should be prepared to work with datasets that are
dynamic, diverse, and reflect this wildness (e.g., unique, incomplete).

5. Shaping and reconstructing the context of the data obtained through data dona-
tion requires data recipients to be flexible and adaptable to multiple contexts (e.g.,
remote research, in-person research) and (privacy) preferences. In addition to
finding suitable ways to visualize the data and communicate with donors through
it.
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3.7. Chapter Takeaways
In this first iteration, I focused on integrating into the data donation process activities
that invited donors to contribute beyond their digital-trace data. Specifically, augment-
ing the data with their embodied and situated knowledge through interpretation and
contextualization (P3). Inspired by current practices in HCD and HCI I approached the
principle of Multiple Knowledge(s) (P3) through an individual interview supported by
the data. This process was engaging and exciting for donors, yet it was time-consuming
on my side. Additionally, I applied the procedural principles of transparency and au-
tonomy. However, donors’ experiences revealed that they are not necessarily aware of
the content of their sensitive data at the time of donation. Thus, it is necessary to pro-
mote awareness and better support donors in exploring, understanding, and building in-
timacy with their data autonomously and before they decide whether to donate it. This
illustrates the limitations of how data curation (P2) was implemented in this iteration.
Moreover, it introduces the need to support donors in knowing and exploring the data
before they are transferred to recipients. Awareness could be a way to foster value cre-
ation in itself, which is the focus of Chapter 4. Moreover, I approached value creation
(P1) through a dedicated activity in which not all donors participated. How to approach
value creation in a way that better suits the research process and activities remains an
open question.





How can data donation foster an incremental understanding 
of data inviting donors to (re)assess their participation?Second design iteration

RQ3



4
Incorporating Dynamic Consent into
Data Donation

Abstract
In this chapter, I investigate how data donation can foster an incremental understanding
of data that invites donors to (re)assess their participation (RQ3). To do so, I design and
develop the second iteration of a sensitive data donation approach embodied by a dig-
ital data donation platform. It focuses on incrementally supporting donors in knowing
their data before they decide to donate it and throughout their voluntary participation in
subsequent activities. I hypothesize this incremental process yields a return of value to
them and enables them to be adequately informed about their data, how and why they
will be used at the time of initial informed consent, and (re)assess their participation in
the research throughout the data donation process. I apply the data donation process
in a research project aiming to investigate people’s perceptions of their Google Assistant
speech records. 22 donors participated by donating their data, of which 17 volunteered
to interpret them and reflect on their data donation experience. I discuss their experi-
ence and conclude this chapter by illustrating the gap between knowing that data is col-
lected and knowing what data collection feels like. Further, I discuss how bridging this
gap through a data donation process is perceived as valuable and requires an ongoing
(re)assessment around disclosure and participation.

This chapter draws on the following publication: Gómez Ortega, A., Bourgeois, J., Hutiri, W.T., and Kortuem,
G. (2023) Beyond Data Transactions: A Framework for Meaningfully Informed Data Donation. AI & Society.
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Figure 4.1: Overview of the case study showing the involved people and activities mapped around
the five phases of Sensitive Data Donation.
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4.1. Introduction

This chapter investigates how a data donation process can foster an incremental under-
standing of data that invites donors to (re)assess their participation through the second
Research through Design (RtD) iteration. I design and develop an instance of the data
donation approach described in Chapter 2 – embodied by a digital data donation plat-
form. Additionally, I incorporate the learnings from Chapter 3, specifically how donors
are often unaware of the content and characteristics of their sensitive data at the time of
donation. I apply this instance of data donation in the context of domestic interactions
between the inhabitants of a house and their voice assistants. Aligned with the principle
of Ongoing Consent (P4), this iteration focuses on integrating ongoing consent practices
into data donation cemented on an increased understanding of data. More specifically,
I hypothesize that incrementally supporting donors in knowing their data yields a re-
turn of value to them and enables them to be adequately informed about their data, how
and why they will be used at the time of initial informed consent, and (re)assess their
participation in the research throughout the data donation process.

The principle of Ongoing Consent (P4) builds on informed consent, an ethical and le-
gal requirement for research involving human participants. It is considered one of the
main challenges of digital-trace data donation [22, 100, 140, 190], and, more broadly,
of research and other activities involving transactions of Big digital-trace data [9]. In-
formed consent requires that people understand the content and characteristics of their
data, how and why their data will be used, and the advantages, disadvantages, and po-
tential risks associated with the usage of their data [139]. In this context, Breuer et al.,
[34] compared two of the most common approaches to data donation – of Facebook logs
– (1) applications to which donors give permission to scrape data using their personal
account(s) and (2) digital platforms or research repositories to which donors manually
upload a copy of their data, previously requested from a data controller. They argue that
in both approaches it is possible to obtain informed consent from donors and the sec-
ond one offers higher transparency to donors; who can “see exactly what types of data
they will share with the researchers.”

However, they – and I the iteration described in Chapter 3 – fail(ed) to consider (1) donors’
general (and limited) understanding of their data at the time of informed consent and
(2) the practicalities of requesting and obtaining a copy of the data, which do not lead
donors to “see exactly what types of data they will share with the researchers.” First, at the
time of informed consent, often prior to and independent of the data donation (e.g., [34,
123, 162, 166]), the content of the data remains obscure and abstract. Most donors “don’t
know what they don’t know” [100] about their data. Thus, it is hard for them to anticipate
the (privacy) implications of donating them. Second, arguing that the approach where
donors manually upload a copy of their data to a digital platform or research repository
offers higher transparency assumes donors can obtain information from it. Bowyer et al.,
[31] conducted a study inviting 11 people to obtain a copy of their data from different or-
ganizations; they found that in most cases people were left “in the dark” and the returned
data was “often difficult to understand, impractical to use, and raised new questions and
concerns.” Similarly, Alizadeh et al., [4] concluded that people require support in under-
standing and making sense of the files and the data that are returned. This means donors
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might be able to see the files of data they will share with the researchers but might not
adequately understand the (personal and sensitive) information they contain (and that
they are giving away) and its implications.

Overall, with respect to the data donation approach described in Chapter 3, the data
donation process described in this iteration comprises:

• Value creation through data, potential donors can derive value from their partici-
pation in the research through an incremental process of knowing and getting close
to their data. It aligns with the principle of Balanced Value (P1).

• Data exploration before curation, potential donors are invited to explore their
data locally through an interactive tool on the data donation platform. They can
familiarize themselves with their data, and identify its content and characteristics
before deciding whether and what to donate. More importantly, before data is trans-
ferred. It aligns with the principle of Sensitive Data (P2).

• Ongoing participation (re)assessment, potential donors are explicitly invited to
ongoingly (re)assess their participation preferences as they engage differently with
their data in the various stages of the data donation process. It aligns with the prin-
ciple of Ongoing Consent (P4).

These activities are described in Section 4.3. This chapter reports on donors’ experiences
throughout the data donation process. It describes their knowledge and understanding
of their data (i.e., personal data literacy) and perceived value gain. Additionally, it un-
derlines some of the limitations and future challenges of data donation processes, such
as their complexity and the relational aspects of data that should be accounted for. This
chapter concludes with a reflection on the principles of Balanced Value (P1), Sensitive
Data (P2), and Ongoing Consent (P4).

4.2. Intimate Context: Voice Assistants in the Home
I situate and apply data donation in the context of domestic interactions between the in-
habitants of a house and their voice assistants. Voice assistants are routinely used by mil-
lions of people around the world as part of their daily and social lives [154]. It is reported
that in 2022 Google Assistant and Apple’s Siri were each used by over 500 million peo-
ple worldwide, while Amazon’s Alexa was used by over 100 million people worldwide1.
Voice assistants are always listening and activate when users use the wake word, “OK
Google", “Hey Siri", or “Alexa". Afterward, they process, respond to the user’s query, and
store a speech record; containing a timestamp, transcript, and audio recording.2 Users
of voice assistants integrate these devices into various tasks and activities throughout
the day, including managing smart appliances, getting ready for bed, and cooking [21,
172] Thus, speech records allow for a detailed picture of voice assistant users and their
routine activities [154].

Previous research suggests that most voice assistant users have an incomplete under-

1Voice assistant users worldwide, from Smart Speakers Global Market Report (accessed in September 2022)
2In response to the European General Data Protection Regulation (GDPR) as of 2020, voice assistants only

store the audio recordings if the user has opted in.

https://www.reportlinker.com/p06247523/Smart-Speakers-Global-Market-Report.html?utm$_$source=GNW
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standing of how speech records are collected, stored, and processed [111, 154], as well
as the security and privacy implications [40, 123]. Bentley et al., [21] collected speech
records through Mechanical Turk from 88 Google Assistant users, they concluded that
users interact with these devices approximately between 2 and 18 times per day, with an
average of 4.1 times per day. Hence, it is difficult for voice assistant users to be aware of
what information is stored on their speech records, especially over time. Similarly, Pins
et al., [154] argue that it is difficult for voice assistant users to understand the extent of
data collection and processing by the system or vendor; as these are introduced through
vague and unclear terms of use statements and privacy policies. They developed a pro-
totype to support exploration where 11 users of Alexa and Google Assistant uploaded a
copy of their speech records. Moreover, Malkin et al., [123] developed a browser exten-
sion to retrieve speech records from 116 users of Alexa and Google Assistant; they used
individual speech records as survey prompts and found that almost half of the users (51.7
%) did not know their speech records were permanently stored and the majority (56.0 %)
did not know they could review their past speech records. Hence, their understanding of
the information and infrastructure behind speech records prevents them from being ad-
equately informed when pondering whether to donate (or share) them with researchers.

Within this context, I aim to apply data donation to investigate people’s perceptions of
their speech records when faced with a comprehensive view as opposed to individual
data points (Chapter 5).

4.3. Data Donation Process
In this section, I apply a simplification of the Sensitive Data Donation approach (Fig. 4.2)
with a focus on the principles: (P1) Balanced Value, (P2) Sensitive Data, and (P4) Ongo-
ing Consent. I approach these principles as interrelated under the overarching goal of
fostering personal data literacy – the necessary knowledge of their data that a person
must have to make informed decisions about them – through data donation. I hypoth-
esize that incrementally supporting donors in knowing their data (i.e., increased per-
sonal data literacy) yields a return of value to them and enables them to be adequately
informed about their data at the time of initial informed consent and (re)evaluate their
participation throughout the data donation process. Although not the focus of this chap-
ter, this process includes interpretation and contextualization activities that promote the
principle of Multiple Knowledge(s) (P3). These aim to support donors in better under-
standing the different types of information captured through their data, how they relate
to their experiences, and reflect on their implications.

In the following, I describe how I applied these principles through the five phases of
the data donation approach. The activities, participants, and data collected during each
phase are summarized in Figure 4.1.

Phase 1: Identify, Prepare and Communicate

To identify the relevant data sources and types of data, I explored how to request and ob-
tain a copy of the data from Google Assistant, Amazon’s Alexa, and Apple’s Siri. I decided
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Figure 4.2: Simplification of the Sensitive Data Donation approach for this iteration, highlighting
in yellow the main focus of this chapter and crossing out in red the omissions from the approach
proposed in Chapter 2.

to focus on Google Assistant, as Google has an accessible Takeout page from where their
users can export their data to a downloadable file. At the time, it was less clear how users
of Alexa and Siri could request and obtain a copy of their data.

In this iteration, the value-gain strategy is tightly coupled with tools and activities in
the data donation platform that invite potential donors to know their data. These are
informed by a set of recommendations provided by Pins et al., [154], who developed a
prototype that supported the exploration of speech records. Their recommendations to
foster awareness and support personal data literacy in this context include: (1) support
right from the start, (2) support to structure the data into categories, (3) reconstruct the
context, (4) draw attention to unintended interactions, (5) tell users how the vendors
(might) see them, and (6) disclose the communications between devices and services
(e.g., third-party services and applications).

To prepare the platform to parse and visualize the data, I requested data from Google
Takeout from my account and various dummy accounts. I explored the structure of the
resulting folder and files. As in Chapter 3, the platform has three open source compo-
nents that manage (1) the user profiles and authentication, (2) the data storage and shar-
ing, and (3) the donation process. The first two were implemented using TypeScript, and
the third was implemented using the Phython web Framework Django. Data was passed
between system components using web APIs.

To invite potential donors to participate, between April and June 2022, I reached out to
Google Assistant users (e.g., Assistant App, Google Home, Google Nest) worldwide, and
we invited them to donate their speech records. I used snowball sampling by periodi-
cally posting our ‘call to donate’ across different channels for three months. These in-
cluded our personal social media (e.g., Twitter and LinkedIn), online communities (e.g.,
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subreddits r/GoogleAssitant and r/GoogleHome, Google Home users on Nextdoor), and
local cafes and universities. Additionally, I reached out to people and institutions (e.g.,
a privacy foundation and an internet podcast) who shared the ‘call to donate’ with their
communities through social media, newsletters, mailing lists, and events in which I took
part. In total, the ‘call to donate’ had an estimated of 35.000 views.

Phase 2: Request and Receive Data

Between April and June of 2022, I reached out to Google Assistant users worldwide (e.g.,
Assistant App, Google Home, Google Nest) and invited them to participate in the re-
search by donating and reconstructing the context of their data. For this, I used a combi-
nation of convenience and snowball sampling. I advertised the research by periodically
posting on my personal social media (e.g., Twitter, LinkedIn), existing online communi-
ties (e.g., subreddit r/googleassistant, local mailing lists and newsletters), posting flyers
in local cafes and universities, and advertising the research at community events. In the
call to donate, I specified who was conducting the research by stating my name and af-
filiation, what the goal was, who could participate (i.e., adult active users of the Google
Assistant) and how (i.e., detailed instructions describing the process to obtain their data
from Google). Following the recommendation by Pins et al., [154] of “supporting right
from the start” I provided detailed visual instructions describing the process. Donors
were required to: (1) visit takeout.google.com3 and log in with their Google credentials;
(2) select the type (i.e., speech records), format (i.e., JSON, and MPEG) and size of the
data to export; (3) wait ‘a long time (possibly hours or days)’4 for the export to complete;
and (4) receive an email with a ZIP file containing their speech records. Here, it is im-
portant to note that donors receive via email a ZIP file containing a JSON file listing all
speech records and several MP3 files (one per speech record). As described by previous
research (e.g., [4, 31]) these files and formats are hard to understand for most people.

In this step, I aimed to foster (personal) data literacy by highlighting that (1) speech
records are collected and stored by Google and (2) users can obtain a copy of their speech
records (and other data).

Phase 3: Upload, Explore, and Curate Data

After receiving an email containing a copy of their speech records, donors could upload
their ZIP file to the data donation platform. When uploading their data to the platform,
donors could find information about the research project (i.e., project goals and activi-
ties) and team (i.e., names, affiliations, and contact information of the researchers) and
detailed visuals describing the data management and storage. With this information, I
aimed to (1) adequately inform donors about the research goals and activities and (2)
support them in (re)evaluating their participation. When uploading the data, donors
provide initial informed consent to participate in the research. They have not (yet) con-

3Google Takeout Page: takeout.google.com
4Once people complete the Google Takeout process they see the following message: “Google is creating a

copy of files from My Activity. This process can take a long time (possibly hours or days) to complete. You’ll
receive an email when your export is done."

takeout.google.com
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sented to donate (transfer) their speech records. Thus, data is uploaded and stored in
the platform, but researchers do not have access to it until donors have explored it and
explicitly (re)evaluated their decision. After uploading their data, donors were invited
to explore it, understand it, and (re)evaluate their participation. Here, donors could as-
sess whether and what data to donate (transfer) to the researchers. With this activity, I
aimed to foster personal data literacy by enabling donors to delve into the (1) content (2)
dimensions (i.e., timestamp, transcript, audio recording), (3) amount, and (4) temporal
distribution of the uploaded speech records.

To support and enable exploration, I build upon the data visualization prototype devel-
oped by Pins et al., [154], who visualize speech records as points on a graph arranged by
time to help people reason about it. I augmented their prototype by allowing donors to
listen to their audio recordings when hovering at a point, in addition to reading the tran-
scripts and timestamps (Fig. 4.3). Donors could visualize (and listen to) an overview of
their speech records over time through an interactive graph where each point represents
an interaction with the Google Assistant. In the graph, the x-axis represents the time of
the day and the y-axis represents the date. When donors hover over a point, they can
listen to the audio recording and read the transcript and the exact date and time of the
interaction. Together with the visualization, donors could see the following message: “I
invite you to explore (and listen to!) your data by hovering over the dots, each dot repre-
sents an interaction with your voice assistant.”

(a) Hovering over points to explore. (b) Selecting points to delete.

(3) Select Points to Remove from Donation

(2) Reproduce Audio from Interaction

(1) Read Transcript and Timestamp

Figure 4.3: Example of the interactive graph where potential donors can explore an overview of
their speech records over time.

Phase 4: Transfer Data

After exploring their data, donors were invited to (re)evaluate their participation by choos-
ing to: (1) withdraw from participating and delete all their speech records from the plat-
form; (2) consent to donate (transfer) all their speech records to the researchers, who
immediately gain access to it; (3) remove specific speech records (e.g., single data point,
all data from a given time) from the platform and consent to donate (transfer) the re-
maining speech records. If donors consented to donate their speech records, I invited
them to provide their demographics (i.e., self-described gender, age), location (i.e., city),
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and information about their Google Assistant (i.e., device type, language).

Phase 5: Contextualize Data

To involve donors in situating and contextualizing their data, I conducted semi-structured
interviews with donors who volunteered to participate in this step. Here, I aimed to fos-
ter personal data literacy by facilitating donors’ exploration and interpretation of their
speech records. I developed a personal data canvas following the recommendations
by Pins et al., [154]: (1) “drawing attention to unintended interactions”, (2) “supporting
to structure the data into categories”, and (3) “telling users how the vendors (might) see
them.”

The personal data canvas introduces speech records as single and multiple interactions.
First, I focused on introducing the dimensions of the data (i.e., timestamp, transcript,
audio recording) through single interactions and “drawing attention to unintended in-
teractions” (Fig. 4.4.a). Second, I focused on introducing multiple interactions through a
data visualization (Fig. 4.4.b). In doing so, I supported donors to “structure the data into
categories”, and broadly “told users how Google (might) see them.”

Transcript:  Trained voice model
Timestamp:  Day, Month, Year @ Hour
(Intended: training) 

Transcript:  Hey Google, tell me a joke in Dutch
Timestamp:  Day, Month, Year @ Hour
(Intended: playful) 

Transcript:  Hey Google, put on the sex lights
Timestamp:  Day, Month, Year @ Hour
(Intended: common request) 

Transcript:  OK Google, what is the yard clendening
Timestamp:  Day, Month, Year @ Hour
(unintended: background conversation) 
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Figure 4.4: Example of a personal data canvas. Shown with permission of the donor

In the visualization, I focused on conveying the information from the timestamps and
transcripts of multiple interactions. Specifically, I identified common interactions for
each dataset and grouped them into categories (e.g., weather, music, time). I visual-
ized the distribution of these categories throughout the dataset with a bar graph (Fig.
4.4.b(1)), and I represented each category with a different color throughout the visualiza-
tion. Additionally, I presented the number of (daily) interactions for each category per
hour of the day and day of the week with a heat map (Fig. 4.4.b(2)) where I focused on
the 16 hours of the day with more interactions, the start and end times vary by the donor.
Similarly, I used a heat map to present the number of interactions of each category per
hour of the day during the weekdays (Monday through Friday) and weekends (Saturday
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and Sunday) (Fig. 4.4.b(3)). Finally, I presented a word cloud (Fig. 4.4.b(4)) with the most
frequent words grouped and color-coded by category, and additional images were visu-
ally representing some of the terms. I added the images to make the interactions more
prominent and easier to explore.

I used the personal data canvas as a prompt during semi-structured interviews where
I supported donors in exploring the data, reflecting on their behavior (as captured by
the data), and identifying patterns and potential inferences. It was presented as two
slides on a screen; if the interviews were in person, the visualization (Fig. 4.4.b) was also
printed on A3 paper. The interviews revolved around three stages. First, I invited donors
to describe their data donation experience (up to that point, downloading, uploading,
and exploring, understanding, and donating the data) and whether they considered re-
moving points from their donation. Second, I introduced the personal data canvas and
explored the different attributes of the data (Chapter 5). Here, I supported donors to
lead and articulate the interpretation and contextualization of their data. Third, I in-
vited donors to describe any feelings or emotions that emerged throughout the data do-
nation experience (comprising the interview) and discuss their perspectives on the value
gained. I phrased value gain in terms of getting something out of the experience or wish-
ing something for a future experience5. During the interview, I reminded donors of the
possibility of (re)evaluating their participation and withdrawing their donation.

Data Donation Procedure

The resulting data donation process (Fig. 4.5) comprises five voluntary activities. It be-
gins with donors receiving an invitation to participate in the research. It continues with
donors requesting and receiving a copy of their data from the Google Takeout page, and
uploading it into the data donation platform, where they are explicitly invited to explore
and curate them. Here, donors are also invited to decide if and how they want to par-
ticipate in the subsequent activities. Donors who expressed a desire to participate in an
individual session to interpret, situate, and contextualize their data receive an invitation
to schedule it in person or online.

Contextualize
Data

17 Donors

Receive Invitation Request and Receive
Data

22 Donors

Upload, Explore
 and Curate Data

22 Donors

Transfer 
Data

22 Donors

Figure 4.5: Data donation procedure illustrating the various activities, mediated by the data do-
nation platform, in which potential donors participate and how many donors participate in each
activity.

5Example of questions: What did you get out of this experience? What would you like from a data donation
experience in the future?
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4.4. Applying and Reflecting on Data Donation

4.4.1. Participants

In total, 22 donors (D1-D22), aged 21 to 58 years (mean = 30.8, median = 38), 1 identified
as non-binary, 7 identified as female, and 15 identified as male, positively responded
to the call by donating their data. Donors were primarily located in the Netherlands
(54%), with some based in other countries, including Germany, Italy, Colombia, and Ar-
gentina. Obtaining a copy of the speech records, enabled by the GDPR, was also possible
for donors outside the EU6. 17 donors (5 identified as female and 12 as male) agreed to
participate in the follow-up data exploration interview.

4.4.2. Data and Analysis

To reflect on my experience and that of data donors, I generated and collected three
types of data. First, when donors first uploaded their data into the platform, I collected
information about their initial understanding of Google’s data collection and storage
practices. Through a short questionnaire. I invited donors to answer the following ques-
tions7:

Q1: Did you know that Google collects and stores your speech records?

Q2: Did you know that you could download a copy of your Google Assistant speech
records?

Q3: What information do you think is in your speech records?

These served as a baseline to determine donors’ initial awareness with respect to that
of participants in previous studies (e.g., [40, 111, 123]). Second, after donors explored
and transferred their data I collected information about their demographics and under-
standing of their speech records. I invited donors to answer the following questions:8

Q4: To what extent do you agree with the following statements?

– Seeing my data is helpful for understanding how much data my assistant col-
lects

– Seeing my data is helpful for understanding what types of data my assistant
collects

– Seeing my data is helpful for understanding how long my assistant has been
collecting data

– Seeing my data is helpful for deciding whether to donate them

Q5: What did you learn from seeing your data in this way?

These served to determine donors’ understanding of their data after the exploration
and their perceptions regarding the usefulness of the interactive visualization (Fig. 4.3).

6The GDPR applies to the population of the European Union. Yet, in practice, the right to data portability is
available worldwide, since international companies rarely limit it by geography [31].

7Answers to Q1, Q2 are Yes/No, answers to Q3 are open.
8Answers to Q4 are 5-Point Likert scale from strongly disagree to strongly agree, answers to Q5 are open.
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Third, I collected information about their overall data donation experience through the
semi-structured interviews. I conducted the interviews in English between June and July
2022. Interviews lasted between 35 and 55 minutes; 5 took place in person and 12 via
Zoom. I conducted one interview with the two members of a household who share a de-
vice (D9a,b), the remaining 16 interviews were one-on-one as most donors were single-
users of their Google Assistant. The interviews were audio recorded and transcribed. I
made an initial transcript using MS Office 365, then manually reviewed and edited it.

My analysis primarily focuses on the answers to the questionnaires (Q1-Q5) and inter-
view transcripts. The answers to the closed questions (Q1, Q2, Q4) are used to illustrate
donors’ understanding of their data at different points of the data donation process. The
answers to the open questions (Q3 and Q5) are combined with the interview data, and
analyzed using reflexive thematic analysis [32, 33], within a constructionist framework.
I independently read through the transcripts to familiarize ourselves with the data and
coded the entire dataset using ATLAS.ti. Through this process, I aimed to capture all
the aspects of the data relevant to the data donation experience and the perceived value
gained. I independently reviewed the codes and subsequently discussed and grouped
them into tentative themes with a co-author of this study, Jacky Bourgeois. I iteratively
reviewed and refined the themes.

4.5. Results

4.5.1. Getting my data

Donors gained awareness of Google’s data collection practices and the possibility of ob-
taining a copy of their data. When answering to Q2 over half of the donors (12 out of 22)
indicated not knowing it was possible to obtain a copy of their data.

“I didn’t know, when I saw in the beginning like the instructions about how
to download this data. It was the first time for me, and actually, it was very
interesting.” (D16)

For them, reading the call to donate and the instructions on how to donate was a way
to discover their rights and with them new ways of engaging with their personal data.
Additionally, throughout the download process, data went from an abstract entity to a
nearly tangible (and material) one that is available and can be explored digitally, seen,
read through, and listened to. Data is there, stored somewhere, and accessible (to donors
and others).

Data Literacy
Donors’ personal data literacy increases by understanding how to intervene and partic-
ipate in Google’s data collection practices and becoming familiar with their individual
(data) rights (e.g., right to data portability). This understanding extends beyond the con-
text and scope of the research, as described by D9b .

“What I found the most interesting was, while I was downloading the data, to
see how organized it was. We were only following instructions, so we dese-
lected everything and then we uploaded just the voice commands. But I was
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genuinely excited to see that I could look up my YouTube history, my Google
searches, my Google Maps. Everything is in a specific folder, so I think this
research empowers you to look stuff up that you otherwise wouldn’t.” (D9b)

It illustrates how all kinds of (personal) data are stored in structured databases and how
these are searchable and accessible upon request. Hence, it presents the opportunity
for donors to access and explore data from other Google services (e.g., browsing history,
location) and other data holders (e.g., Spotify, Twitter) if only out of curiosity.

Value Gain
Donors engage differently with their (personal) data; an abstract concept that gained
clarity and materiality. Speech records are opaquely generated as a product of the (many)
interactions between people and their voice assistants and are stored “somewhere in a
cloud” (D19). They became available and inspectable through the act of ‘obtaining a
copy’. Moreover, speech records became something donors have, own, and control.

“Can you say that you own a dataset or that the data about your life is yours if
you are not really capable of using it, or donating it, or doing anything about
it? Because, I feel like that data [the speech records] is Google’s data. I mean,
if I don’t have a server, if I don’t have the technical ability, if I never use it in
my daily life, is that data mine? It’s about me, but I don’t really feel it is mine.
Thanks to this project, we kind of gain ownership over that. If I’m a passive
agent, I feel like it is about me, but if I’m an active agent it is mine.” (D9a)

D9a articulates the difference between data being about her and hers. Through data do-
nation donors gained ownership of data that is about them; and became theirs. Here
ownership is not limited to having a copy of the data. It extends to actively being able
to control guard and use it; for example, by deciding to donate it. Nonetheless, having is
important. It means donors can (re)use the data as they wish; although donors acknowl-
edge this process is not straightforward and it requires technical skills and resources.

4.5.2. Knowing my Data

Through inspecting and exploring the data donors become aware of “how much infor-
mation is stored and the kind of information that is stored” (D14); and how data relates to
themselves and their interactions with Google Assistant. Exploration led to the paradox-
ical realization that interactions are recorded and become data, paradoxical given that
most donors (17/22) indicated being aware that Google collects and stores their speech
records when answering to Q1. It underlines the gap between using a device knowing
that it collects and stores (personal) data and knowing how data looks, sounds, and feels
like.

“I don’t know how to describe it. But one thing for me is like to use it [Google
Assistant] and the other thing is like listening to my voice now. By listening
to it, you become aware of the fact that this is recorded and was stored some-
where by Google, and it makes you feel a bit unsettled.” (D5)
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Data Literacy
Donors’ personal data literacy increases by realizing that the interactions with Google
resulted in data points, indefinitely stored “Google records all this information for, I don’t
know how long” (D18). This realization was described as surprising (D2,D14,D17,D21),
crazy (D14), and creepy (D1, D19). Especially considering the observed nature of speech
records, collected implicitly and in the background of all interactions donors have with
their Google Assistant. It is nearly impossible for a person to keep track of every interac-
tion over time, “I cannot remember what kind of stupid things I’ve said to Google” (D18);
hence knowing how data looks, sounds, and feels like can lead to uncomfortable feelings,
“Google feels like a stalker” (D19), and emotions.

“I remember when I downloaded it, I hadn’t made a Google takeout before. I
did not know that they stored all this data. And like all the data that is there,
that for me was a moment of real emotional response like oh, OK.” (D21)

The data visualization supported donors in knowing how data looks, sounds and feels
like. In addition, it helped most donors grasp how much data was collected, what types
of data were collected, and for how long. Further, it enabled donors to identify behavioral
patterns in their data, ”there are patterns on the time of the day when I’m using the assis-
tant, which reflect, somehow, my routine (D22). In this way, donors gained awareness
of data being personal; related to themselves and their behavior and reflecting specific
aspects about themselves and their behavior.

Value Gain
The gained awareness and familiarity, often described as knowledge and (increased) un-
derstanding, were perceived as valuable takeaways from participating in the data dona-
tion journey. These led to a (better) informed opinion on the data and how it relates to
themselves and others.

“What I took out of this experience is knowledge. It’s knowledge about what
Google collect[s], the fact that you can download the data, listening to our-
selves, it was exciting. And then, having an informed opinion about [data].
Before I had like a fear, and now I have an informed opinion, or at least semi
informed.” (D9a)

Donors appreciated how data donation enabled them to look ‘behind the curtain’ and
gain knowledge into how Google ‘sees’ them and how it works; what it listens to, “listen-
ing to it, it’s like oh OK, it was recorded” (D5); what gets recorded, even when it should
not, “it was a personal conversation, I was not aware that [it] was being recorded” (D14);
what it does (and does not) understand, “the transcripts are not always the things that I
said” (D18); and how much and how often it collects and stores data, “I could realize how
much information is on my phone, about me” (D16).

4.5.3. Knowingly giving away my data and contributing to research

In addition to supporting donors’ understanding and exploration of their data, the data
visualization enabled them to be aware of what exactly they were ‘giving away’ to the re-
search, “it is interesting to hear the recordings because you get a sense that there is a level
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of control of what you’re giving away” (D9b). Here, data became a way for donors to par-
ticipate in and support research activities; informed and enabled by increased personal
data literacy.

“We were able to listen to the recordings and it’s very intimate, but it kind of
gave me peace of mind because at the end of the day, what is there is not what
I value the most when I think about my privacy.” (D9a)

Data Literacy
Donors’ (personal) data literacy enables them to be aware of the information donated (or
transferred) to researchers. This awareness, invites them to reflect on (and (re)evaluate,
if necessary) their privacy boundaries. I aimed to further support donors define their
boundaries and control what they were ‘giving away’ by enabling them to remove specific
points from their donation. Yet, most of the donors (21/22) decided not to remove any
points, “I didn’t find anything that was recorded that I thought well, no, no, I don’t want
to share it” (D10). This was primarily motivated by how most data points corresponded
to simple and mundane interactions (e.g., ‘OK Google, what time is it?’, ‘OK Google, set
an alarm’), “when I looked at the data, it was really, like, ‘How is the weather’, so, I did not
see anything that I would have needed to remove” (D2).

Value Gain
Through the data donation journey donors knowingly and actively contributed to the
research. Donors expressed having high regard for scientific research and considered
this research a good cause, “when I donate, also money I wanted to go for a good cause.
And I’m convinced, it makes me convinced, that my data went for a good cause” (D2).
Hence, the action of contributing to research was perceived valuable and led to posi-
tive feelings. The motivation to contribute to research also shaped donors’ decisions on
whether to donate their data “I understand the research process and I understand that
they [researchers] need this kind of information, so I’m completely open to do it” (D17),
and which data to donate, “I feel that if I share more data, more interactions, it will be
more useful for the research. So, my decision was to help as much as I can” (D14). Addi-
tionally, having knowingly and actively contributed to this research meant donors had
expectations regarding the research progress and its outcomes. These underline oppor-
tunities for researchers further provide value to donors by being open and accountable.

“If I took the time to donate my data to a project, it’s because I’m actually
interested in it. So, I want to keep knowing what is happening or how is my
data being used for.” (D1)

4.5.4. Reflecting on my data, my relationship with Google, and myself

During the semi-structured interviews donors gained deeper insights into how (per-
sonal) data relates and reflects aspects about themselves and their behavior. These,
however, are incomplete and limited by the specific ways in which people interact with
their Google Assistant, “it does give a sort of accurate picture, but it’s not the picture that
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I would put together. I think it gives, let’s say to certain topics, more, uh, prominence
than how prominent they are” (D2). For example, the interaction ‘OK Google, turn off
the alarm’ can indicate when a person wakes up, and the interaction ‘OK Google, turn
off the bedroom lights’ can indicate when a person goes to sleep; broadly reflecting her
sleep routine but not providing any insight into what happens in between. Yet, although
limited and incomplete, data can support reflection. D22 illustrates the process of re-
flecting on her routine through the (lack of) data:

“Realizing about Fridays, that I don’t use Google on Fridays. It’s like why? And
then I thought like yeah, OK so I was not at home on Fridays. I mean, my
working day ended like at noon. So, it was like super interesting, I didn’t real-
ize about those patterns [before]. Because I know that I wake up at 5:30 and
I go to sleep at 10, but then I was never, like, OK the last three Fridays I was
doing this.” (D22)

Data Literacy
Donors’ personal data literacy increases by engaging with the data and reflecting on the
nuances of the context captured by it. Through this process, donors realized the many
ways data is embedded in and partly reflects their daily lives and interests and the poten-
tial inferences that could derive from data. In doing so, they gained greater awareness
resulting in a tipping point in their perspectives on (personal) data. Data was no longer
considered nothing (i.e., simple and mundane) and became something (i.e., personal
and sensitive).

“When I signed up for this study, I was like, OK, my Google home data? I don’t
think there is anything to find in it, so why wouldn’t I share [it]? And even after
ticking and ticking through [in the data visualization on the data donation
platform], like OK, what am I sharing? I was still convinced. [...] And now
I’m surprised, it’s not like there is nothing in the data. For a brief moment, I
was even like, OK, I’m glad that nothing more surprising came out from there
[laughs].” (D2)

Increased awareness, and the change of perspective derived from it, resulted in the in-
tention to change how donors interact with their Google Assistant to minimize (sen-
sitive) data collection, “I learned about myself, but also, I think I would be a little bit
more careful with what I’m going to ask Google from now” (D17). Additionally, it enabled
donors to put their privacy concerns into perspective. For some, it led to the realization
that Google is not that bad, “I mean it might be able to tell if I’m sleeping, or at what time
do I wake up, but like the things that are really important for me in terms of privacy are not
there and so I was kind of relieved” (D9a). For others, it led to the realization that Google
collects and stores too much data and is too creepy, “Google feels like a stalker” (D19).
It prompted donors to reconsider their relationships with digital technologies as well as
their participation in this research and future research activities that entail personal data
sharing. Still, when invited to (re)evaluate their decision to donate at the end of the data
donation journey none of the donors (0/22) wanted to withdraw their donation.

“It was a learning process for me. To understand better what information I
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share and what information I let Google know about me. And it’s something
that I believe we need to improve, because as I told you, there are things in
the [personal data canvas] that you did that I don’t want to be sharing with
anyone, even with Google.” (D14)

Value Gain
Donors appreciated the multiple viewpoints set in place for them to explore their data.
These allowed them to engage with data through different lenses and direct their at-
tention to specific details, including amount, temporal distribution, (un)intendedness,
aggregation, and potential inferences. The knowledge gained during the process was
incremental. It led donors to challenge their assumptions (e.g., my data is just ‘How is
the weather’) and account for the personal nature of the data; that relates to and reflects
aspects of their behavior, especially when combined and considered over time.

“Even though the data, if you take 1 by 1, is not something important or rel-
evant. Those behavioral patterns are quite sensitive, like what you did [with
the personal data canvas], like you can infer what my days look like a little
bit.” (D1)

The incremental knowledge donors gained throughout the process was enabled and
supported by the guidance and materials I provided. These were highly appreciated and
perceived as valuable takeaways in themselves. Especially the personal data canvas (Fig.
4.4.b), “it’s a very nice visualization. Specifically, I appreciate the visualization” (D17). It
provided a structure to interpret the data, “this distribution [Fig. 4.4.b(1)], I just love it”
(D21); and prompted donors to reflect on their behavior.

“It is super interesting seeing all this data like classified, as it was. [4.4.b(2)]
And as I said, it helped like identifying the patterns of my day, of my routine.”
(D22)

The personal data canvas became a tangible outcome of the process, which we gave to
the donors at the end of the interview, “for me, getting back this visualization is useful. It
really makes sense and it can actually tell something about me” (D2). Beyond the mate-
rial, donors found value in the guided exploration of their data. This process offers the
opportunity to bring to light (personal) insights and disentangle the abstract construct
of (personal) data. Hence, it could be relevant even beyond the context of our research.

“I would pay for this. I would pay to have this kind of consultancy. Like not
having to go into Amazon, and Spotify, and Facebook, and Twitter to under-
stand. I think I would be one of the people that would pay for someone to
go, explore and tell me from the platform’s perspective how is my life. Kind of
like people who pay for astrology? For other people to tell you who you are,
you are fearless, you are... [laughs] Definitely, if I had someone doing data ex-
plorations with me, that would be something I would be interested in paying
[for].” (D9a)
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4.5.5. Shortcomings of the Data Donation Experience

Data Donation: A New Experience
Data donation is a new experience. It enables donors to engage with their personal data
and in doing so, open their personal space to others (i.e., researchers). This process can
be confronting and uncomfortable. In the context of speech records, which correspond
to observed data that is generated implicitly from people’s behavior, this process is also
a window to the unknown and the unexpected that is entangled in and captured by the
data.

“I must say that I feel a bit naked. In the sense that this [personal data canvas]
tells a lot about me, much more than I expected” (D17)

Additionally, data donation entails donors to ‘give away’ a copy of their personal data.
Although this is something donors do knowingly and actively, it is a leap of faith. Mean-
ing, donors ‘give away’ their data to researchers in a specific context and under certain
conditions. But they cannot guarantee that researchers will use their data in said context
and under said conditions. They can only trust.

“I’m relieved there’s not more data out there. And that just triggered also
thoughts in me about, like, how this data donation is really cool, but I’m also
giving you permission to like do whatever with it.” (D2)

Data Donation: A (Not So) Easy Process
Data donation, as operationalized in this research, entails a journey that comprises sev-
eral steps and interacting with at least three digital platforms (i.e., Google Takeout, email
provider, data donation platform). This was by-design as we aimed to support and pro-
mote awareness throughout the process. Yet, it meant that some donors faced difficulties
and were confused.

“It’s not exactly super confusing, but it’s confusing enough that I feel like I’m
not sure if I’m doing this right when I’m downloading the data, when I’m
uploading the data, I was usually expecting something different to happen.”
(D9b)

The complexity of the journey might discourage potential donors, especially those less
experienced in interacting with digital technologies. Hence, there is a need to balance
the awareness gained throughout the process with its complexity.

Data Donation: (Not) A Window Into-The-Wild
On 2020 Google announced that the Google Assistant was no longer collecting and stor-
ing the audio recordings from every interaction unless users had explicitly opted-in to
allow voice data collection. I was aware of this and when disseminating the call to do-
nate I invited potential donors to check their configuration and, if necessary, opt-in to
allow voice data collection and interact with their Google Assistant for a couple of weeks
or months before donating their data. Four donors (4/22) opted-in to allowed voice data
collection and generated data while being aware that it was going to be used for our re-
search, “when we turned it on, we were like wow, Alejandra is going to listen to this” (D9a).
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I instructed these four donors to interact naturally with their Google Assistant. Yet, being
aware of the research led to interesting interactions (e.g., ‘ OK Google, what do you know
about Alejandra Gomez Ortega?’) and behaviors.

“It was also interesting because I had the settings on and I had some guests.
So first, I thought well, I have to make a little note [saying] that you can be
recorded. Then I forgot, and after the visit I thought maybe I have to inform
them. So, I did informed them afterwards.” (D10)

Previous research claims that the data that is available through data donation ‘is em-
bedded into the donors’ routine and is not attached to a research project or a research
instrument, thus [is] less prone to observation bias’ [75]. This research, where this par-
tially applies (18/22), illustrates how data donation is limited by the infrastructures in
which data is embedded in.

Data Donation: A (Not So) Individual Journey
In this project I received 22 datasets and identified more than one speaker being recorded
in all of them (22/22). Different speakers were more frequent in multi-user environ-
ments (e.g., D9a,b), where more than one person shares a physical space where a device
is present. Yet, there were still recorded in single-user environments where other people
(e.g., occasional visitors) are around (e.g., D2). Hence, although donations were made by
a person knowingly and actively giving away her data –except for D9a,b who gave away
their data– other people were indirectly involved and information about them (e.g., their
voice) was donated.

“If I’m trying to donate data to some project, then I then I would like to donate
data that I know it has picked up from me, and well...” (D2)

Donated data captures people’s relationships and interactions with others (e.g., partners,
family members, friends, neighbours), who are present in the dataset. Moreover, it ac-
counts for people’s relationships with others (e.g., ‘OK Google, call my mom’, ‘OK Google,
my girlfriend is [name]’). Hence, data that is donated could indirectly involve other peo-
ple, who are captured by the data, “I thought, well, it is my uncle’s privacy, I don’t want to
compromise, someone else’s privacy” (D10). Underlining the importance of accounting
for them. Although doing it is not necessarily trivial. Donors expressed having informed
others (e.g., partners, family members, friends) of the data collection and the data do-
nation, “I would want my partners OK that this data is being shared (D11). But in some
cases, figuring out who to inform can become a puzzle.

“Oh, first of all, it’s not even me. [laughs] I don’t think I know who [it is]. 10th
of December. Because, it [the Google Assistant] is close to a window, so, but I
don’t think the window was just open. Like stuff from the street.” (D2)

4.6. Discussion
In this chapter, I explored to what extent supporting donors in knowing their data cre-
ates value for them and enables them to be adequately informed about their data and
(re)evaluate their participation in research. I led donors on a journey of engaging with
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and understanding their speech records, collected by Google Assistant in the background
of their every interaction. Through this process, I received datasets from 22 donors and
situated and contextualized 17 of them.

In this section, I abstract my experience from the research activities and translate it into
a reflection on the principles of Sensitive Data Donation and the actors involved in data
donation. Furthermore, I provide recommendations for promoting personal data liter-
acy trough data donation.

4.6.1. Reflections on the Actors

• Data: They evolve through data donation. Understanding data donation as an en-
compassing process implies understanding data as dynamic rather than static (al-
ways accessible and reusable). The data donation process is centered around the
voluntary transaction of personal data and is further shaped by its exploration and
understanding. Through data donation, personal data goes from an abstract entity
to a concrete one that is situated and deeply entangled with people’s behaviors and
intimately relates to and reflects them. Donors and recipients should harness the
dynamic nature of data, as it enables meaningful collaborations shaped by both
parties and from which both parties benefit.

• Donors: They enable data donation by transferring their data. The data donation
process invites them to actively contribute to research. As part of the process, they
have the opportunity to explore their personal data and gain incremental and sit-
uated knowledge about their content. Through these activities, donors gain a re-
turn of value through a better understanding of their data (i.e., increased personal
data literacy). They gain ownership of their data, from being about them to theirs
(i.e., they own an actual copy). Furthermore, they are empowered to make better-
informed decisions throughout the research and beyond. Moreover, as described
by previous research (e.g., [75, 140]), data donation should support their agency
and autonomy by enabling them to set granular boundaries and define the terms
of their participation.

• Recipients: Designers and researchers initiate data donation by inviting people to
participate in their research. The data donation process requires them to intention-
ally engage with the personal and dynamic nature of the data. As part of their study
design or design process, they must contemplate: (1) facilitating data exploration
and interpretation; (2) supporting donors in (re)evaluating their participation and
(re)defining their boundaries (e.g., curating their data); (3) creating opportunities
for donors to gain value; and (4) nurturing communication and accountability. In
turn, these activities could contribute to their understanding of people’s relations
with their data and trigger reflection in their research and practice.
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4.6.2. Reflections on the Principles

Balanced Value: Knowing Data

In this chapter, I hypothesized that a better understanding of the data (i.e., increased
personal data literacy) yields a return of value for donors. The results illustrate that most
donors perceive the incremental knowledge regarding their (personal) data as valuable,
even if uncomfortable or creepy. In addition, most donors appreciated the empower-
ment derived from acquiring new knowledge that can be applied to other contexts and
gaining ownership of their data.

Fostering a better understanding of the (donated) data on a personal (i.e., how it relates
to and reflects their behavior) and infrastructural (i.e., how data is collected, stored, and
regulated) level is a promising avenue for donors to gain value from engaging in data do-
nation. It is a value-gain strategy that harnesses the abilities and strengths of researchers
(e.g., shaping the data and translating it into something graspable). It can support (bet-
ter) informed transactions and collaborations through data. Additionally, it can trigger
researchers and designers to better understand and engage with people’s entanglements
with their data. These, in turn, can invite us, researchers, to reflect on our practice (e.g.,
how do we do research?) [81] and prompt us to design digital systems that invite different
relationships with (personal) data. Hence, it is an opportunity for mutual benefit that is
feasible and relevant for both parties.

Sensitive Data: Incremental Understanding

Current framings of data donation (e.g., [140, 162, 180]) are focused mainly on the in-
stance of the voluntary transaction of data (i.e., when a person donates her data). The
results of this chapter illustrate how the sensitive nature of the data calls for an encom-
passing process around the transaction of sensitive data. This process should dynam-
ically and iteratively support and invite donors to: (1) access meaningful information
about how their data is used and handled; (2) explore and understand their data on a
personal and infrastructural level, and (3) (re)evaluate and (re)assess their boundaries
and participation.

Approaching data donation as an encompassing process de-emphasizes the transaction
of sensitive data as the primary instance of informed consent. Yet, it still is the entry
point into the process. I recommend concrete actions around this instance. Before the
transaction of data, researchers and designers should inform donors about the goals and
activities and enable them to explore and familiarize themselves with the data; grasp its
content and characteristics. In this chapter, I encouraged exploration before the transac-
tion of data through an interactive graph where donors could engage with their speech
records over time. After the transaction of data, and throughout the process, researchers
and designers should support donors’ incremental understanding of the data. I sup-
ported the incremental understanding of the data by facilitating interpretation and ar-
ticulation during semi-structured interviews prompted by the personal data canvas. Al-
though these are not the only ways, they illustrate how these activities could manifest in
practice. In addition, researchers and designers should remain available and account-
able to data donors. Accountability is important as data donation is a “leap of faith”.
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That is, once researchers and designers gain access to the donated data, nothing (be-
yond ethics) prevents them from using it in a different way than agreed. Therefore, ac-
countability could provide reassurance and increase donors’ trust in the process.

Ongoing Consent: Dynamic Datasets

An underlying outcome of the data donation journey introduced in this chapter was il-
lustrating the gap between (1) knowing that voice assistants collect and store data; (2)
knowing what data looks, sounds, and feels like; (3) and knowing how it relates to a
person and reflects her behavior. This gap challenges the notion of being adequately
informed in situations that involve a transaction of digital-trace data. It echoes the lim-
itations of informed consent highlighted in previous literature [9, 36, 133, 139]. Breuer
et al., [34] argue that it is possible to obtain informed consent from data donors. They
rely on a template proposed by [183] listing the information that should be provided for
consent to be informed. It includes: (1) why data is being collected; (2) what will be done
with the data; (3) what data will be collected; (4) how data will be stored; and (5) what
the risks of disclosure might be. Although such information is important and must be
provided, I argue it is not enough for people to be adequately informed; that is, to have
a clear understanding on what and how their data will be used [133]. The information
provided is the mere formalization of a unilateral transaction of data, an element that re-
mains opaque and abstract. Stating what data will be collected is widely different from
supporting people in knowing and understanding data and its implications.

The results underline how the content of personal data is not only opaque to donors
but also to researchers. I was technically equipped to understand and analyze the re-
ceived speech records and prepared to encounter contextual insights. However, I could
not have anticipated the information that unravelled through the process. Thus, I pro-
pose an iterative and incremental process of supporting participants in knowing (what)
data that invites them to (re)evaluate and (re)assess their participation, preferences, and
privacy boundaries. Hence, improving the informed consent process towards one that
is ongoing and dynamic [101]. This process requires researchers and designers to recon-
sider their relationships with participants and adopt new procedures that harness the
dynamic nature of the data, continuously changing through the actions and preferences
of participants [75].

4.6.3. Recommendations: Fostering Data Literacy in Data Donation

Data literacy is a widely used concept often associated with specific skills and abili-
ties (e.g., combining data, visualizing data). I provide recommendations to foster data
donors’ personal data literacy. Concretely, I focus on the information that should be
communicated to support informed data donation (and broadly data sharing) decisions.

1. How is data collected? Provide information on data collection (and storage) and
their relationship to people’s behavior and interaction with digital products and
services. For example, a speech record is generated and stored every time a person
interacts with her Google Assistant.
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2. How can I access my data? Provide information regarding specific data collection
practices and policies that support people in navigating the process of gaining own-
ership of their data. For example, speech records collected by Google Assistant are
available upon request via Google Takeout.

3. What exactly is (in) my data? Enable playful ways for people to understand the
content and characteristics of the data, what they look, sound, and feel like. For ex-
ample, illustrate how often a data point is generated, what information it contains,
and how many are on the entire dataset.

4. What makes data about me? Illustrate how data relates (and reflects) to people,
their behavior, and experiences. For example, by shaping data in a way that under-
lines behavioral patterns and facilitates interpretation.

5. What data I’m donating? Support awareness of the data (and personal informa-
tion) being shared and its potential implications. Enable and facilitate setting bound-
aries and identifying potentially sensitive elements. For example, allow for granular
data-sharing decisions throughout the process.

4.7. Chapter Takeaways
In this second iteration, I focused on integrating into the data donation process opportu-
nities for donors to (re)assess their participation facilitated by an increased understand-
ing of their data. I approached the principles of Balanced Value (P1), Sensitive Data (P2),
and Ongoing Consent (P4) as interrelated. Thus, I supported donors in knowing their
sensitive data as a way to provide value to them and invite them to (re)evaluate their
consent and participation. To do so, I incorporated into the data donation journey activ-
ities that supported donors in exploring their data before and after the transaction: (1)
autonomously through an interactive tool in the data donation platform, and (2) collab-
oratively through the personal data canvas. Expanding on the collaborative exploration
process, Chapter 5 delves into the perceived characteristics of the data: sensitivity, and
intimacy. These activities can guide the implementation of dynamic and ongoing con-
sent practices; serving as explicit instances for donors to (re)assess their participation
in the latter phases of Sensitive Data Donation. The results of this chapter indicate that
supporting an incremental understanding of the data enables donors to be adequately
informed. Additionally, the knowledge and empowerment derived from the increased
understanding of the data and how it relates to and reflects a person’s behavior are per-
ceived as valuable takeaway from the process. Challenges remain around donors’ opt-
out decisions throughout the process.



How do donors perceive `sensitivity' and `intimacy' 
when faced with a comprehensive view of their data?

Second design iteration
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5
Conceptualizing Sensitivity and
Intimacy through Data Donation

Abstract
In this chapter, I explore how donors perceive the ‘sensitivity’ and ‘intimacy’ of their
data, specifically their Google Assistant speech records, when faced with a comprehen-
sive overview (RQ4). I take a step away from the design iterations to focus on a specific
phase of the data donation journey: interpreting, situating, and contextualizing data.
I describe the contextualization and interpretation activity introduced in Chapter 5 and
delve into donors’ perceptions of their data as they gain an incremental understanding of
them. Speech records are an interesting context to explore donors’ perceptions as there
is a misalignment between experts, regulators, and users on whether and what data is
‘sensitive’, partly due to how data has been presented to users; as single interactions.
Thus, I present data to donors comprehensively as single interactions, patterns, and in-
ferences. Through this process, donors experience a tipping point in perceived sensitiv-
ity and intimacy as they delve deeper into their data and the information derived from
it. I conclude this chapter by proposing a conceptualization of sensitivity and intimacy
that accounts for the tipping point and the fuzzy nature of data and must disentangle
from them. I discuss the implications for Sensitive Data Donation.

This chapter draws on the following publication: Gomez Ortega, A., Bourgeois, J., and Kortuem, G. (2023)
What is Sensitive about (Sensitive) Data? Characterizing Sensitivity and Intimacy with Google Assistant
Users In Proceedings of the 2023 CHI Conference on Human Factors in Computing Systems (CHI ’23).
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- Interpret data
- Situate data

- Data annotations
- Interview transcript

- Familiarizes with and 
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- Creates personal data 
canvas

- Prepares CI-inspired 
interview

Figure 5.1: Overview of the case study showing the involved people and activities mapped around
the five phases of Sensitive Data Donation.
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5.1. Introduction

This chapter investigates people’s perceptions of the sensitivity and intimacy of their
Google Assistant speech records, introduced comprehensively as single interactions, pat-
terns, and inferences. Aligned with the principle of Sensitive Data (P2), I aim to deter-
mine whether people are concerned about their speech records, the information they
capture, or their potential disclosure; and what about speech records makes them ‘sen-
sitive’ and ‘intimate’ data. Broadly: What is sensitive about (sensitive) data? I build upon
the data donation process introduced in Chapter 4. Thus, in this chapter, I don’t describe
a design iteration. Instead, I describe the semi-structured interviews where I contextu-
alized data in collaboration with donors, the design decisions that shaped the personal
data canvas, and donors’ perceptions (Fig. 5.1).

I continue to explore the intimate context of the domestic space that is shared with a
voice assistant. Users of voice assistants interact with them through their voice, which is
considered a convenient and natural way to communicate, more intuitive than clicking
or typing [173]. In doing so, users integrate these devices into their routines and physi-
cal spaces, including pockets, bedrooms, living rooms, and kitchens [21, 154, 172]. Voice
assistants collect personal data that is (1) volunteered, explicitly created and shared by
a person (e.g., name and date of birth when filling out a registration form); and (2) ob-
served, implicitly collected and captured by recording the actions and behavior of a per-
son (e.g., timestamped speech records and textual transcriptions, generated and stored
from each interaction) [31, 213]. Thus, voice assistants collect personal data containing
various information about a person, some potentially sensitive.

The GDPR defines sensitive data as a special category of personal data that includes
racial or ethnic origin, political opinions, religious or philosophical beliefs; trade-union
membership; genetic data, biometric data processed solely to identify a human being;
health-related data; and data concerning a person’s sex life or sexual orientation [65,
Art. 9]. Outside of the GDPR, the term sensitive data is used more broadly by Human-
Computer Interaction scholars, referring to information that is stigmatized (e.g., mental
illness [8], HIV status [208]), should not be disclosed [114], could be easily compromised
if disclosed [198], or whose disclosure could expose people and lead to inferences about
their behavior and experiences [113, 168]. In addition, HCI scholars have introduced
the term intimate data referring to personal information about intimate practices (e.g.,
cooking, sleeping, showering) taking place in intimate spaces (e.g., home) [87, 109] and
bodily experiences (e.g., menstruating, urinating) [6, 92].

Speech records are collected in intimate spaces, namely people’s phones and homes
[109, 177]. They include data from all kinds of interactions, most of which are simple and
mundane (e.g., “OK Google, set an alarm”1) [21, 154, 172]. Do they contain ‘sensitive’ or
‘intimate’ data? Let me say a person interacts with a Google Assistant while showering,
“OK Google, play music on Spotify”, could this be sensitive or intimate information? If
so, why? Is it her voice? The voice is biometric information and is considered sensitive
under the GDPR if used to identify a person. Is it the content? The context? She is in the
shower, an intimate space. Is it the aggregation of multiple interactions that could lead

1The examples of interactions I present in this paper come from the 8735 speech records I received.
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to inferences about her showering routine?

Privacy experts and regulators argue that speech records correspond to sensitive in-
formation (especially the audio recordings) and emphasize that sensitive information
about people’s behavior can be inferred from them [144, 154]. Yet, voice assistant users
seem to express a contrasting opinion. Previous research has shown that voice assistant
users consider that individual speech records do not correspond to sensitive informa-
tion [111, 123]. These studies focused on single interactions people had with their voice
assistants, asking them about the acceptability of randomly selected interactions [123],
and prompting them to reflect on interactions logged in a diary [111]. Speech records il-
lustrate ambiguities around the interpretations of sensitive data. These are partly due to
the focus on data as single interactions, disregarding data aggregation and potential in-
ferences, of which voice assistant users have limited understanding [40, 111, 154]. Thus,
there is a need to investigate how people articulate the notions of ‘sensitivity’ and ‘in-
timacy’ of speech records when introduced comprehensively, considering patterns and
inferences in addition to single interactions.

5.2. Intimate Context: Misalignments in the Home

Users of voice assistants integrate these devices into their daily and social lives at home
and outside the home [21, 154, 172]. Interactions start with a wake word, “OK Google”,
“Hey Siri”, or “Alexa”, which the always-on [123] voice assistant recognizes, processes,
and stores. Hence, every interaction generates a speech record, which contains a times-
tamp, indicating the date and time, a transcript and an audio recording2. Thus, speech
records allow for a detailed picture of voice assistant users and their routine activities
[21, 154, 172]. This picture can include, for example, how someone lives in or near a city
(“OK Google, what is the weather like in [city]?”), wakes up early in the morning during
the week (“OK Google, set an alarm for 6:00”), and plays a podcast on Spotify first thing
in the morning (“OK Google, open Spotify”).

Research on the field of user intent mining (e.g., [35, 159, 173]) has been used to cate-
gorize these interactions. Broder [35] proposes a taxonomy of web search with three key
needs that are also applicable to interactions with voice assistants: (1) informational,
where the purpose is to obtain information, (2) transactional, where the purpose is to
perform an activity (mediated by the voice assistant), and (3) navigational, where the
purpose is to invoke a third party application. Similarly, Qu and colleagues [159] propose
a taxonomy that includes follow-up questions and greetings/gratitude. While Shani and
colleagues [173] argue for considering playful interactions as well (e.g., “OK Google, tell
me a joke”), and propose a taxonomy of playful interactions including relief (e.g., “OK
Google, order poop”), incongruity (e.g.,“OK Google, give me a high five”), and superior-
ity (e.g., “OK Google, you suck”).

Due to the nature of interactions with voice assistants and where they take place, speech
records could contain and lead to potentially sensitive and intimate information about
users. Yet, previous research (e.g., [111, 123, 124, 130, 144]) illustrates nuances and mis-

2As of 2020 the Google Assistant only stores the audio recording if the user has opted-in.
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alignments around perceived sensitivity and intimacy. For instance, a longitudinal study
of ubiquitous surveillance in the home concluded that people consider audio record-
ings among the two most sensitive and disturbing data, the other being video recordings
[144]. Similarly, researchers have documented privacy concerns around voice assistants
in the home, including that they listen 24/7, can record private conversations, and col-
lect personal information [41, 111, 124, 130]. In contrast, Malkin and colleagues [123]
found that ‘on the whole, data currently stored with voice assistants is not considered sen-
sitive’ by users. Their research is limited to individual interactions (i.e., a single speech
record) and does not consider what could be inferred from multiple interactions. Lau
and colleagues [111] conducted a diary study with voice assistant users and obtained
similar results, ‘users did not consider their speech records sensitive and did not make use
of privacy controls’.

Moreover, speech records could be (re)used to learn potentially sensitive information
about a person, which could be misused. From the audio recordings alone, it is possible
to estimate the age of the speaker [182], recognize her emotions [41, 143], identify activ-
ities such as laughing, crying, and eating [41, 160], diagnose a broad range of psychiatric
disorders, including depression and schizophrenia [41, 118], and determine the size and
shape of the room where the device is located [41]. In addition, speech records generate
in a shared physical space, where there is a physical closeness between a user and their
voice assistant [87, 146]. Hence, they could contain intimate data from the intimate ac-
tivities occurring within that space.

5.3. Methodology

5.3.1. Collection of Speech Records through Data Donation

I conducted a data donation campaign (Chapter 4) to collect speech records generated
in-the-wild. Between April and June 2022, I reached out to Google Assistant users (e.g.,
Assistant App, Google Home, Google Nest) worldwide, and invited them to donate their
speech records. I used snowball sampling by periodically posting the ‘call to donate’
across different channels for three months. These included my personal social media
(e.g., Twitter and LinkedIn), online communities (e.g., subreddits r/GoogleAssitant and
r/GoogleHome, Google Home users on Nextdoor), and local cafes and universities. Ad-
ditionally, I reached out to people and institutions (e.g., a privacy foundation and an
internet podcast) who shared the ‘call to donate’ with their communities through social
media, newsletters, mailing lists, and events in which I took part. In total, the ‘call to
donate’ had an estimated of 35.000 views.

I asked interested users to download a copy of their speech records from Google, up-
load it to the data donation platform, and decide whether to participate in the interview.
Due to Google’s 2020 policy change requiring users to opt into voice data collection, four
donors had to opt in and collect data for a couple of months before donating it. These
donors knew their interactions with their Google Assistant would be used for this re-
search.
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Participants

22 users of Google Assistant (referred to as donors D1-D22) volunteered to participate in
the research by donating their speech records (N = 22, 1 identified as non-binary, 7 as
female, and 14 as male). They ranged in age from 21 to 58 years (mean = 30.8, median
= 38). Out of these, 17 (ni nter vi ew = 17, 5 identified as female and 12 as male) agreed
to participate in the interview. Donors were located in the European Union (EU) and
South America. Obtaining a copy of the speech records, enabled by the GDPR, was also
possible for donors outside the EU3.

5.3.2. Initial Analysis: Familiarization and Classification

Throughout the data donation campaign, a co-author of this study, Jacky Bourgeois and
I independently analyzed the donated speech records to gain insights into common
queries and patterns within individual datasets. The purpose of this activity was twofold:
(1) identify the characteristics of speech records and (2) recognize the relevant attributes
to structure the interviews. In total, we received 8375 speech records (i.e., individual
interactions with a Google Assistant), although the number of speech records obtained
per donation varied widely. It depended on how long and how often donors interacted
with their Google Assistant. The largest dataset contained 5766 speech records, and the
smallest had 24. Although one donor contributed a significantly larger dataset, this did
not influence how we used and analyzed speech records in this study, i.e., as prompt
and support for qualitative exploration. We do not derived quantitative insights from
the donated speech records; other than a descriptive overview. In addition, we found
the same types of interactions and information in each of the datasets received. There-
fore, we present the same type of prompts during the interviews, based on their personal
datasets, to donors. Jacky and I systematically listened through each speech record and
classified them as intended (i.e., the speaker used the activation command) or unin-
tended (i.e., the speaker did not use the activation command). We then mapped the in-
tended interactions into one of four categories. These came from Brode’s web search tax-
onomy [35], integrating playfulness, common among voice assistant users [21, 111, 173].
The categories were: (1) informational request (e.g., “OK Google, what’s the weather
like?”), (2) transactional request (e.g., “OK Google, turn on the lights”), (3) navigational
request (e.g., “OK Google, open Spotify”), and (4) playful request (e.g., “OK Google, tell
me a joke”). Additionally, we mapped unintended interactions into one of two cate-
gories, according to the content of the audio recordings: (1) (background) conversation
and (2) third-party audio (e.g., TV or radio). Finally, we determined if each speech record
contained sensitive (as defined in the GDPR or understood in HCI) or intimate (as un-
derstood in HCI) information and annotated it. When sensitive or intimate information
derives from inferences (e.g., “OK Google, How long does it take me to go to [address]?”),
we annotated potential inferences (e.g., goes to [address] every Monday) considering
similar interactions throughout the dataset and the state of the art on the different in-

3The GDPR applies to the population of the European Union. Yet, in practice, the right to data portability is
available worldwide, since international companies rarely limit it by geography [31]. The Google Takeout
dashboard (takeout.google.com) is available to users worldwide.

https://takeout.google.com/
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formation derived from interacting with personal voice assistants (e.g., [41]). Figure 5.2
illustrates this process.

Informational Request Navigational Request Transactional Request Playful Request Background Conversation Third Party Recording

Tell me a joke

What does it mean if you have 
[health condition]?
Health-Related
(Sensitive GDPR)

Play [song] by [artist] on 
Spotify
Inferences (Sensitive HCI)
Interests and Habits

Intelligible conversation with 
a public official

Tell me a joke about Donald 
Trump
Political Information 
(Sensitive GDPR) 

Turn on sex mode in the 
living room
Sex-Related (Intimate HCI) 
(Sensitive GDPR) 

Intelligible movie fragment

Inferences (Sensitive HCI)
Interests

How long does it take me to 
go to [address]?
Inferences (Sensitive HCI)
Indirect Location and Habits

Open YouTube

Inferences (Sensitive HCI) 
Preferences and Habits

Unintelligible conversation at 
home

Turn off the office lights

Inferences (Sensitive HCI)
Equipment and Habits

Unintelligible movie fragment

Intended Interactions Unintended Interactions

Figure 5.2: Example of initial analysis. The speech records (italic) are categorized and annotated
(red) with respect to sensitivity and intimacy.

5.3.3. Semi-Structured Interviews: Contextualizing Data

I conducted semi-structured interviews with 17 donors, prompted by their donated speech
records. The interviews aimed to facilitate donors’ reflection and exploration of their
speech records and to capture thick and nuanced insights about sharing, sensitivity, and
intimacy. I conducted the interviews in English between June and July 2022. Interviews
lasted between 35 and 55 minutes; 5 took place in person and 12 via Zoom. I conducted
one interview with two members of a household who share a device (D9a,b), the remain-
ing 16 interviews were one-on-one as most donors were single-users of their Google As-
sistant. During the interview, I aimed to comprehensively explore speech records; hence
I delved into individual speech records (perceived as not sensitive by users [111, 123])
as well as patterns and inferences derived from multiple speech records (not considered
in previous literature [111, 123, 154]). I designed a personal data canvas for each in-
terviewee (Fig. 5.3) containing individual interactions as audio clips (Fig. 5.3.a) and a
visualization of the data (Fig. 5.3.b) to support the interviews.

Interview Protocol

The interview protocol draws from the theory of privacy as Contextual Integrity (CI) pro-
posed by Helen Nissenbaum. It suggests understanding privacy in terms of the appro-
priateness of information flows according to social or cultural norms and grounded in
specific contexts [137]. Information flows are described according to five parameters:
(1) subject of the information, (2) sender of the information, (3) attribute, describing
the type of information, (4) recipient of the information, and (5) transmission princi-
ple, stating the condition under which the information flow is permitted. For instance, a
Google Assistant user (subject) might be comfortable with Google employees (recipient)
reviewing the audio recordings (attribute) from her Google Assistant (sender) if she has
opted-in for the collection and revision of voice and audio (transmission principle); but
not with the police doing so (a different recipient and privacy violation).

CI is considered an appropriate framework to understand people’s privacy norms and
has been operationalized through large-scale surveys in different contexts [1, 11, 125,
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178]. Broadly, CI surveys inquire about the acceptability of information flows, illustrated
through scenario-based vignettes with varying parameters (e.g., a different recipient or
transmission principle). For instance, Apthorpe and colleagues explored the accept-
ability of information flows in smart home IoT devices, including fitness trackers, ther-
mostats, and personal assistants, among others [11]. While Abdi and colleagues explored
the acceptability of information flows in smart home personal assistants and considered
several types of data, including voice recordings [1].

Inspired by the CI scenario-based inquiry, the interviews revolved around six attributes
introduced with examples from each interviewee’s dataset and presented through the
personal data canvas. Specifically, I focused on introducing the different types of sin-
gle interactions present across the received datasets. These encompass a wide range of
use cases and contexts: (1) a neutral and de-contextualized training interaction; (2) a
simple yet telling playful interaction; (3) a common request interaction (informational,
navigational, or transactional), illustrating common usage patterns and contexts of use;
and (4) an unintended interaction that signals an unexpected device operation. In ad-
dition, I focused on introducing the main types of information that can derive from the
aggregation of multiple interactions: (5) patterns and (6) inferences. These attributes
are not mutually exclusive categories, but rather illustrative examples of various infor-
mation grounded in the received datasets. I selected these attributes to provide a com-
prehensive overview of the speech records and the underlying information they contain,
derived from the initial analysis. For each attribute, donors answered two questions:

Q1: How acceptable is it for you to share <attribute> with <recipient>?

Q2: How sensitive do you consider this <attribute> to be?

I introduced Q1 since sensitivity is often associated with information disclosure and gov-
erning information flows (e.g., [114, 168, 198, 208]). Hence, prompting participants to
consider what information to disclose and with whom invites them to reflect on the
characteristics of that information. For Q1, the recipients included: partner(s), fam-
ily, friends, colleagues, and researchers. I selected this list to investigate how the ac-
ceptability to share varies within one’s extended personal network and its implications
regarding sensitivity and intimacy. Generally, CI scenario-based inquiries explore and
vary five parameters: sender, attribute, recipient, and transmission principle. I vary only
the attributes and recipients since in the wording of the question I emphasize people’s
agency over the transaction. Additionally, I wanted to reduce the complexity for donors
by limiting the parameters and length of the question. Therefore the subject (i.e., user),
the sender (i.e., Google Assistant prompted by its user), and the transmission principle
(i.e., the user is informed and notified) remain constant. I introduced these at the begin-
ning of the interview and brought them up in case further clarification was needed.

I invited the donors to answer Q1 and Q2 using a 5-point Likert-Scale4. I computed the
average acceptability and sensitivity scores based on these [11, 12]. In addition, I invited
donors to articulate the rationale behind their choice and elaborate on their responses.
I did not want to impose the term ‘intimacy’. Hence, I deliberately refrained from intro-

4Likert-Scale, Q1 from completely unacceptable (-2) to completely acceptable (+2), and Q2 from completely
sensitive (-2) to completely not sensitive (+2)
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ducing it and I only discussed it if and after it was introduced by donors. In addition, I
deliberately left open the definitions of ‘sensitivity’ and ‘intimacy’ as I wanted donors to
express themselves on their terms and bring their interpretations.

Personal Data Canvas

The personal data canvas is a representation of the donor’s data (Fig. 5.3). It is also de-
scribed in Chapter 4. If you are already familiar with it, feel free to ignore this section.
I designed it with the objective to comprehensively introduce the speech records and
bring focus to the specific attributes. It consisted of two interactive views presented on
a screen where donors could click and reproduce audio clips and zoom in and out of the
different visualizations. If the interviews were in person, the visualization (Fig. 5.3.b)
was also printed on A3 paper, inviting donors to explore it from multiple angles and an-
notate it. In the first view (Fig. 5.3.a), I focused on single interactions (e.g., “OK Google,
turn on the lights”). Specifically, I presented the following interactions: (1) training (e.g.,
“OK Google”, generated when a user is first configuring their device and ‘training’ it to
recognize her voice), (2) playful, (3) common request and (4) unintended. For these,
I presented a clickable button with the audio recording (which is reproduced), and its
transcript and timestamp in a human-readable format. In the second view (Fig. 5.3.b), I
focused on multiple interactions, where the focus lies on the combination of timestamps
and transcripts leading to potentially sensitive information, namely (5) patterns in time
or sequence and (6) inferences. For these, I visualized the data and invited donors to ex-
plore the visualization, reconstruct the context of the data, and reflect on their patterns
and potential inferences.

Transcript:  Trained voice model
Timestamp:  Day, Month, Year @ Hour
(Intended: training) 

Transcript:  Hey Google, tell me a joke in Dutch
Timestamp:  Day, Month, Year @ Hour
(Intended: playful) 

Transcript:  Hey Google, put on the sex lights
Timestamp:  Day, Month, Year @ Hour
(Intended: common request) 

Transcript:  OK Google, what is the yard clendening
Timestamp:  Day, Month, Year @ Hour
(unintended: background conversation) 
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Figure 5.3: Example of a personal data canvas. Shown with permission of the donor

In the visualization (Fig. 5.3.b), I focused on conveying the information from the times-
tamps and transcripts of multiple interactions. Specifically, I identified common inter-
actions for each dataset and grouped them into categories (e.g., weather, music, time).
I visualized the distribution of these categories throughout the dataset with a bar graph
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(Fig. 5.3.b(1)), and I represented each category with a different color throughout the vi-
sualization. Additionally, I presented the number of daily interactions for each category
per hour of the day and day of the week with a heat map (Fig. 5.3.b(2)) where I focused
on the 16 hours of the day with more interactions, the start and end times vary by donor.
Similarly, I used a heat map to present the number of interactions of each category per
hour of the day during the weekdays (Monday through Friday) and weekends (Satur-
day and Sunday) (Fig. 5.3.b(3)). Finally, I presented a word cloud (Fig. 5.3.b(4)) with the
most frequent words grouped and color-coded by category, additional images were vi-
sually representing some of the terms. I added the images to make the interactions more
prominent and easier to explore.

Reflexive Thematic Analysis

The interviews were audio recorded and transcribed. I made an initial transcript using
MS Office 365, then manually reviewed and edited it. Jacky and I analyzed the tran-
scripts using reflexive thematic analysis [32, 33], within a constructionist framework. We
independently read through the transcripts to familiarize with the data and coded the
entire dataset using ATLAS.ti. Through this process, we aimed to capture all the aspects
of the data relevant to understanding how data subjects articulate sharing, sensitivity,
and intimacy of their speech records. Jacky and I independently reviewed the codes and
subsequently discussed and grouped them into tentative themes. I iteratively reviewed
and refined the themes.

5.4. Results

5.4.1. Characteristics and Dimensions of Speech Records

Characteristics

Speech records contain brief interactions between a person and her Google Assistant,
generally in the form of a request (e.g., “OK Google, set timer”) or a reply to a request
(e.g., “thank you”). On average, the received speech records had 4.40 words per interac-
tion – excluding the wake word; and lasted between 2 and 6 seconds. Donors interacted
with their Google Assistant on average 3.91 times a day, with most interactions taking
place in the early morning, late afternoon, and evening (Fig. 5.4(5)). The most frequent
interactions were about turning on and off the lights, alarms, and reproducing music
on a third-party app or device. These findings are consistent with previous research
on the long-term use of voice assistants [21]. Jacky and I classified a small percentage
(1.05%) of the interactions as unintended; most of these were recordings of background
conversations. The majority of the interactions (98.95%) corresponded to intended in-
teractions, as they were initiated from the wake word or were part of a series of intended
interactions (Fig. 5.4(1)). From these, more than half (62.54%) corresponded to transac-
tional requests, followed by navigational (16.86%), informational (15.05%), and playful
requests (1.54%) (Fig. 5.4(2)). Furthermore, in all the datasets, more than one person
(i.e., speaker) was present in the audio recordings.
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Figure 5.4: Distribution of (1) types of interaction across the received datasets (2) types of in-
tended and unintended interactions (3) types of interaction when using the Google Assistant on a
smart speaker and smartphone (4) types of interaction in the datasets received from each donor
(5) interactions by the time of day over the entire data set.

Each type of request contains different layers of information about the person interact-
ing with the Google Assistant. Transactional requests contain information about a per-
son’s set-up and the Google Assistant capabilities they use (e.g., “OK Google, set bed light
to rainbow”, “OK Google, change the blood pressure pill reminder time to 8 am”). Trans-
actional requests potentially contain information about people’s routines and habits
from which information regarding a person’s health, political interests, and sex life could
be derived, considered sensitive under the GDPR. Navigational requests contain infor-
mation about a person’s digital routine and habits, including the digital content they
consume and the third-party apps they interact with (e.g., “OK Google, play [song]”, “OK
Google, start instrument tuner”). These do not contain any information considered sen-
sitive under the GDPR. Informational requests contain information about a person’s in-
terests and concerns; including questions about current affairs (e.g., “OK Google, who is
the prime minister in [country]?”), relevant events and activities (e.g., “OK Google, when
does the new electricity rate apply?”, “What is the wheel to pray the rosary called?”),
people’s bodies (e.g., “OK Google, how do I know if I injured my rotator cuff?”), and even
dreams (e.g., “OK Google, what does it mean to dream that someone dies?”). Several cat-
egories of sensitive information can be derived from informational requests (e.g., politi-
cal opinions, religious beliefs, health- and sex-related). In addition, the low threshold of
interacting with the Google Assistant means speech records explicitly include sensitive
and intimate questions (e.g., “OK Google, why did I get so dizzy after [medical proce-
dure]?”, “OK Google, what is the sexual cowgirl position?” ).

The distribution of request types varies between people who use Google Assistant on a
smart speaker (13 donors) and those who use it on a smartphone (9 donors) (Fig. 5.4(5)).
In the first scenario, transactional requests are more frequent, as smart assistants are
often integrated and connected with other smart appliances, while in the second, infor-
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mational requests are more frequent (Fig. 5.4(4)).

Dimensions

I introduce the three dimensions of speech records: timestamp, transcript, and audio
recording by providing a short description and illustrating the information that can be
derived from each.

• Timestamp, the date and time of an interaction (precision of milliseconds), de-
scribes when actions and interactions take place. For example, asking Google to
“set an alarm for 8 am” late at night can indicate when a person goes to sleep
and when she intends to wake up. When multiple interactions are combined, the
timestamp can illustrate patterns in time (e.g., snoozes the 8 am alarm every week-
day) and sequence (e.g., snoozes the 8 am alarm, plays a news podcast, asks about
the weather). It can highlight specific aspects of a person’s routine. Moreover, the
timestamp enables data to be interpreted and abstracted according to different in-
stants, such as the time of day (e.g., the middle of the night) and the month of the
year (e.g., September). These can be associated with external factors (e.g., daylight,
weather, public holidays) or situated within larger contexts (e.g., pandemic).

• Transcript, the content of the interaction, as interpreted by Google Assistant, de-
scribes what an interaction is about. Transcripts can reflect a person’s worries (e.g.,
“OK Google, what should I do to protect myself from Corona?”) and interests (e.g.,
“OK Google, how did [soccer team] score this season?”). Transcripts can also indi-
cate a person’s location (e.g., “OK Google, what’s the weather like in [city]?”, “OK
Google, movies in [cinema], [city] today”). Moreover, transcripts illustrate peo-
ple’s relationships (e.g., “OK Google, [name] is my girlfriend”, “OK Google, call my
mom”) and how people relate to their Google Assistant (e.g., “OK Google, set re-
minder for tomorrow morning, darling”, “OK Google, you are so stupid”). The in-
ferences derived from the transcripts are limited by and specific to the way people
interact with their Google Assistant.

• Audio Recording, The sounds and speech of an interaction, as recorded by the Google
Assistant in an audio file, describes who (i.e., speaker) and how (e.g., quiet room
and sleepy voice, or loud background music and loud voice) interacts with the
Google Assistant. Audio recordings can help differentiate intended and unintended
interactions. The voice is a distinctive element in audio recordings, that identifies
and distinguishes the speaker(s). The voice is rich and nuanced and communicates
more than just words. Hence, interactions gain an extra layer when considering the
nuances of the voice.

5.4.2. Sharing Speech Records

Average Acceptability Score

I calculate the acceptability score (Fig. 5.5(1)) by averaging the responses to Q1 (about
sharing with different recipients) for each attribute and each recipient [11, 12]. Generally,
donors considered it acceptable to share all attributes with most recipients, partner(s),
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family, friends, and researchers (accept abi l i t y scor e ≥ 1). The acceptability score is
lower, tending toward neutral (0 < accept abi l i t y scor e < 1), for colleagues, especially
for single unintended interactions and the patterns and inferences derived from multi-
ple interactions.

Boundaries

A recurring theme in the analysis is the boundary between people’s private and public
lives (and spaces), which shape what is acceptable to share with whom. It aligns with
the conceptualizations of privacy as boundary management proposed by [7] and [149]
and it replicates some of their findings. I briefly introduce it as part of the results as it is
highly relevant to the concepts of sensitivity and intimacy. D17 describes this boundary
when referring to what can be inferred from her speech records:

“Sometimes I ask pretty weird things to Google. So yeah, it shows a little bit
more the weird parts of me, that I don’t want to show everyone, other that, for
example, my partner.” (D17)

The acceptability to share personal data with a recipient decreases the further the recip-
ient is from the context and the space in which data are generated. Sharing with recipi-
ents who are inside the private space is considered acceptable since they already inhabit
that space and are familiar with what happens within, “it is information that you usually
talk [about] with your close people, that they already know. Your routine, your activities,
if you are going somewhere, it is something that you share all the time” (D16). In some
cases, being inside this space means they are even part of the data, “I mean he’s there [in
the audio recording]” (D19).

Sharing with recipients who are in the boundary of the private space is considered less
acceptable, “friends, and colleagues, they don’t have to know you are going [somewhere]”
(D10), “they don’t need to know what I do, what is my routine” (D16). Because these recip-
ients do not belong to the private space, they are unaware of its peculiarities “they don’t
know the context” (D18), and may misinterpret, misunderstand or judge what happens
within, “if I share that [playful interaction] with my colleagues, they can judge me, and
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I interact with them so the judgment is more real” (D11). The concern of being judged
comes from the lack of control over how data, incomplete and decontextualized, is re-
ceived by others.

Sharing with recipients who are outside the private space is generally considered not ac-
ceptable. Here, data might lead to an opportunity to access and violate the private space,
“that’s something that people can abuse” (D21). D17, who has smart lights linked to her
Google Assistant, describes the possibility of harm when discussing these interactions:

“[the light interactions] tell about my routines, when I’m home and when I am
not home. So this might be used against me [...] If someone wants to threaten
me or if they want to steal something in my house or something like that.”
(D17)

Researchers, who are outside the private space, are a notable exception. Donors high-
lighted the importance of contributing to science and advancing research, “I believe in
science, so they [researchers] may use my information” (D17). Evidently, donors already
shared their personal data with this research. For donors, researchers are responsible
and carry values such as trust and discretion. As such, they are expected to make proper
use of the data, “handle this [data] with precaution” (D1).

Characteristics of the Data

I developed three themes related to the characteristics of the data that are important
to consider in the context of sharing, sensitivity, and intimacy. These are not specific
to individual speech records or the information derived from them; hence, we use the
encompassing term data.

• Data are contextual. They are generated and stored in a given context, which is lost
when translated into a discrete event. For example, the interaction “OK Google,
how does a guinea pig sound” occurs in a specific context, “I use it to demonstrate
how my guinea pigs react. And its purpose can be various. It can be for friends, it
can be for yourself, it can be for your cats. It’s extremely funny [laughs]” (D10). Yet,
it loses playfulness and social dynamics when recorded. Hence, data can “always
be misinterpreted” (D18) if they are disassociated from their context. In addition,
because of how the data are generated (e.g., through seamless voice interactions),
it portrays a limited and specific image of a person that loses the nuance embedded
in the context.

• Data are relational. They relate to the interaction between a person (or people)
and a device, sharing a physical space (e.g., a room), as well as other people, not
necessarily sharing a physical space (e.g., partners, family members, roommates,
neighbors, visitors). In addition, they account for relationships with others, “I’m
putting information out there about our relationship” (D21). In fact, more than one
speaker was present in all received datasets, especially in multi-user environments,
where more than one person shares space and device (e.g., partners, family mem-
bers, roommates), but also in single-user environments where other people are oc-
casionally around (e.g., neighbors, visitors).
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• Data are multiple. A term introduced by Prainsack [156] referring to it being able to
be and used in more places than one at the same time. They can be duplicated and
shared, which became apparent during the data donation process when donors
obtained and shared a ‘copy’ of their data. Multiplicity illustrates how data can be
reused, and potentially misused, for more than one purpose and more than one
entity. In addition, data when aggregated and combined becomes a combination
of “multiple fragments [from which] you can distill some meaning” (D21).

5.4.3. Sensitivity of Speech Records

Donors interpreted the sensitivity of speech records in three ways. First, how personal or
private individual speech records or the information derived from them are. Here, sen-
sitive speech records contain personal information (from within the private space). Sec-
ond, how disclosable individual speech records or the information derived from them
are. Here, sensitive speech records are not to disclose; their disclosure would be con-
sidered a violation or potentially harmful. Third, to what extent can individual speech
records or the information derived from them be expanded or used differently. Here,
sensitive speech records can lead to inferences about personal information, from within
the private space, and can be re-used outside the context in which they were generated.
Starting from these interpretations, I describe the characteristics of sensitive speech
records and map these into a sensitivity spectrum.

LOW MEDIUM HIGH

NO PERSONAL INFORMATION PUBLIC PERSONAL INFORMATION PRIVATE PERSONAL INFORMATION
data that contains or reveals

GENERAL INFORMATION SPECIFIC INFORMATION
data that contains or reveals

HIGH AWARENESS LOW AWARENESS
data generated and stored with

sensitivity

Figure 5.6: The spectrum of sensitive speech records.

Characteristics

I developed three themes describing the characteristics of sensitive data (Fig. 5.6): intru-
siveness, specificity, and (un)availability. Sensitive data are intrusive as they are gener-
ated within people’s private spaces where others are not necessarily welcome or invited.
Intrusiveness unfolds through a shared physical space where, by capturing what hap-
pens within, others gain indirect access through data.

“That I’m planning [activity] it’s something that I believe should be in my pri-
vate area. It’s something that I don’t feel comfortable seeing on that screen.
Because it means someone has the opportunity to know what I’m planning,
where I’m going, what I’m thinking, things that are worrying me, very, very,
very personal things.” (D14)

Intrusiveness is related to people’s awareness of the device’s data collection and storage
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practices and how they experience them. Hence, it manifests when the device captures
more than expected.

“It’s like if you’re naked you don’t say «OK, Google» you first dress up, and then
you say «OK Google», which is, I don’t know if it is a lousy metaphor. But what
I’m trying to say is that we feel aware that for a few seconds when we say «OK
Google», it’s not like, we’re not exactly alone.” (D9b)

As expressed by D9b donors described a sense of awareness and control over their in-
teractions with the Google Assistant that is lost when data is generated from unintended
interactions or interactions that record “a little bit more than my question” (D1). Thus,
the device intrudes further into a space by capturing data that reveals more information
than people intended to disclose or were unaware of. Moreover, intrusiveness relates to
the amount of data that is made available, as more data means more angles from which
to access a person’s private space and more possibilities of unawareness, “anyone can
have one digit of my pin. I’m happy to give everyone one digit of my pin. But not all four”
(D21).

Sensitive data are specific as they more narrowly record and reflect certain aspects or
themes of a person’s private space. D17 illustrates how sensitivity varies with more and
less specific points when comparing two interactions, the first about her mom and the
second about the office lights.

“The [first] one attaches something to me as a person that is my mother. So,
some information regarding something specific to an individual. This [the
second] is really general; all kinds of people have office lights. When I ask
about my mom, I know that the answer is going to have specific information
in it, so that’s why I consider it more sensitive.” (D17)

Specificity relates to what is uniquely about a person, as opposed to generic information
that can be attached to anyone or that relates to decontextualized activities.

“It’s about how unique is that data. Generalistic things that everyone does,
that don’t have any specific anchoring in space or time, for instance, the fact
that I live in [city], it’s on my profile. The fact that I live on that particular
street, and like on Tuesday he does this, that is more sensitive, so it’s about
the specificity of the information.” (D21)

In addition, specificity relates to data being spatiotemporal. This means data can reveal
when and where certain interactions occur as they have a “specific anchoring in space
or time” as described by D21. It gives an extra layer of specificity to the data, as they
can be further situated by considering external factors such as the day of the week and
the weather. Furthermore, specificity may derive from the aggregation of multiple data
and sources of data, resulting in a distinct representation of certain aspects of a person’s
private space, “they know, hey, that is [name] and combined with all the things you do on
the internet. Well, it gets pretty sensitive” (D10).

Sensitive data is (un)available, as they are generated within a person’s private space
where “stuff is much more personal. So I want to guard it a little bit more” (D11). For in-
stance, the health-related questions that people ask Google before even discussing them
with their family, friends, and doctors.
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They are collected and stored, hence they are potentially available, yet they are gener-
ally not at someone’s disposal. They reveal information that is not widespread or pub-
licly available as opposed to information that people “probably can find everywhere”
(D18). The increasing availability of personal data online and on social media means
that widespread information from within the public space is not necessarily considered
sensitive.

“I have social media, so yeah, it’s normal that these things are known by a lot
of people that I don’t know about” (D17).

The combination of multiple interactions over time means sensitive data, in the form of
patterns and inferences, is sometimes (un)available even to the data subjects.

“You know? It’s weird. Like I think I’m not conscious of how much they know
about me. Because I just ask random questions [to Google], but then, they put
it together, and it’s like more information that I’m actually conscious. I’m not
conscious of that quantity” (D19)

Average Score

I calculated the sensitivity score (Fig. 5.5(2)) by averaging the responses to Q2 (about per-
ceived sensitivity) for each attribute [11, 12]. Single intended interactions (i.e., training,
playful, and (common) requests) are generally considered not sensitive (sensi t i vi t y scor e ≥
1). While single unintended interactions and the patterns and inferences derived from
multiple interactions are generally considered slightly sensitive (sensi t i vi t y scor e < 0).

Spectrum

I identified a spectrum of sensitivity of speech records (Fig. 5.6) based on the three char-
acteristics, intrusiveness, specificity, and (un)availability. Low sensitivity is attributed to
individual intended interactions; where data subjects are aware data was generated and
stored. These relate to simple and mundane activities and reveal little or no information
about a person. This is illustrated by D6, for whom asking Google to turn on Bluetooth
“it’s just an order. I didn’t say anything, like personal information, nothing like that. It’s
just some words. It doesn’t mean anything.” Additionally, they contain information that is
already known or widely available (e.g., through social media, on the internet), “that ev-
eryone can look for” (D19). Such as someone’s relationship status or city of residence. For
example, D20 uses his Google Assistant to navigate the city and has multiple interactions
containing information about specific stores and addresses, including work and home,
“I mean, everybody knows that. What I do, where I go shopping. It’s nothing special.”

Medium sensitivity is attributed to single intended interactions that contain traces of
personal information and “tell a bit more about me” (D18), even when these correspond
to simple and mundane activities. For example, the single interaction “what’s the weather
like in [city]?” (medium sensitivity) “shows a little bit about my behavior or plans” (D2)
with respect to the interaction “what’s the weather like?” (low sensitivity). These kinds
of interactions contain public personal information, but not information that is specific
about a person or her private space.
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High sensitivity is attributed to single intended interactions when they reveal specific in-
formation about a person’s private space, including health and well-being, alcohol con-
sumption, political opinions, interests, musical preferences, and a person’s “weird parts”
(D17), including the “kind of stupid things I said to Google” (D18).

“I guess more a window into your more personal life, yeah, which I guess is by
definition more sensitive.” (D6)

High sensitivity is also attributed to single interactions, occurring when the speaker is
unaware. This includes unintended interactions, “Google was recording information
that I was not aware of, which I would say is sensitive” (D16), and intended interactions
where the speaker is not completely aware, “if I’m sleepy or if I’m drunk, like I’m in a
state [where] I’m not fully aware” (D5). These interactions often generate a sense of dis-
comfort and awkwardness. Unawareness extends to other people (e.g., partners, fam-
ily members, roommates, neighbors, visitors) tangled in the data due to its relationality.
Other people’s interactions, whether intended or not, are considered highly sensitive and
a violation of their privacy, “it is my uncle’s privacy, I don’t want to compromise, someone
else’s privacy” (D2). Moreover, single interactions gain an extra layer when considering
the nuances stored in the audio recordings and communicated through the voice, “that’s
also something I don’t think about, right? Like how do I sound at 11:33 PM when I’m ask-
ing Google to do something for me?” (D11). Finally, high sensitivity is attributed to the
patterns and inferences that can be derived from multiple interactions.

“Even the data that you normally would say it’s not sensitive, but if you put
it all together it paints quite a picture of who you are and what you’re doing,
when, how, why.” (D18)
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Figure 5.7: Tipping point in the course of data donation process and data-centric interviews.

5.4.4. Intimacy of Speech Records

Although I did not refer to it, the term ‘intimacy’ came up frequently during the in-
terviews. Donors interpreted the intimacy of speech records in three ways. First, how
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speech records surface from closeness and physical proximity in a shared space. Here,
intimate speech records reflect information from within that shared physical space. Sec-
ond, how speech records capture intimate moments and activities. Here, speech records
are derived from a device that is the viewer, or nearly participates, in intimate moments
and activities. Third, how speech records capture the nuances of the daily life. Here, inti-
mate speech records grasp what is often not material or explicit (e.g., playfulness, sleepi-
ness, vulnerability). These three interpretations are reflected in a short excerpt where
D9a explains what she means when she describes the speech records as “very intimate”:

“We were listening to recordings of when we asked the alarm to turn off, and
you can tell there is like a couple in bed, very sleepy, you know? And it feels
like it [Google Assistant] was in bed with us, kind of, and so it’s not the public
voice I have when I’m online or with my friends. It’s like a space that is really,
really intimate, in the sense that no one else is usually allowed.” (D9a)

Given that the physical space is permanently shared and often corresponds to an inti-
mate space within a person’s home or close to her body, intimacy permeates through all
three dimensions of speech records. Timestamp, by capturing instances of a time frame
that belongs to the intimate private space, “at 11:00 PM it’s more like a private time, a
more intimate time. But around the morning it’s more like working [time], so it doesn’t
feel like that intimate” (D5); Transcript, or content, delving deeper into a person’s pri-
vate space by depicting her inner thoughts, ambitions, and vulnerabilities, which are of-
ten not visible to others, “information about my thinking, my worries, and what I look for
is critical. It seems very personal” (D14); And audio recording, documenting the acoustic
nuances of the space and the speaker, “you can hear that the person doing the recording is
actually sleepy, and that feels more intimate somehow” (D2). Intimacy also derives from
the interpretation and reconstruction of the data, where mundane interactions gain ad-
ditional layers as they are situated in a specific context where intimate activities occur.
This type of intimacy is not inherent in the data but unfolds through the active partici-
pation of the data subjects.

“The other thing is, it’s not represented here [the visualization], occasionally
when my partner and I have sex, we turn on and off the lights, kind of like
before to arrange things and then after to clean things up. So there’s maybe a
detectable pattern that reveals our sex life.” (D11)

Intimate data shares the characteristics of sensitive data. That is, intimate data are in-
trusive (i.e., generated through close physical proximity to a bystander device), specific
(i.e., uniquely about a person and inherent in who they are), and (un)available (i.e., cap-
turing the nuances). Yet, unlike sensitivity, intimacy is not associated with information
disclosure and potential privacy violations. It relates to the information itself and its
materialization. Hence, capturing and reflecting what is often not expressed or made
explicit; even if mundane.

5.4.5. Tipping Point

The data donation journey (Chapter 4) involved several opportunities for donors to re-
flect on their speech records, including downloading a copy, exploring the takeout file,
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and visualizing them. Through these activities, most donors experienced a tipping point
where a seemingly innocuous dataset suddenly contained sensitive and intimate data
about themselves. Of the 17 donors who participated in the data-centric interviews, 16
experienced a tipping point (Figure 5.7). For D5, D20, and D21 this point was early and
came from the paradoxical realization that speech records were collected and stored.
Paradoxical since donors were aware of this, but it became even more evident by listen-
ing to individual speech records. D21 manually explored the takeout file before donating
his data; for him, this realization came before the data-centric interviews. For D5 and
D20 this realization came early during the data-centric interviews when listening to the
first speech record (i.e., single training interaction). For D6, D9, D10, and D22, this point
came from realizing that traces of private personal information or nuanced intimate in-
formation were present in individual speech records. For D16 this point came from an
unintended interaction; leading to a misalignment of expectations about the device’s be-
havior and a breach of trust. Finally, for the remaining eight donors (D1, D2, D8, D11,
D14, D17, D18, D19), this point came from gaining a better understanding of the in-
formation derived from the aggregation of multiple speech records; facilitated through
the personal data canvas. Namely, patterns and inferences. The tipping point underlines
how sensitivity and intimacy are not self-evident but characteristics of the data that need
to be disentangled and explored.

5.5. Discussion

In this chapter, I investigated people’s perspectives on sensitivity and intimacy with a
focus on speech records. The findings illustrate three characteristics of ‘sensitive’ and
‘intimate’ speech records. First, they are intrusive as they enter a person’s private space,
capture what happens within and expose it to unwanted access, or ‘the unknown’ [177].
Second, they are specific, narrowly personal (i.e., about me and no one else) and depict-
ing a situation through time and space. Third, they are (un)available, not widespread yet
potentially available. I discuss my findings, discuss implications for data holders, policy
makers, and researchers involved with sensitive and intimate data (i.e., speech records
or the information derived from them), and provide recommendations for researchers
aiming to support research participants disentangle the sensitivity and intimacy of their
speech records.

5.5.1. Understanding Sensitivity and Intimacy

Previous research on single speech records (i.e., individual interactions with a voice as-
sistant) concludes that these are not perceived as ‘sensitive’ information [111, 123]. My
research partially aligns with their findings (i.e., individual interactions are generally
considered not sensitive). However, it highlights the fundamental differences of com-
prehensively engaging with speech records. The interaction “OK Google, set an alarm”,
mundane and not considered sensitive in the GDPR [65], by HCI scholars [112, 114, 198,
208] (not accounting for inferences [168]), or according to previous research [111, 123],
illustrates the nuances of people’s perceptions of sensitive and intimate data (i.e., speech
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records or the information derived from them). This interaction is perceived as ‘sensi-
tive data’ when it is generated from a place of playfulness (e.g., funny accent) or low
consciousness (e.g., unaware, drunk). Multiple of these interactions are perceived as
‘sensitive data’ when information about people’s behavior and routine can be inferred
from them. Additionally, this interaction is perceived as ‘intimate data’ when it is gener-
ated from a place of vulnerability (e.g., sleepy) or it accounts for intimate contexts and
activities (e.g., a couple in bed) occurring within a shared physical space.

Notions of ‘sensitive data’ as information that should not be disclosed [114, 198] or be-
longing to specific categories [65, 112, 168, 208] are limited. They do not account for the
pervasive and dynamic nature of the data or potential inferences derived from aggre-
gation. Sharing a physical space with a digital device, such as Google Assistant, means
it captures various sensitive and intimate information over time, belonging to prescribed
categories (e.g., political opinions) and beyond (e.g., subjectively defined private spaces).
Yet, these are usually fuzzy, not evident on the surface. Sensitivity has been widely asso-
ciated with private information [65, 112, 168, 208] and information disclosure [114, 198].
Therefore, it has been closely related to privacy; defining where sensitive information re-
sides and where are the boundaries [7, 149] and selectively [145] and contextually [137]
limiting disclosure. But, how can I control the disclosure of information I don’t know is
there? Sensitive speech records are not only a window for ‘the unknown’ [177] to access
a person’s private space but are also, to some extent, ‘the unknown’.

From the three characteristics I identified, I propose to understand sensitive data as per-
sonal information that is absorbed and abstracted from a person’s private space. Sen-
sitive data are absorbed as they are generated through digital devices that intrude on a
person’s private physical space and transform specific instances into information that
is situated and time-bounded but decontextualized. Thus, sensitive data retains infor-
mation on a person’s behavior that is often (un)available to her and others. They are
abstracted as they detach a person from the context and nuances of her private space.
Moreover, I propose to frame ‘intimate data’ as a subset of ‘sensitive data’ that relates
to the absorption and abstraction of information about intimate contexts and activities
within a shared physical space. This aligns with previous literature relating intimacy to
physical togetherness [87, 146] and intimate contexts and activities [5, 6, 109]. This con-
ceptualization, and the characteristics on which it is based, rely on the distinction and
boundaries between private and public information [7, 149]. Yet, these boundaries be-
come fuzzy around data collected as a byproduct of people’s interactions with a digital
product or service, such as speech records. The conceptualization of ‘sensitive data’ con-
tributes to the privacy literature by underlining the need to disentangle sensitivity and
intimacy from the data as a pre-requisite to defining the context-specific boundaries
around it.

5.5.2. Implications for Data Holders, Policy Makers, and Researchers

“I must say that I feel a bit naked. In the sense that this tells a lot about me,
much more than I expected. And, in fact, it shows how technology actually is
so close to us that it is able to give this amount of information.” (D17 at the
end of the interview)
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Surprise and unexpectedness were common feelings among donors who experienced a
tipping point. Yet, they played an active role in the generation of most speech records;
when giving a command or asking a question. In addition, they were informed of the
data collection practices of their Google Assistant at least in two instances; when setting
up their device and when they came across this research. Feelings of surprise, unexpect-
edness, and even nakedness illustrate how data holders (e.g., Google) and researchers
(e.g., me) often fail to adequately inform their users and participants. They know that
personal data is being collected, but they often do not know how it looks, how it feels, or
what kind of sensitive or intimate information it contains or can be inferred from it. I dis-
cuss implications for data holders, policy makers, and researchers, aimed at mitigating
surprise and unexpectedness.

• Implications for Data Holders: The surprise of finding unintended interactions
or unraveling sensitive information from the aggregation of multiple interactions
diminishes trust in the data holders. For them, mitigating surprise is an opportu-
nity to build better relationships with their users and build trust [31]. Data holders
have the opportunity to build new functionalities around personal data and pro-
vide their users with new capabilities such as data exploration and curation. Cur-
rently, Google Assistant users can review a history of their data (i.e., a scrollable list)
and manually delete specific interactions. They could provide alternative data rep-
resentations that empower users to engage with data as a tool to reflect and gain
personal insights [31], and even actively re-define their privacy boundaries [111,
145, 190, 217].

• Implications for Policy Makers: The donors in our study made use of the GDPR’s
‘rights to access and data portability’ [65] to obtain a copy of their data from Google
and reuse it for the purpose of contributing to this research. Although they ob-
tained a copy of the data and could explore it autonomously, most donors found
the multiple files and formats difficult to navigate. Previous research points out to
similar limitations of data portability, as data is generally provided in frustrating
formats and through difficult processes [4, 31]. It aligns with the purpose of ‘porta-
bility’ which attempts to increase end-users agency by decoupling the data from its
holder. Policy makers could mitigate donors’ surprise by developing policies en-
couraging personal data literacy [84, 212]. For example, they could require data
holders to engage with end-users to create a set of data interactions that increase
their understanding of the data.

• Implications for Researchers: My research is one of many that engage with per-
sonal data. During this process, I witnessed the discomfort and vulnerability that
stem from surprise and the unexpected. I argue that the fuzzy and sensitive na-
ture of personal data is an opportunity to develop a research process and agenda
that integrates personal data literacy and exploration. First, it is an opportunity
to facilitate the disentangling of the data through visualizations and creative ses-
sions [71, 85, 154], and support participants in actively and iteratively defining per-
sonal boundaries. Second, it augments data with contextual information, reducing
assumptions and misinterpretations for the researchers [51]. In addition, this re-
search underlines the relational nature of personal data. They depict people’s rela-
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tionships with others [155, 156], which naturally occur when personal data is gen-
erated through multi-user digital devices in public or shared spaces, such as voice
assistants [41, 111, 123, 154]. Thus, accounting for others, such as third parties and
minors [41], presents an open challenge, involving and informing all parties or ex-
cluding them from data collection.

5.5.3. Recommendations: Disentangling Sensitivity and Intimacy from
Speech Records

The personal data canvas was a first step in supporting users and research participants to
disentangle sensitivity and intimacy from their speech records. It enabled donors to in-
teract with their speech records in a less confusing way than the difficult-to-explore take-
out file. Besides, it raised awareness about unintended interactions, patterns, and infer-
ences. I translate my experience designing it into practical recommendations to design
processes and tools that help disentangle the sensitivity and privacy of speech records.
These are directed at researchers engaging with speech records and similar digital-trace
data.

• Provide a comprehensive overview: I provided donors with multiple perspectives
from which to approach their data. In contrast to previous research (e.g., [111,
123]), which focused on randomly selected single interactions, I introduced differ-
ent types of single interactions and information derived through aggregation and
inference. I recommend providing a comprehensive overview to progressively and
incrementally approach and interrogate sensitivity and intimacy.

• Draw attention to the unintended and the unexpected: Donors often found sensi-
tivity in situations of low awareness or vulnerability (e.g., unintended interactions).
These are less frequent, especially in large datasets, but they are important to high-
light. I recommend bringing them to the fore but acknowledging that they are rare.

• Support structuring the data: The personal data canvas depicted categories based
on patterns of use, temporal patterns, and frequency, which donors highly appre-
ciated. For some, the canvas was the highlight of the interview. In addition, they
were helpful prompts for personal reflection and interrogation of the sensitive and
intimate elements. I recommend facilitating the process of structuring the data to
support interpretation and sensemaking.

• Foster reconstructing the context of the data: Speech records are limited and de-
contextualized. However, in some cases, sensitivity and intimacy derive only from
the context in which they are generated. For instance, a donor recognized anoma-
lies in her Friday routine that led to her identifying sensitive attributes in her data.
I recommend creating activities that facilitate the reconstruction of the context of
the data so that people understand how data relates to their day-to-day life and
activities. It is an opportunity to encourage self-reflection through the data and
disentangle sensitivity and intimacy.

• Help navigate personal settings: At the end of the interview, more than half of the
donors were interested in receiving suggestions on how to configure their devices
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to mitigate the collection of sensitive or intimate speech records. I recommend
providing general guidelines (e.g., how to disable voice data collection) and space
for case-specific suggestions.

5.6. Chapter Takeaways
I started this chapter with a question: What is sensitive about (sensitive) data? This ques-
tion is framed to suggest there are (sensitive) data types – such as those defined in the
GDPR – and sensitive elements, characteristics, or information in the data. The results
of this chapter illustrate how sensitivity and intimacy are not inherent to data (types),
but nuanced properties that are often unknown a priori. This has critical implications
for sensitive data donation. Recognizing that sensitivity is not a static property of data
(types) and that data might be sensitive in one context and not in another requires ap-
proaching (all) data as sensitive. This, in turn, suggests that interpreting, situating, and
contextualizing data not only promotes Multiple Knowledge(s) (P3), it also enables and
empowers donors to uncover the sensitive and intimate elements of their data – miti-
gating surprise and the unexpected and allowing them to define meaningful boundaries
around what (not) to disclose.
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Interlude: Dataslip

Abstract
In this chapter, I introduce dataslip. It is a provocative artifact that materializes the per-
sonal data trail in the form of a receipt. Dataslip aims to raise awareness over personal
data collection and elicit creepiness, “an emotional response to a sense of wrongness that
is difficult to clearly articulate” [177]. Dataslip responds to a critical challenge in data
donation research, described in Chapters 3 and 5, donors are hardly aware of what their
data contains. Thus, if and when they decide to donate them, they do so more-or-less
blindly. I introduce the design considerations that led to dataslip and I describe how I
used it to foster a conversation with local community members about the underlying
challenges and potential alternatives to personal data collection and use. This conver-
sation, together with a collaborative futuring exercise with children, led to a set of five
speculative design scenarios that suggest hopeful and empowering alternatives to the
personal data entanglements we are currently embedded in.

This chapter draws on the following publication: Gómez Ortega, A., Noortman, R., Bourgeois, J., and Ko-
rtuem, G. (2024) Dataslip: Into the Present and Future(s) of Personal data. In Proceedings of the Eighteen
International Conference on Tangible, Embedded, and Embodied Interaction (TEI ’24).
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Figure 6.1: Dataslip installation.

6.1. Introduction

As I mentioned before, most of us routinely interact with products and services that col-
lect and indefinitely store personal data; at the same time, we are (mostly) unaware of
the nature and vastness of these data. For example, when a person registers for a loy-
alty card at the supermarket, she is aware that she is volunteering personal information,
such as her name, address, and email [200, 209]. When she uses the card to get a dis-
count on her purchases, it’s less clear that personal data from this interaction is being
collected and even more, exactly what (types of) data. Thus, there is a misalignment be-
tween people’s understanding and expectations of their data and their actual collection
and use by product and service providers. It hampers people’s rational understanding
of their data and even more, of what data feels like [56, 76, 176, 177]. What data feels
like has been the focus of Data Epics, which aim to challenge how data are imagined and
represented through fiction and speculation [19, 56].

Many factors contribute to people’s lack of awareness, including the pervasive nature of
data collection [58, 209], the abstract nature of data and the terminology commonly used
to refer to them (e.g., the cloud) [71, 211], and the often unclear [119, 120] or mislead-
ing [27, 83] terms of service and privacy policies. With it, also comes a sense of disem-
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powerment with respect to the power imbalance between individuals and private com-
panies or public services collecting, storing, and benefiting from data about them [31,
155]. Shklovski and colleagues [176, 177] argue for eliciting visceral reactions such as
creepiness and discomfort to underline these issues. Yet, these feelings that stem from
increased awareness do not lead people to stop using the products and services that trig-
ger them. Instead, people often choose to ignore or forget about them and move on, by
continuing to engage and interact with products and services with creepy data collection
practices. Hence, people tend to close themselves off in the face of the creepy powerless-
ness regarding personal data collection. Yet, being closed off means they often shy away
from being involved in shaping the future, which further disempowers them.

In this chapter, I materialize the creepiness of personal data collection as a starting point
to envision alternative futures. To do so, I designed dataslip, an interactive and provoca-
tive artifact that promotes awareness and invites people to feel and interrogate the creepi-
ness of their personal data trails (i.e., the collection of data left behind from each inter-
action with a digital product or service) through a tangible representation in the form of
a receipt. Together with a co-author of this study, Renee Noortman, we use dataslip in
two activities. First, during a local community event, where the creepiness of the receipt
prompted attendees to reflect on challenges and concerns around personal data collec-
tion and their current approaches to mitigate them. Second, during a workshop with
primary school children, where we used dataslip as a co-speculator to co-create alterna-
tive and hopeful futures that stem from the challenges identified during the first activity.
We propose five speculative design proposals co-created with community members that
respond to their experiences with dataslip through hope and empowerment. I conclude
this chapter by discussing our approach and reflecting on the benefits and limitations of
moving from creepiness toward hopefulness and empowerment.

Figure 6.2: Receipt or personal dataslip materializing the personal data trail
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6.2. Creepy Personal Data
Personal data are defined in the European General Data Protection Regulation (GDPR)
as any information through which a person can be directly or indirectly identified ([65,
Art. 4]). Examples include a person’s phone number or email address, directly associated
with her, as well as the WiFi access points she connects to through her mobile device,
indirectly associated with her. Whether directly or indirectly, individuals have the right
to be informed ([Art.13 - 14] [83]) about the collection and use of their personal data.
Yet, they are often informed through lengthy documents, such as privacy policies, or
short statements, such as cookie pop-ups, which are hardly effective [54, 202].

For this reason, when it comes to personal data collection and use, most of us “don’t
know what we don’t know” [100]; meaning personal data collection and use are opaque.
Moreover, personal data collection is so entangled with our day-to-day, and our interac-
tions with digital products and services that data themselves are opaque and unknown
[76, 177]. They contain several fragments and types of personal information, and it is
difficult to account for their length and depth. Even if individuals go one step further, for
instance, by requesting a copy of their data (e.g., browsing history logs) from a data con-
troller (e.g., Google), data are returned in files and formats that are hard to manipulate
and understand [4, 31]. Thus, even here, when data are in a person’s hands (or device),
they remain opaque and unknown.

In most cases, people are surprised when they become aware of the data collection prac-
tices of the products and services they interact with. This includes: (1) realizing that the
data was being collected in the first place [74, 177], (2) understanding what types of data
are being collected [74, 76], and (3) discovering all the information that can be inferred
from the data [76, 154]. For this reason, becoming aware, and realizing data are, and re-
veal, more than they seem generates discomfort or creepiness [76, 177]. Yet, creepiness
is temporary. Even if they are creeped out by the data collection practices of a specific
product or service, most people continue to use it as they normally would. Shklovski and
colleagues [177] argue that emotional visceral reactions, such as creepiness, point to im-
portant underlying issues and suggest provoking and confronting the creepy nature of
digital technologies head-on.

6.3. Futuring and Design Fiction
Since Dunne and Raby’s Speculative Everything [60] was published, 10 years ago, specu-
lative design and futuring have become a common item in the toolkit of researchers and
designers. They serve to elicit open discussion and debate about a wide range of top-
ics and subjects [23, 89]. More recently, these approaches have been reflected on more
extensively, leading to a distinction of the different modes of reflection in futuring [104]:

1. Designerly formgiving, its specificity, and experiential qualities: how a specific
artifact to imagine one specific future can ‘close down’ on thinking about certain
futures, while ‘opening up’ to think about and focus on one future in detail.

2. Attending to temporal representations: how engaging with temporality, as cultur-
ally situated can underline assumptions around the conceptualization of futures
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(e.g., linearity of time).

3. Positionality, futuring from somewhere: how researchers and designers can more
thoughtfully and intentionally consider their own positionality and privilege.

4. Engaging with the real world and the public: How design futuring projects can en-
gage with real-world gaps, issues, and opportunities and foster more open debates.

5. How design futuring generates new knowledge: how design futuring projects can
connect or build upon other(s’) design futuring works.

Coulton and Lindley observed two common approaches to futuring: (1) that of Vapour-
worlds and (2) that of design fiction. Vapourworlds propose industry-driven techno-
cratic utopias, while design fictions are produced as critical, technology-averse dystopias
[46]. Previous research underlines a need to close the gap between utopian and dystopian
futures thinking [23, 104, 196]. For this reason, the pioneers of speculative design prac-
tice are actively working towards closing the loop by taking speculative work from the
art gallery into everyday life [89]. One approach to this could be to design for Ustopia -
or the interaction between utopia and dystopia - instead [138]. In response, this chapter
strives to critique current data practices while also providing a positive outlook towards
the future, to emphasize that the future is not inevitable and that consumers can play a
role in how they use their data and how it is used by others.

6.4. Method

6.4.1. Designing Dataslip

Dataslip is an interactive installation that emulates an Automated Teller Machine (ATM).
It alludes to the “data is the new gold” narrative, where data is equivalated to a valuable
currency, but valuable to whom? Similar to an ATM, it consists of a touchscreen and a
printer. I designed dataslip with the following goals: (1) to promote awareness of per-
sonal data collection and invite people to reflect on the value of data to them, (2) to
bring materiality to the abstract notion of personal data, and (3) to elicit anticipation,
confrontation, and creepiness – an emotional response to a sense of wrongness that is
difficult to clearly articulate [177], by enabling people to feel their data.

The interaction with the dataslip emulates that of an ATM. People interact with a touch-
screen where they answer five simple yes/no questions, based on their routine inter-
actions with digital products and services. Here, I focused on a range of products and
services that people encounter daily: (1) personalized public transport cards, (2) super-
market loyalty cards, (3) credit and debit cards, (4) wearables, including smartwatches
and smart rings, and (5) mobile apps, including weather, navigation, web browser, email,
instant messaging, music, social media, dating, and period tracking apps. After answer-
ing the questions, people obtain a receipt, slowly generated by a thermal printer to build
up anticipation and implicitly foster creepiness – on average it takes 1:30 minutes for the
receipt to print. It contains a comprehensive list of the data that is collected and indefi-
nitely stored as people interact with different products and services. It includes short but
detailed examples to help people interpret the data and a checkbox that explicitly invites
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them to reflect upon and indicate the perceived creepiness. The receipt physicalizes the
personal data trail. Its length conveys a type of data in itself, how much data is collected.

To populate the receipt with accurate information and examples, I made use of my rights
of access and data portability in the GDPR [65] and requested a copy of my personal
data from the different data controllers listed above. In total, I made 28 data portability
requests. I reached out individually to each data controller, as indicated in their privacy
policy. At the time, I was based in The Netherlands, hence four of the requests were
made to companies operating primarily in this country; the public transport company
(1 request), the supermarkets (2 requests), and the bank (1 request). The information on
the receipt corresponding to these three entities is limited to the specific Dutch context
and might not translate to other contexts and countries. The other twenty-four requests
were made to companies operating in an international context.

For me, requesting and obtaining a copy of their data was a lengthy, confronting, and
overwhelming process. Especially when the data was delivered digitally (i.e., a USB) and
physically (i.e., printed files) by mail to her home address. The receipt aims to create a
similar experience for dataslip users, by confronting them with the length and depth of
their personal data.

6.4.2. Reacting to Dataslip

I demonstrated dataslip for two consecutive days at the Makers Faire in Delft, a local
event open to community members of all ages. In doing so, I aimed to investigate indi-
viduals’ practices, expectations, and concerns around personal data collection. During
the event, I invited attendees who approached dataslip organically to interact with it and
obtain their receipts. Then, I prompted them to record (1) their feelings or reactions to
their receipts and (2) what they would like to do with data from the slip on a post-it note.
Similar to [176], I found this set-up created conditions for discussion and exploration.

The event was advertised locally to residents of Delft and the surrounding area through
flyers and social media posts. During the event, I informed attendees about our research
and they consented verbally to participate by recording their thoughts on post-it notes.
This activity was reviewed and approved by the Human Research Ethics Committee at
TU Delft. Due to the set-up of the event, I did not collect any demographic or personally
identifiable information from attendees.

About one hundred attendees obtained their receipts over the two-day event, and fifty-
five left us post-it notes (A1-A55). After the event, Renee and I digitalized each post-it
note and used clustering and visual mapping techniques to outline the main practices
and challenges in the online whiteboard tool Miro.

Reactions to Dataslip

The majority of attendees expressed a sense of bewilderment while obtaining their re-
ceipt; “OMG. It’s too much!!! I feel uncomfortable because I don’t know how to get out”
(A1). It was cultivated by the anticipation and waiting for a receipt that kept printing and
printing. Similarly, a recurring reaction from attendees after inspecting their receipt was
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Figure 6.3: Interactions with dataslip.

concern about potentially exposing their hidden secrets.

For most attendees, the information on the receipt was new, crazy, and scary. “My [re-
ceipt] is a scary way to look at how much information I am sharing with every click.”
(A45) Nonetheless, some attendees were already familiar with the data collection and
storage practices of digital product and service providers, yet they found the receipt for-
mat telling. “It is not new to me, but seeing it in a receipt makes it different.” (A28).

Practices and Expectations

Although most of the attendees expressed concern about the length of their receipts,
some saw it as valuable and reflected on the potential of using such data. For example,
to learn more about themselves or to make their daily routine more convenient, “I would
like to use my data to automate my house, for instance, open my garage when I’m getting
close.” (A32) In fact, some attendees already use some of the data from their receipts
to gain personal insights and make data-informed decisions. “I use my data to catego-
rize my spending and get an overview” (A2). Another potential application that attendees
identified is to use personal data as proof or evidence that they were involved in certain
activity during a specific time, “I can use it as proof that something happened, that I was
in the supermarket for instance” (A12). In this way, the pervasive and timestamped na-
ture of personal data is perceived as beneficial as it could serve as evidence in court or
with the relevant authorities if necessary.

Some attendees also challenged the information on their receipts based on their current
practices. For instance, “I use fake birthdates and I have many profiles of myself” (A40).
Here, using different profiles and settings meant having different fragments of data as-
sociated with different versions of himself, and therefore, fragmented across multiple
receipts.
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Challenges and Concerns

Through clustering the different post-it notes Renee and I identified the following chal-
lenges and concerns:

• Privacy trade-off: Community members recognized a trade-off between (protect-
ing) their privacy and using products and services that are convenient (e.g., per-
sonalized public transport card) or necessary for everyday activities (e.g., credit or
debit cards). “I try to protect my data but at the same time I use many apps, it is
scary!” (A8).

• Transparency: What do we say yes to when we agree to use a digital product or
service? Why do digital product and service providers need personal data? Com-
munity members underlined the lack of adequate information about these aspects;
essential for making informed decisions. “I would like to know what I’m saying yes
to, with things like cookies. What is a cookie?” (A17).

• Unbalanced Distribution of Benefits: Who benefits from the collection of personal
data? Mostly private companies and public services. However, community mem-
bers expressed their willingness to benefit as well. “I want to trade my data for
money!!!” (A6).

• Temporality and Permanence: Community members questioned the permanence
of personal data. It is continuously collected, and indefinitely stored. “Why do they
need to keep my data forever?” (A23) It is constantly growing and it is not necessarily
easy to stop it from growing by deleting it or requesting to be forgotten.

• Having a Choice: Community members expressed a need for agency and autonomy
when it comes to the distribution of their personal data. “I would like to be able to
choose what to share and what not.” (A39).

6.4.3. Speculating with Dataslip

To continue the conversations and debate that were triggered by the initial interactions
with dataslip, Renee and I aimed to further contextualize those conversations and make
a more hopeful and explicit contribution to the future practices around the collection
and use of personal data. In doing so, we specifically respond to the first of Kozubaev et
al’s modes of reflection [104]: to imagine one specific future to close down other possible
futures and open up conversations about that future in detail. We also respond to the
fourth and fifth modes of reflection, by engaging with the current situation and further
involving the community, and building upon earlier speculation, by involving dataslip
as a co-speculator in the futuring exercise.

For this activity, we used the challenges and concerns identified above as prompts for
further speculation. We involved primary school students, as their generation is an in-
herent stakeholder in the personal data practices of the future. Hence, it is valuable and
important that they are involved in shaping that future. Additionally, we considered the
unfiltered creativity of primary school children an inspiring resource for the further con-
tinuation of the project. We conducted two creative workshops (W1-2), each with 20
primary school students aged 10-12. The workshops were held in this context as the
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school was running a special curriculum on data, the internet, and online behavior at
the time and invited us to participate with dataslip. Both the students and their parents
or guardians consented and assented to their participation in the workshops. This activ-
ity was reviewed and approved by the Human Research Ethics Committee at TU Delft.
The workshops were structured through three activities. First, we gave a short introduc-
tion to personal data and online behavior. Second, we invited students to obtain their
receipts. Third, we invited students to form groups of 4-5 (G1-5) people and propose a
solution to one of the five challenges identified above. For this activity, we provided the
groups of students with an A3 paper sheet with a challenge statement, briefly summa-
rizing each challenge, and creative material, including post-its, colors, and markers.

Some of the potential solutions proposed by the groups of students included:

• “You can have an app that is safer and configures your privacy settings.” (W1, G1)

• “Creating a warning that comes up whenever data is going to be collected about you.”
(W1, G2)

• “A one-day limit to personal data storage.” (W1, G5)

• “Getting money every time you give websites your data.” (W2, G4)

• “An automatic sorter for things people want and don’t want to change.” (W2, G3)

After the workshop sessions, Renee and I analyzed the results and clustered the out-
comes according to the topics that the children came up with. The goal of our analy-
sis was to distill future prospects and positive, utopian scenarios to bring up to future
dataslip users to counterbalance the creepy feeling they were left with after interacting
with it. We wanted to help them understand that the future is not inevitable and that
there is still a lot that we, as researchers, designers, and users of personal data technolo-
gies, can do to shape the future. For each cluster, we then selected one idea to further
develop into a future scenario. The selection criteria included perceived feasibility and
relevance to future practices around personal data collection and use. Additionally, we
related each idea to the current practices that were described by community members
in the earlier interactions with dataslip.

Hence, we further polished the ideas so that they conceptually responded to the themes
that came out of the earlier discussions. To keep them easy to digest, each of the scenar-
ios was translated into a postcard, with an image that illustrated the concept on the front,
and a more detailed explanation of the scenario on the back. These postcards were then
printed to be brought along to future dataslip events and exhibitions. To further close
down the scenarios in order to open up thinking about them critically and to make a
stronger connection to the initial dataslip interaction, each scenario also comes with a
specific form that can be printed as a receipt through the dataslip machine and filled in
by the participant to further personalize and contextualize their interaction.

6.5. Speculative Scenarios
The five scenarios and their corresponding receipts are presented on the next pages.
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Data Cemetery
A future where data doesn’t have to live forever

In this future, when you die, your data dies with you, and your online identities are re-
moved. Before you die, you can decide to leave part of your data in the Data Cemetery
so it stays accessible for your loved ones. They can then visit the cemetery to bring back
memories with your data and to look up important information. All the data is stored
locally and securely at the cemetery so your data doesn’t start living its own life when
your life ends. Making use of the Data Cemetery is optional, in the end, you decide what
you share and with whom!
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Data Intermediary
A future where allowing access to your data brings you value.

In this future, you have your own data intermediary who manages who has access to
your personal data. After an initial intake conversation where you explain your personal
values with regard to data sharing, the intermediary invests with your data. Using this
service means you can make some profit off your data and contribute it to the causes
that you find important, such as clinical trials or marketing research. Your intermediary
will update you regularly so you can decide whether you are still happy with the course
of the investment.
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Data Alias
A future where you decide what data best suits you

In this future, you can switch between different social profiles in your online life as eas-
ily as in real life. You can use your fully personal profile while using a dating app, and
switch to your professional profile when applying for a mortgage. They are completely
separated, so you will no longer get ads for pregnancy tests while looking something up
for work, and your colleagues don’t have to know about your geeky gamer side if you
don’t want them to. A work-life balance dream come true!
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Data Switch
A future where you set boundaries to protect your data and secrets

In this future, setting your preferences with every product and service you use is some-
thing from the past. You set your personal boundaries about data collection and storage
once and decide which secrets you never wish to reveal. Whenever you use a product or
service, your preferences are configured automatically. If you try to use a product that
collects data you would never share, you will receive a warning. The warning explains
which of your boundaries is being violated and it is up to you to decide what to do: pro-
ceed with caution, change your values, or file a complaint?
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Data Jurisdiction
A future where data serves as evidence

In this future, you can use your personal data as official evidence to protect yourself in
diverse situations. The Data Jurisdictor can interpret diverse sources of data and present
them as evidence. For example, you might be having painful menstrual cramps but your
boss doesn’t believe that justifies you staying home. In this case, the Data Jurisdiction
software can write a sick note for you, based on your menstrual tracking data. Start using
your data to demand justice now!
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6.6. Discussion
With the design of dataslip, we provided attendees with a tangible representation of their
personal data trail. The tangibility of the receipt allowed attendees to engage with their
personal data in different ways; inspecting every single line, sharing it with their friends
and family, comparing the length with their own height or someone else’s receipt, or
wearing it as a hat or scarf. In the receipt, we added a checkbox, explicitly prompting
participants to reflect on the creepiness of each type of data. Further, to implicitly fos-
ter creepiness, we used a thermal printer, that slowly printed every line on the receipt,
building up anticipation and confrontation. Even if and when attendees were expecting
their receipts to be long, they never expected it to be that long.

Similar to [177], we found that creepiness is powerful but temporary. “What now?”,
“What should I do then?” were some of the reactions of attendees during the community
event. We engage with creepiness as a starting point for reflection and speculation. Yet,
we move from creepiness towards empowerment and hopefulness. This is evidenced by
the five future scenarios: (1) in the data cemetery, data could allow our loved ones to
re-live us; (2) with the data intermediary, we could direct our data towards causes that
matter because of our values or fair monetary compensation; (3) with the data alias, data
could be used to conveniently inform automated tools – as long as they align with our
preferred role; (4) with the data switch, data could serve as a defense mechanism to pro-
tect our privacy, by helping us define and control our personal boundaries; and (5) with
the data jurisdiction, data could help us convince others.

We note that some of the challenges that our five scenarios respond to have been exten-
sively approached and discussed in previous literature across various domains, includ-
ing philosophy of technology, law, human-computer interaction, and computer science
(e.g., underlining the power imbalances [51, 155], fostering transparency [54, 74], and
supporting privacy and personal boundaries [49, 137, 150]). Although these challenges
might not be considered “novel” they underline that, when it comes to personal data,
individuals are the main parties involved; “data are people” [217]. They have valid and
informed concerns and already rely on innovative practices to address them. Our par-
ticipatory approach involving community members of all ages realizes the importance
of engaging with the real world and the public in futuring and overall research. Thus, we
invite and encourage researchers across these domains to creatively involve members of
the public in their projects and activities.

Our research and practice can support individuals not only to become aware but also
to envision and demand change and benefit from their data. In our case, by making
the creepiness of personal data tangible and experiential we empowered individuals
to reflect upon the potential value of their personal data. In line with the utopian and
dystopian mindsets discussed in the introduction, we see this dual experience as a way
to shed light on both sides of the story. The experience with the dataslip underlines and
criticizes current practices, and the future scenarios suggest alternative ways in which we
might overcome the current issues. This participatory approach may be relevant in other
creepy contexts, such as climate change where the overwhelmedness and the creepiness
of the current situation is often perceived as disempowering.

Through our research approach, we initiate and maintain a two-way conversation with
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community members; where they interacted with and responded to dataslip, and we,
as design researchers, responded to their responses. Similarly, by presenting dataslip
and the accompanying future scenarios in detail, we wish to respond to Kozubaev et
al.’s [104] call for more continuous futuring in their fifth mode of reflection. First, by
describing how we used attendees’ responses to their interactions with dataslip in the
workshops and future scenarios that followed, we present a process of iteration and call
and response between the participants and ourselves. Secondly, we hope that by pre-
senting dataslip and the scenarios in detail, others will also be able to continue building
on these future scenarios and help us to mature the ideas represented by these.

6.7. Notes
The making of dataslip was a collaborative effort and a great excuse to spend time with
my PhD colleagues doing something away from a screen. Through this process, I ex-
plored the many tools at the PMB with James Broadhead until we almost learned to fol-
low the protocol, I received an amazing “how to build a box” tutorial from Wo Meijer,
I deciphered the many mysteries of (thermal) printing with Vasilis Milias, and I spent
some time gossiping and painting after work with Hosana Morales, Roos Teeuwen, Di
Yan, Anotnio Manesco, and Marilia Silva. Since its debut at IDE in December 2022, I have
exhibited dataslip at various locations and events, including the TU Delft Library (Delft),
SURF “Privacy not Included” 2023 (Utrecht), ICT Open 2023 (Utrecht), Delft Maker Faire
2023 (Delft), CHI’23 (Hamburg), Interact’23 (York), MozFest House 2023 (Amsterdam),
Dutch Design Week 2023 (Eindhoven), ThingsCon 2023 (Rotterdam), Universidad de Los
Andes (Bogotá), and TEI’24 (Cork). Gabi, my partner, has spent countless weekends
accompanying me and helping me transport and assemble dataslip – he is very good
at explaining it by now. Antonio Manesco and Marilia Silva have also attended several
dataslip events, keeping Gabi company and helping me take pictures. I want to acknowl-
edge their help as it was crucial to making all members of the dataslip “family”1 and I also
want to show the many hands behind this project (Fig 6.4).

6.8. Chapter Takeaways
Although not directly integrated with the central Research through Design process, the
design of dataslip explores some of the core challenges and themes relating to Sensitive
Data Donation: awareness about the content and characteristics of data, data sensitivity,
and empowerment through and from data. People’s reactions to their interaction with
dataslip, and the challenges and concerns we identified illustrate critical considerations
for data donation research – and more broadly, activities around collecting and using
personal data. Similarly, the five speculative scenarios, responding to these challenges,
pose important questions for Sensitive Data Donation: What data should “die” at the end
of a data donation project? How can donors benefit through and from their data? How

1James Broadhead and I made smaller versions of dataslip so they would be easier to carry to various events.
He jokes that we built a whole family. It includes a Colombian uncle built by Andres Fernando Pedraza
Hernandes and Alva Avila at Universidad de Los Andes.
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Figure 6.4: Colleagues and friends helping with dataslip.

can donors set meaningful boundaries around themselves and their data? I will continue
to explore these in the following chapters.





How can data donation promote different 
degrees of participation in research?RQ5



7
Promoting Different Degrees of
Participation in Data Donation

Abstract
In this chapter, I investigate how data donation can promote different degrees of partici-
pation, specifically contributors, collaborators, and co-creators (RQ5). To do so, I design
and develop the third iteration of a sensitive data donation approach embodied by a
digital data donation platform. It synthesizes the lessons learned in the previous two
iterations, described in Chapter 3 and Chapter 4. I apply it in a research project aim-
ing to investigate athletes’ perceptions of the impact of their menstrual cycle in sports
through their physical activity data. I focus on physical activity from wearable devices,
including all Garmin devices and all devices compatible with Apple Health. 20 athletes
participated by donating their data, interpreting and contextualizing them and further
contributing to the various research activities. I discuss their experience and conclude
this chapter by discussing how promoting different forms of participation results in di-
verse and messy datasets which invite researchers to relate differently to the research
process and the resulting data.

This chapter draws on the following publication: Gómez Ortega, A., Bourgeois, J., and Kortuem, G. (2024)
Participation in Data Donation: Co-Creative, Collaborative and Contributory Engagements with Athletes
and their Intimate Data. In Proceedings of the 2024 ACM Designing Interactive Systems Conference (DIS
’24).
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Figure 7.1: Overview of the case study showing the involved people and activities mapped around
the five phases of Sensitive Data Donation.
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7.1. Introduction

This chapter investigates how data donation can promote different degrees of partici-
pation in scientific research through the third (and last) Research through Design (RtD)
iteration. I design and develop an instance of the data donation approach described
in Chapter 2 – embodied by a digital data donation platform. Additionally, I incorpo-
rate the insights gained from previous iterations (Chapter 3 and Chapter 4). I apply this
instance of data donation at the intersection of sports performance and the menstrual
cycle. In this context, athletes are often misrepresented [45, 62]. Thus, their participa-
tion can foreground their knowledge and experience(s) behind their digital-trace data.
Aligned with the principle of Shared Goals (P5), this iteration focuses on supporting dif-
ferent degrees of participation in data donation and inviting interested potential donors
to relate to and shape the research project and goals from the start.

The principle of Shared Goals (P5) builds upon a framework for public participation in
scientific research proposed by Shirk et al [175]. They define the degree of public par-
ticipation in research processes as “the extent to which individuals are involved in the
process of scientific research.” They propose five types of projects based on the de-
gree of participation: (1) contractual, where communities ask professional researchers to
conduct a specific research project; (2) contributory, where researchers invite members
of the public to contribute data; (3) collaborative, where researchers invite members of
the public to contribute data, analyze data, and/or disseminate findings; (4) co-created,
where researchers invite members of the public to design the research project and some
members are actively involved in most aspects of the research process; and (5) collegial,
where members of the public conduct research independently. I specifically focus on ex-
ploring how members of the public can contribute, collaborate, or co-create to scientific
research projects through data donation.

As mentioned in Chapter 2.2.2, data donation research projects have been mainly con-
tributory: donors contribute to a project by transferring their data and might further
contribute by augmenting it or annotating it. The empirical studies described in Chap-
ters 3 and 4 illustrate an attempt to invite donors to participate as contributors or collab-
orators, as donors contribute by transferring their data and are invited to actively par-
ticipating in its interpretation and contextualization. To date, no projects have invited
(potential) donors to participate as co-creators, limiting the perspectives included and
accounted for around critical research-design decisions.

Overall, with respect to the data donation approaches described in Chapter 3 and Chap-
ter 4, the data donation process described in this iteration comprises dedicated activities
for each of the three degrees of participation:

• Contributors: Donors who decide to participate as contributors primarily request
and receive a copy of their data, explore it, and decide what (not) to transfer through
the data donation platform. Additionally, they participate in an interview about
their data donation experience.

• Collaborators: Donors who decide to participate as collaborators, in addition to
the above, participate in a one-on-one session where they are invited to interpret,
contextualize, and analyze their data.
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• Co-Creators: Donors who decide to participate as co-creators, in addition to the
above, can opt to participate in a session to scope the research goals and activities
and in meetings throughout the process to discuss the partial results and research
direction.

These activities are described in Section 7.3. The resulting data donation process adopts
the five principles of Sensitive Data Donation, namely Balanced Value (P1), Sensitive
Data (P2), Multiple Knowledge(s) (P3), Ongoing Consent (P4), and Shared Goals (P5).
This chapter reports on donors’ motivations and expectations throughout the data do-
nation process according to their degree of participation. Additionally, it describes the
characteristics of the donated data and how it is shaped by the degree of participation
and other choices along the data donation process. This chapter concludes with a re-
flection on applying the five principles of Sensitive Data Donation.

7.2. Intimate Context: Sports and the Menstrual Cycle
I situate and apply data donation in the context of sports performance and the menstrual
cycle. Athletes increasingly rely on digital technologies to track their physical activity and
increase their performance [43]. These technologies play an instrumental role in mea-
suring performance and feeding data back to athletes (e.g., resting heart rate, respiratory
rate, sleep duration), and an experiential role in supporting and enhancing the sports
experience, allowing athletes to have a closer connection to their bodies [193, 207]. Al-
though digital technologies provide feedback and advice to athletes in various aspects,
including recovery and training, one vital health indicator [64] is often overlooked; the
menstrual cycle1. Likewise, most of the research in sports science – informing the design
and development of these devices – has been conducted with men [45, 47]. Yet, findings
are inappropriately applied to women athletes [62].

The impact of the menstrual cycle on physical performance is recognized as a key con-
sideration for sports. Previous research demonstrates that hormonal fluctuations through-
out the menstrual cycle affect athletes during training and competition (e.g., [39, 110,
128]). Similarly, physical activity impacts the menstrual cycle. For instance, amenorrhea
(i.e., the absence of menstruation) is highly prevalent among athletes, yet, it is often not
discussed or reported [206]. Elite sports organizations such as the Chelsea Football Club
and the Red Bull High-Performance Division are using FITR Woman [66], a commercial
smartphone app to track athletes’ performance and bodily symptoms during the various
phases of the menstrual cycle.2

The app invites athletes to self-report their physical activity and symptoms (e.g., crav-
ings, sensitive breasts) and offers training and nutrition advice. Feminist HCI research
has widely criticized these types of apps, arguing that by collecting intimate data and
translating it into more or less accurate predictions they restrict other types of knowl-
edge [38, 69, 95, 164, 185, 214]. I build on this call by exploring the perceived impact of
the menstrual cycle on sports and collectively envisioning ways to generate new forms of

1Notably, the menstrual cycle was also disregarded in the initial release of Apple’s Health app in 2014 [59]
2The menstrual cycle phases include, early follicular, late follicular, ovulatory, early luteal, mid-luteal and late

luteal. It starts with menstruation during the early follicular phase [128].
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knowledge about it. Following the Feminist tradition of positionality and reflexivity [15,
16, 52], I report that I am an amateur athlete who menstruates, with a strong motivation
to undertake this research.

7.3. Data Donation Process
In this section, I describe how I apply a version of the Sensitive Data Donation method
(Fig. 7.2) with a focus on promoting different degrees of participation, aligned with the
principle of Shared Goals (P5). I integrate the five principles of Sensitive Data Donation
into the design of the data donation approach. The activities, participants, and data
collected during each phase are summarized in Figure 7.1.

(P1) (P2) (P5)

Identify, Prepare and 
Communicate 

Request and Receive Data 
(P1) (P2) 

Upload, Explore and 
Curate Data
(P1) (P2) (P4)
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Phase Participants

Informed Consent
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Figure 7.2: Simplification of the Sensitive Data Donation method for this iteration, highlighting in
yellow the main focus of this chapter.

Phase 1: Identify, Prepare and Communicate

I scoped the research goals together with four athletes, who later became co-creators,
and a sports gynecologist. I contacted them by posting flyers in local sports associations
inviting athletes with vulvas to a creative session focused on menstruation in sports and
I expressed my appreciation to them by inviting them to a Q&A with the sports gynecolo-
gists. They proposed to expand the focus: from investigating the perceived impact of the
menstrual cycle in sports to envisioning new “metrics” or ways to generate knowledge
about it. Together, we discussed relevant data sources and decided to focus on: (1) men-
strual cycle, (2) sleep, (3) heart rate, and (4) physical activity, data as proxies recovery, and
performance. Finally, we co-defined a value-gain strategy responding to athletes’ wish to
learn about their data and how to interpret it. It comprised a (printed or digital) poster
representing their data (Fig. 7.3.a) with guiding questions on how to interpret them,
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as athletes often enjoy displaying their achievements and mementos (e.g., bib numbers
and medals) [184], and a commitment to communicate our results throughout the pro-
cess (Fig. 7.3.b). Thus, aligned with previous research [76, 155, 163], I aimed to honor
donors’ contributions and efforts by carefully engaging with their data, creating oppor-
tunities and artifacts for them to engage with their data, and building and maintaining
a relationship. I intentionally decided not to incentivize donors financially due to the
ethical precedent of not compensating research subjects as it could limit their ability to
offer consent voluntarily [82, 122, 147]. I determined that voluntariness and autonomy
should prevail around transactions of sensitive data.

I then selected data sources and determined how to offer donors meaningful options
around disclosure that would allow me to conduct the research. I invited donors to self-
report what they considered relevant about their menstrual cycle and to transfer retro-
spective data collected by Garmin, Apple Watch, or other devices compatible with the
Apple Health ecosystem. Initially, I wanted to focus only on Garmin devices – designed
with sport-specific features and most commonly used by athletes [135] – but I opted for
more variety to lower the participation threshold and allow for participation by athletes
who do not own a Garmin device. To prepare the data donation platform to parse and
visualize the data, I made several requests to Garmin and Apple Health and reflected on
this process through a research journal. Building upon the implementation on Chapter
4, in the platform, I designed an interactive visualization where potential donors could
explore their data on a timeline (Fig. 7.4). The x-axis showed the month and year and the
y-axis showed the value for sleep and heart rate data, and the time of the day for physical
activity data. In the visualization, potential donors could filter the data by activity (e.g.,
running), and time (e.g., day, week, month, six months). I opted for this representation
as previous research describes how viewing data arranged by time helps people reason
about it [154].

To invite donors to participate in the case study, between June and July 2023, I reached
out to athletes with vulvas who were active users of Garmin, Apple Watch, or other wear-
able devices compatible with Apple Health worldwide and I invited them to donate their
data. I used purposive and snowball sampling by reaching out to sports associations,
teams, and individual athletes with a strong social media presence, regardless of the dis-
cipline, which shared the ‘call to donate’ with their communities through social media,
newsletters, and mailing lists. Additionally, I distributed flyers at local sports events.

Phase 2: Request and Receive Data

While reaching out to donors, I specified who was conducting the research, what the goal
was, who could participate, and how. On the data donation platform, I provided poten-
tial donors with a statement describing how I intended to use the data and detailed visual
instructions describing how to obtain their data from Garmin or Apple Health. Potential
donors could contact me if they had any questions or needed additional information.
They participated asynchronously and on their own time in this activity.
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(a) Example of a personal data poster, excluding 
the menstrual cycle data.

(b) Example of one of the infographics with partial 
results returned to all donors.

Figure 7.3: Artifacts designed for donors to interact with their data and the research to honor their
contribution.

Phase 3: Upload, Explore, and Curate Data

On the data donation platform, I invited donors to explore and visualize (Fig. 7.4) their
data locally before they decide whether and what to donate. This aimed to promote
their interaction and familiarization with the data and support them in identifying and
defining initial boundaries around its sensitive elements. I explicitly prompted them to
decide if and what types of data they wanted to transfer and for how long (i.e., the last
three or six months). I intentionally chose not to collect all available retrospective data
(i.e., from when donors started using a device to the date of donation) by bounding the
time range. Thus, I adhered to the data minimization principle. Furthermore, potential
donors could choose to transfer an ‘overview’ of their data, describing the summary and
statistics of each day or activity, or the ‘specifics’ of the data, with timestamped logs for
each variable based on the sampling frequency of the device. Finally, potential donors
could remove any given activity or data point from the dataset through the interactive
visualization. They participated asynchronously and on their own time in this activity.
Giving donors various choices around sensitive information disclosure pushed me to
consider how to approach partial, messy, or incomplete datasets.
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Phase 4: Transfer Data

After exploring and curating their data, donors were prompted to provide initial informed
consent through the data donation platform, transfer their data to researchers, and de-
cide on their degree of participation (i.e., contributors, collaborators, collaborators).
Donors participated asynchronously and on their own time in this activity. I automati-
cally sent an email to donors who decided to participate as collaborators or co-creators
inviting them to schedule a one-on-one session with the first author to further explore,
situate, and contextualize their data. From this moment on, donors could modify or
revoke their consent through the data donation platform and verbally in direct contact
with the researchers. For example, by deciding to stop sharing a type of data or all data.
If and when necessary, I recorded these changes through the platform.

Following this activity, I conducted semi-structured interviews with donors who decided
to participate as contributors about their data donation experience; these were con-
ducted to gain insights into its application from the contributors’ perspective.

(a) Overview of the entire dataset. (b) Overview of a week of data.

Figure 7.4: Interactive data exploration visualization on the data donation platform.

Phase 5: Contextualize Data

I invited collaborators and co-creators to a one-on-one session to interpret and contex-
tualize and reflect on their data donation experience. During the interview, I used the
personal data poster (Fig. 4.4.a) to facilitate interpretation and reflection. I represented
(1) the resting heart rate together with the physical activity types and duration in a calen-
dar view; (2) the type and duration of physical activity for each hour of the day over time;
(3) the resting heart rate and sleep duration in a timeline; and (4) the physical activity
types and average duration for each day of the week. With the calendar view, I aimed to
support donors in identifying patterns and outliers in their data. While with the timeline
used to represent physical activity, resting heart rate, and sleep data, the goal was to help
donors identify correlations between the different types of data and their menstrual cy-
cle over time. During this session, I also discussed with co-creators their envisioned roles
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and ways forward for collaboration. Finally, I explicitly prompted donors to (re)assess
their participation after the interviews and while sharing partial results with them.

Data Donation process

The resulting data donation process (Fig. 7.5) comprises six voluntary activities. It be-
gins with (potential) donors receiving an invitation to shape the research project, data
needs, and goals. It continues with (potential) donors receiving an invitation to partici-
pate in the research. Those inclined to participate are invited to follow the instructions
to request and receive a copy of their data from Garmin or Apple Health and upload it
into the data donation platform, where they are explicitly invited to explore and curate
them locally on their device. Here, donors are also invited to decide if and how they want
to participate in the subsequent activities. Donors who expressed a desire to participate
as collaborators or co-creators are invited to participate in an individual session to in-
terpret, situate, and contextualize their data, and further shape the research project and
goals. All donors receive by email or post their personal data poster.

16 Donors

Contextualize Data
and Scope Research

20 Donors

Transfer
Data

Scope Research

4 Donors

Receive Invitation Request and Receive
Data

20 Donors 20 Donors

Upload, Explore,
and Curate Data

Figure 7.5: Data donation procedure illustrating the various activities, mediated by the data do-
nation platform, in which potential donors participate and how many donors participate in each
activity.

7.4. Applying and Reflecting on Data Donation

7.4.1. Participants

20 athletes, professional (n=2), semi-professional (n=8), and amateur (n=10), (referred to
as donors D1-20) volunteered to participate in the research by donating their data. They
were active users of a Garmin Wearable (n=13), an Apple Watch (n=5), or a third-party
smartwatch synchronized with Apple Health (n=2). All donors identified as women, they
ranged in age from 22 to 55 years (mean=29, median=32). Donors were located in the
European Union (EU) and South America – obtaining a copy of the data, enabled by the
GDPR, was also possible for donors outside the EU. Six donors participated in the case
study as co-creators, ten donors participated as collaborators, and the remaining four
participated as contributors.



7

138 7. Promoting Different Degrees of Participation in Data Donation

7.4.2. Data and Analysis

I conducted semi-structured interviews with all donors around their expectations, infor-
mation gained from autonomously exploring their data, and the perceived value derived
from participation, and with the ten collaborators and six co-creators focused on col-
laboratively interpreting their data. Additionally, I had follow-up discussions with the
six co-creators regarding the preliminary results and the directions of the case study.
I anonymized and transcribed the interviews using MS Office and manually reviewed
each transcript.

In sum, I generated and collected the following: (1) the researcher’s journal entries and
reflections, (2) the donor’s choices on the data donation platform, including their pre-
ferred degree of participation, (3) the donated menstrual cycle, sleep, heart rate, and
physical activity data (Fig. 7.7), (4) the donors’ perceptions of their data donation expe-
rience, in the form of interview transcripts, and (5) the specific insights derived from the
contextualization of the data, in the form of interview transcripts. I analyzed the inter-
view transcripts using Reflexive-Thematic Analysis within a constructionist view [33]. I
went through the transcripts to familiarize myself with the data and inductively coded
the entire dataset using ATLAS.ti; reviewed the codes, and grouped them into tentative
themes; and iteratively reviewed and refined the themes. The resulting themes and sub-
themes were discussed and refined with a co-author of the study, Gerd Kortuem. I report
on these in the following sections.

7.5. Results

7.5.1. Motivations, Expectations, and Degrees of Participation

The main factor steering donor’s willingness to contribute to the case study was interest
in the specific research context. Interest derives from three motives; each carries un-
derlying expectations. The first motive is relatedness, identifying oneself in the context
and goals of the project and the community it is directed towards. Relatedness spans
multiple experiences, such as being a woman, being an athlete, and having specific ex-
periences (e.g., absent periods) and anxieties (e.g., leaking) with menstruation in sports
contexts. Donors who relate to the research perceive it as highly relevant to their per-
sonal experience and are therefore eager to contribute. Their underlying expectation is
to learn through the research process and from its outcomes and apply these learnings
to their individual experiences.

“This is a topic that is very, very interesting for me because I’m involved with
the two subjects or topics that you are touching on within your research which
are sports and menstruation. Because I have had during my whole life prob-
lems with that. So, it’s very, very interesting to me to see what the relation is
between these two and how my whole data, that is recorded in these gadgets
that I use for sports, how can like help me to understand how my body works.”
(D4, co-creator)

The second motive is solidarity, recognizing oneself as part of a group and wanting to
help others within that group; in this case, by contributing to research. Similar to relat-
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edness, solidarity stems from feelings of sameness and belonging to the community the
case study is directed towards (i.e., professional, semi-professional, and amateur ath-
letes). Donors whose primary motivation is solidarity experience feelings of satisfaction
or a ‘warm glow’ – an emotional reward from contributing to research. Their underlying
expectation centers on the outcomes of the research and the impact they can have on
the daily experience of other athletes.

“Since I was a little girl I have been playing sports. (...) So, if I can help other
generations to have more knowledge and to be part of a world with more
sports, happy to help.” (D3, co-creator)

The third motive is familiarity, belonging to a specific community (e.g., team, group of
friends) already involved with the project and wanting to contribute due to the closeness
with this community. Donors whose primary motivation is familiarity already trust the
specific community they belong to, and as a result, have increased trust in the research.
Their underlying expectation stems from trust and has to do with accountability; they
expect researchers to communicate about the next steps and the outcomes of results of
the research.

“Well, [a friend] mentioned to me that you were doing this research and I think
she already helped you before with it and she said it was good because she
learned as well.” (D11, co-creator)

The degrees of participation also carry expectations about what participation entails.
The main goal of contributors is to support research; they expect to do so through data;
being part of the data and increasing the amount of data. For instance, in response to
the ‘gender data gap’ [50]: “that’s why I did it because I think there is not enough data”
(D13, contributor). Collaborators, in addition to supporting research, also expect to
learn something new by interpreting and contextualizing their data; about the research,
their data, or themselves, “I was thinking on how like to learn about this data and how I
can have those records to like be useful for my day by day” (D2, collaborator). The inten-
tion to interpret and contextualize the data shapes how they engage in the other stages
of the data donation process. For instance, several collaborators (D2, D4, D10, D12, D18)
expressed that they did not explore their data on the platform because they knew they
were going to do it with us and preferred our guidance. Co-creators, in addition to the
above, expect to engage in a more active role throughout various research activities. It
includes scoping future iterations of the project, “I might have some, I don’t know, like
suggestions for you or like interesting topics that we would like to address in a second
version of the project” (D4, co-creator) and building a community for athletes to share
experiences and discuss with others, “I would love to know other women doing sports,
maybe create a community and help each other” (D3, co-creator).

The degrees of participation adopted by donors significantly shaped the direction of
the research project. They demonstrated that (some) individuals can and want to be
more actively involved in research. Donors were highly engaged in contributing to the
project, inviting others to contribute, and continuing the research. Thus, promoting di-
verse forms of participation is beneficial to data donation projects as it creates bonds of
trust between researchers and participants from a place of boundaries. These result in
an engaged community committed to the (sustainability of the) research project.
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7.5.2. Obtaining, Exploring, Curating, and Contextualizing Data

For most donors, being part of a sensitive data donation process is a new, and almost
accidental, experience. First, because of the process itself. Second, because of the deci-
sions that the process invites.

“I had never done it, and I never used the watch with any intention, like think-
ing it might be useful to someone, just for myself. And well, it’s great that it can
be useful for someone, for research.” (D9, contributor)

The process starts with requesting and obtaining a copy of their data – an already unfa-
miliar procedure that most donors did not know was possible. The majority of donors
perceived this process as easy and straightforward, “it was like exactly the step by step
that you described” (D2, collaborator); although some ran into practical difficulties. For
instance, forgetting their username or password, or having to wait a long time (i.e., more
than six days) for their files. Throughout this process, donors remain largely in the dark
regarding their data. Even if they technically ‘have’ a copy, it is opaque and meaningless
as it is either in a large ZIP file containing multiple folders with no structure or guidance
(Fig. 7.6), or in a large ZIP file containing files in a format donors are unfamiliar with
(Fig. 7.6). Most donors did not open the ZIP files as they were not sure how to open, read
or interpret them; those who did found them just as intimidating.

“I saw in the beginning that the ZIP [file] has so many things. There are so
many folders that I was like OK this is too much to look at. So no.” (D15,
contributor)

(a) Files returned by Garmin. (b) Files returned by Apple Health.

Figure 7.6: Files returned by Garmin when requesting the data.

Hence, when donors upload their (sensitive) data into the data donation platform they
are doing so blindly. This is awkward and confronting, especially because of the type of
information, which they considered “very personal, sensitive, confidential, internal in-
formation” (D2, D6, D8, D20). Privacy-concerned donors experienced this process as
swimming against the tide as they are increasingly aware of the importance of data pro-
tection, “I felt awkward, actually, because I know that my personal data should be pro-
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tected” (D3, co-creator). Here, two main factors helped mitigate their concerns: (1) the
research context, and (2) the exploration and curation process built into the platform.
The data exploration process helped donors see their data and better understand the
types of data being transferred. It also invited them to challenge and have questions
about their data; how it was encoded, “I was really confused that all my rowing activities
were generic activities” (D8, contributor), and the reasons behind specific gaps, patterns,
or outliers “I saw like my training times, mornings and nights. I saw once that I trained
like at midday and I was like what happened that day?” (D5, co-creator). The data cu-
ration process prompted donors to pay attention to and care for the transaction being
made. In addition, it explicitly invited donors to choose what data to donate and for how
long, which fostered a sense of security and trust.

“At first, I did it very automatically and then I saw that there was like a choice
about the data and the amount of time. There I felt that I should pay more
attention because suddenly there can be sensitive information. [...] So as I
progressed, I became more alert because I was super calm at first. I don’t
know. It’s like a form. When you are filling out a form and they need your
name and surname, well you are calm, you give your name and surname, but
then, when they have more fields, more information, like your phone number,
or email address, then you begin to pay more attention. Like, wait, this is
getting a bit long. Are they going to call me? What I am doing? That is how I
felt it.” (D13, contributor)

Nonetheless, when it came to curating their sensitive data and defining their personal
boundaries most donors chose to donate as much data as possible. This decision stems
from three motivations. First, full openness and not caring much about privacy consid-
ering the various entities that already have access to data about themselves, including
Garmin or Apple, “I was like, well, everything I’m seeing I’m willing to share. I’m always
quite open” (D8, contributor). Second, wanting to contribute to the research as much
as possible, “it was super specific, like until when, for what, which type. So I felt secure,
and because of that, I tried to give my best. Like, they’re doing a good job. I want to help
too” (D3, co-creator). Third, wanting to see and explore as much data as possible, or
to compare it or relate it to a specific event (e.g., injury, competition). Especially, for
collaborators and co-creators with the intention to participate in the contextualization
interview. In fact, some of them had already a specific goal for this activity, “I would
like to learn how to interpret the data we have available in these phones and watches and
decide, well, what interests me and what doesn’t.” (D7, co-creator). Through the collabo-
rative interpretation of their data, collaborators and co-creators (re)discovered patterns
and events reflected by the data, confirmed their expectations using the retrospective
data as a reference point, and challenged their assumptions from seeing the data over
time. In addition, they gained more clarity about their data, awareness about their bod-
ies, and new questions for the future.

“I was very interested in the visualization of my data and identifying these
patterns that we just discussed. (...) After the interview, now I have like these
open questions. Yeah, I feel motivated also to help research. And I like the
fact that right now I’m motivated to be part of it and not like OK, I donated
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my data, and I went to the interview. No, I’m like in a feedback process and I
really want to be part of it.” (D4, co-creator)

D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15 D16 D17 D18 D19 D20

Physical Activity

Heart Rate

Sleep
WEARABLE-GENERATED DATA

SELF-REPORTED DATA
Menstrual Cycle

Past 3 months
Past 6 months

Temporality of Donated Data

Granularity of Donated Data
Summary Data Donation
Specific Data Donation

Occurrences

0 100 200 300

Availability of Donated Data
No Data Donation
Empty Data Donation

Figure 7.7: Summary of the data donated by each donor and how it is configured through their
choices.

7.5.3. Types and Characteristics of the Donated Data

The sensitive data donation process results in different types of data with characteris-
tics that are shaped by the degree of participation. The baseline is the contributor’s data
(Fig. 7.7). It is spatiotemporal and retrospective, going back up to six months from the
date it was requested. It is decontextualized and its content and specificity depend on
the choices made by donors. In turn, these are influenced by how donors use their de-
vices, “I donated everything I could except the sleep [data] because I don’t sleep with my
device” (D5, co-creator). In the case of collaborators and co-creators, this baseline is
augmented, annotated, situated, and contextualized through three strategies. The first
strategy is relating it to other sources of data (e.g., calendar, menstrual tracking app) and
to specific events “I can check the actual date. Yeah, eight and nine. We had a weekend
to, like, train for the competition” (D17, contributor). The second strategy is to reflect on
the experience lived around the data, here several factors come into account, including
motivation, perceived effort, training preferences, and stress, “this represents the [event]
stress” (D5, co-creator). The third strategy is to underline variability and temporality and
describe the reasons behind it.

“Those are the days I have the most time and I always train for an hour and
a half, a little bit more. The other days of the week it is extremely restricted
because I have one hour to train in the morning.” (D16, co-creator)

Data is challenged and rectified. For instance, by noticing outliers and challenging these
values, “actually, sometimes it is earlier, like 7:00 a.m.” (D2, collaborator), or by differen-
tiating activity types that were recognized poorly by the device or miscategorized, “when
you select like cardio in Garmin, in my case it can be either like cardio in the gym, like bike
or a treadmill, or basketball because I also use it in that setting” (D4, co-creator).

Moreover, through exploration, curation, and interpretation, data also plays different
roles for donors. Here, it should be noted that before uploading the data to the platform,
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donors had never seen an overview of their data over an extended period of time. It is
seen as evidence of their (lack of) consistency and compliance with a specific routine or
training program, “seeing the big picture. It’s like I should be so consistent and should be
attached to the plan” (D3, co-creator). It is seen as a medal, commemorating the effort,
“this is also kind of proof to myself like you are doing really well.” (D20, collaborator).
It provides satisfaction and it is appreciated. Finally, it is seen as an alarm, signaling
disruption or change and motivating donors to care differently for their bodies or adapt
their routines, “that is then a wake-up call for myself. Like, oh, this isn’t right. I need to
change my habits” (D8, contributor).

7.5.4. Into The Context: Tracking Practices and Envisioned Metrics

Tracking and Interacting with the Data

Donors use smartwatches and wearable devices to plan their day-to-day activities and
monitor them as they go (e.g., to make sure they are running at the planned speed).
Once an activity is over, they glance at the data to review the summary and their overall
progress. For specific activities, such as intense training or competitions, they compare
with their past performance – stored in the form of Personal Records (PRs) : “I don’t
look back [at the data]. Not really. I just look for PRs” (D3, co-creator). Outside specific
activities, they engage with prescribed metrics (e.g., body battery3, stress) throughout
the day to better understand what is happening with their bodies. These metrics are
sometimes a poor quantification of their experiences, which becomes a source of doubt
and concern.

“I don’t know if it’s an error, but sometimes I feel like I slept very well but my
body battery doesn’t recharge that much.” (D9, contributor)

Other than these brief interactions, donors rarely look (back) at their data and never see
an overview of their past data, “it’s like, oh, what did I do yesterday? What do I have
for tomorrow? But I don’t check anything else.” (D2, collaborator). For professional and
semi-professional athletes, coaches and training staff have direct access to data and in-
terpret them. They are assumed to have the knowledge and tools to correctly do so “I
like that because there are many things that I ignore or do not know how to interpret well”
(D7, co-creator). In these cases, the menstrual cycle is rarely discussed or considered, in
part because the coaches of all athletes we interviewed were cisgender men.

Perceived Impact of the Menstrual Cycle in Physical Activity

Donors perceived that physical, mental, and other factors have an impact on sports (Fig
7.8). I categorize them in this way, as it is common for athletes to train and address
them through different activities. Yet, these are interrelated. For instance, during the
early follicular phase, with the onset of menstruation, water retention can lead to feeling
bloated (i.e., physical factors). This, together with bleeding can increase tension or anxi-
ety over physical appearance and spotting and decrease training motivation (i.e., mental

3Body Battery is a metric designed by Garmin to “show the effects of physical activity, stress, relaxation, and
the restorative power of sleep together in a single place” [72]. It goes from 0 to 100.
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factors), which in turn, might shape the choice of activity, clothes, or menstrual products
(i.e., other factors).

“I won’t be swimming that day, but maybe in two days, you know? So, I will,
like, reschedule my week to avoid the strongest day of my period being the
day of swimming.” (D4, co-creator)

Physical factors impact (1) the range and types of activities that athletes can perform –
for instance, sensitive breasts make it difficult to perform activities that require running
at high speeds or jumping; (2) how athletes perform and how they perceive their per-
formance – for instance, a workout can be considered conditionally good or productive
considering the phase of the cycle; and (3) the type of activity that athletes can partic-
ipate in – for instance, whether a lightweight boxer will be allowed to compete or must
modify her diet before competition to account for weight fluctuations.

“When I’m training for a fight it is much harder because I need to keep check-
ing my weight every day and then it’s frustrating when you go and check and
you did a hard training, and you were eating well, and it’s like nothing changes,
or even it [weight] goes up.” (D11, co-creator)
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Figure 7.8: Factors that donors perceive have an impact on physical activity, training, and com-
petition; represented on the phases of a eumenorrheic 28-day menstrual cycle. Adapted from
Carmichael et al. [39].

Notably, a prominent physical factor is amenorrhea, or the absence of menstruation, es-
pecially for athletes competing in lightweight categories (e.g., boxing, rowing, weightlift-
ing) or athletes who have recently lost weight. Mental factors impact (1) whether and
how athletes approach sports – for instance, if they want to train and where “it doesn’t
feel comfortable to go to the gym” (D2, collaborator); and (2) their feelings before, dur-
ing, and after sports. Notably, donors emphasized that performing any sport positively
impacts how they feel after – independently of any other factor, “I think it helps me feel
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energized” (D18, contributor). Other factors, such as period products and clothes, affect
the type of physical activity, training, and competition that athletes can and are comfort-
able doing.

“I will never be able to do an Ironman [long-distance triathlon] with my pe-
riod, never. Nothing will resist. Not even a tampon. So, when I was in my first
Ironman I got an injection to stop it.” (D3, co-creator)

Towards Cyclical ‘Metrics’

Collaborators and co-creators were involved in crafting metrics that they would like to
track as part of their routine. We use the term ‘metric’ loosely, as these don’t aim to mea-
sure the body, but represent a subjective experience. These are not intended to (more
or less accurately) predict but rather to foster understanding. Donors choose to craft
these metrics on the cyclical nature of the menstrual cycle. They envisioned cyclically
reflecting on them, through the menstrual cycle and after multiple cycles.

• Cyclical Motivation: How motivation to train varies through the cycle. It can be
represented through a subjective ordinal scale in which athletes reflect on how
much they look forward to a specific activity and the factors influencing this, “I
think that’s really an indicator of how you are feeling well because if you are not feel-
ing well, you are not looking forward to it. [...] For me, the low scale is «I’m doubting
whether I should train» and then the high scale is «I can’t wait to get started»” (D12,
co-creator)

• Cyclical Activity: How specific activities (e.g., flexibility, strength) and types of ac-
tivity (e.g., running, swimming) from the training routine should adapt to account
for the menstrual cycle. It can be represented through a qualitative reflection pro-
cess that accounts for the experiences with different activities throughout the cycle
and the factors influencing these; “maybe it also has something to do with the body.
Like when I have my period, running, for me it’s very hard like I feel weak and not
that motivated, but maybe doing some yoga will help me.” (D3, co-creator).

• Cyclical Endurance: How the menstrual cycle impacts endurance (i.e., the capacity
to withstand a training of competition) and performance (i.e., how well athletes
execute a specific training or competition). It can be represented quantitatively,
for instance through a proxy for effort derived from existing data, “you can see if I
made more or less effort comparing if the heart rate was higher or lower, and at the
same time it could be correlated with the speed” (D5, co-creator); and qualitatively,
for instance by reflecting on one’s feelings: “the data is not a measure of how good
or how fit I’m feeling for exercising [...] but there is a clear difference that not every
day I’m feeling the same.” (D4, co-creator).

• Cyclical Rest and Recovery: How the menstrual cycle impacts rest and recovery
after sports. It goes beyond existing pre-defined metrics such as sleep duration
and body battery and aims to represent athletes’ bodily knowledge around sleep,
rest, recovery, and fatigue. It can be represented through qualitative observations
on specific factors, “I feel that the rest is different [during menstruation], I think that
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my sleep is like heavier” (D2, collaborator) and documenting occurrences, such as
pain: “when the pain is very strong I wake up” (D5, co-creator).

• Cyclical Care: How donors care for their bodies throughout the menstrual cycle,
especially during training, to account for it during competitions. For instance, how
they nurture their bodies, manage and train with pain, account for breast sensi-
tivity by wearing ‘the right’ bra, or choose a menstrual product based on the type
of activity and its duration. It can be represented through qualitative observations
over time. “Sometimes I was really in pain for my training, and the guys at the gym
used to say yeah, have a day off. But if it [pain] happened on the day [of the fight], I
can’t have a day off, so I need it just to go anyway.” (D11, co-creator).

7.6. Discusion

7.6.1. Reflecting on Sensitive Data Donation

The Sensitive Data Donation method builds upon principles and practices described in
the data donation literature. These include Jones’ [100] incongruities around data aware-
ness, underlining how donors “don’t know what they don’t know”, approaches inviting
donors to interpret and contextualize data [74, 75], implementations of data donation
platforms and systems [13, 25, 162], and legal and ethical considerations [34, 97, 140].
Contrasting with recent approaches, it stems from and advocates for a different way of
thinking about data. When applying Sensitive Data Donation the goal is not to achieve
ecological validity [162, 204] or generalizability [24, 190] but to foreground the content
and characteristics of data and how it relates to individuals’ knowledge and experiences
in a given (intimate) context. In table 7.1, I summarize how the five principles of Sensi-
tive Data Donation were integrated into the case study.

The method starts with a research question or goal that is scoped in collaboration with
potential donors. Here, the initial research(ers) goals are present; yet they expand to
incorporate people’s interests, preferences, and experiences. This invites reconsidering
how the data needs of a project are conceived: from fixed to flexible criteria encouraging
choices. Similarly, it invites to understand successful participation in terms of agency
and the relevance of the research instead of participation compliance, or the willing-
ness to follow the procedure related to participation (e.g., [18, 24, 142]). For instance,
D13 decided not to donate her physical activity data because she considered it sensitive
information. This would have been considered a “consent error” [24] in other data do-
nation approaches. For me, it was an opportunity to consider upfront and throughout
the process how to harness partial or incomplete datasets.

Likewise, promoting different forms of participation results in diverse and messy datasets,
as these are created from boundaries and exploration and account differently for con-
textual factors around data. I found how not all donors wish to participate in the same
way and how expectations vary depending on the degree of participation. Consequently,
the resulting data is not always “complete” nor situated and contextualized. This might
also be inconvenient, and opposite to the tidy and clean datasets expected in most data
science projects [51, 161]. Especially when donors participate as contributors the data
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Principle Application Example

Balanced Value Co-defining value-gain
strategy and honoring
donors effort and expec-
tations.

D2 expected to learn from the re-
search process and her data.
Researchers delivered partial re-
sults and built a relationship.

Sensitive Data Supporting data explo-
ration before transaction
and encouraging bound-
aries and choices.

D13 became aware of data sen-
sitivity by exploring and curating
it.
Researchers requested and
worked with messy, partial or
incomplete data.

Multiple Knowledge Incorporating voluntary
activities where data is
contextualised, enriched
and augmented.

D11 contextualised her weight
fluctuations with training and
fights.
Researchers account for contex-
tual information when outlining
metrics.

Ongoing Consent Delaying initial consent
until after exploration and
inviting (re)assessment.

D15 blindly uploaded her data to
the platform.
Researchers promoted various
forms of data exploration and in-
vited donors to (re)assess their
choices.

Shared Goals Including donors in scop-
ing research objectives
and questions.

D4 is encouraged by the process
and wants to stay in the loop.
Researchers re-formulated re-
search goals.

Table 7.1: Application of the sSD principles throughout the case study

has gaps and outliers, leaving researchers with questions, assumptions, and possible
(mis)interpretations. I resisted the urge to clean up the data and instead chose to ques-
tion them together with donors where possible and record my questions when not. Sim-
ilar to D’Ignazio and Klein [51] who argue that the process of cleaning and tidying data
“can be a destructive rather than constructive act”, I argue that Sensitive Data Dona-
tion requires embracing the messiness of data and determining what data is useful and
when. For example, the decontextualized data from contributors can be used to assess
the cyclical endurance metric, but this metric would not have been developed without
situated and contextualized knowledge from contributors and co-creators.

Further, the research process defined by Sensitive Data Donation is intended to be useful
beyond the resulting datasets or outcomes of the data analysis; by inviting individuals to
engage with and explore their sensitive data. Previous research demonstrates how these
activities are perceived as valuable and empowering and support donors to engage with
sensitivity [74]. Sensitivity is a property of personal data [76]. Sensitive data belongs to
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a special category of personal information under the GDPR. It includes racial or ethnic
origin, political opinions, religious or philosophical beliefs; trade-union membership;
genetic data, biometric data processed solely to identify a human being; health-related
data; and data concerning a person’s sex life or sexual orientation [65, Art. 9]. Outside the
GDPR, it includes potentially sensitive information that is unknown in the data [76, 100]
and sensitive private information that must be protected and not disclosed (e.g., mental
illness [8], HIV status [208]). In this case, sensitivity does not belong to a predefined cat-
egory but is built through interaction with data. The Sensitive Data Donation method
accounts for prescribed and constructed sensitivity. First, through informed consent –
a requirement for processing sensitive data under the GDPR. Second, through an incre-
mental process of exploration and understanding of the data.

The results underline the importance of deliberately supporting people in rendering
their opaque data visible as a prerequisite for transferring it. Thus, I echo previous re-
search (e.g., [37, 101, 189]) advocating for continuous and dynamic consent processes
in data donation and similar practices that entail transactions of personal data, where
participants are supported in understanding their data and its implications and contin-
uously invited to (re)assess their participation. I acknowledge that this process might
lead to slowing down, and feelings of discomfort or creepiness [177], opposite to what is
enabled through other data collection methods that are prioritized by researchers (e.g.,
crowdsourcing, web scrapping). Additionally, this process could be perceived as burden-
some, yet, with the Sensitive Data Donation method, I don’t necessarily aim to reduce
effort but to increase attention and understanding. I position it as a slow method both
for researchers and participants. For researchers, the data is not available in minutes
or days but through a lengthy iterative process – on my part, the whole data collection
process lasted several months. For participants, the incentive is not to complete a task
as quickly as possible to get a (financial) reward instead they are invited to slow down,
pay attention, and engage with their data. I join Gould [81] in questioning: Do we need
speed? Further, referring back to the principles of Data Feminism [51], I question: Whose
priorities are prioritized when prioritizing speed?

7.6.2. Practical Recommendations for Applying Sensitive Data Donation

Based on the challenges and experience applying the Sensitive Data Donation method,
I provide the following practical recommendations for researchers aiming to apply it:

• Become familiar with practicalities: The donation of data requires individuals to
request and receive their data from data controller(s). There are many ways in
which this process can be delayed or go wrong. Additionally, the practicalities of
this process could change throughout the project. Similar to van Driel et al. [204],
I found that the content and file structures that potential donors requested from
the same data controller changed over time. I recommend becoming familiar with
this process and being alert to potential changes to support donors when necessary
and anticipate challenges in the platforms and systems enabling data donation.

• Balance trade-offs: Are more data better data? Are more choices better choices?
When defining the relevant sources of data there are choices involved entailing



7.7. Chapter Takeaways

7

149

practical trade-offs. In my case, supporting data from various devices (i.e., Garmin
and the Apple Health ecosystem) increased the number of people available to do-
nate, but it also increased the technical complexity of the platform and the data do-
nation process. I recommend being aware of these trade-offs and balancing them
with the needs and goals of the project.

• Invite and expect messiness: Data donation research projects and data needs should
be flexible enough to enable various choices from donors, such as: how to partic-
ipate and what information to disclose. We, as researchers, can gain valuable in-
sights even from messy and incomplete datasets. I recommend anticipating messi-
ness and incompleteness by considering upfront how to promote meaningful choices
around information disclosure and how to use the resulting heterogeneous data.

7.7. Chapter Takeaways
In this third and final iteration, I explored the opportunity of contributing, collaborating,
and co-creating with (potential) donors. Moreover, I applied the five principles of Sensi-
tive Data Donation, namely: Sensitive Data (P1), Balanced Value (P2), Multiple Knowl-
edge(s) (P3), Ongoing Consent (P4), and Shared Goals (P5). The results of this chapter
illustrate how inviting and supporting different degrees of participation is welcomed by
donors as they have different expectations and needs. Additionally, they underline a
need for flexibility in participatory data donation projects where researchers think dif-
ferently about the data (needs) and prepare to embrace messy, dynamic, and somewhat
incomplete datasets. Overall, promoting and supporting different choices and degrees of
participation invited me to question the characteristics of data collection processes and
methods prioritized by researchers. Similarly, previous research has challenged these
practices through a critical perspective. Gould [81] illustrates several aspects that render
data collection a consumption experience such as speed (i.e., being able to collect data
quickly) and off-the-shelf tools (e.g., standard questionnaire tools). He invites us to re-
flect on the trade-offs we make around research design decisions. D’Ignazio and Klein
[51] underline the power differentials in traditional data collection practices and invite
us to challenge them. For example, by recognizing the people and labor involved in data
practices. While Loukissas [115] argues for creating (data) interfaces that cause friction.
I echo these perspectives and argue for a different mindset in data donation and similar
practices around the collection and use of personal data for research. Instead of priori-
tizing speed, could we prioritize building and maintaining a relationship with interested
people and communities? Instead of prioritizing the quantity and “heterogeneity” of
data could we prioritize meaningful choices that stem from the supporting friction and
interaction between people and their data? In Chapter 8 I further develop these ques-
tions, and I discuss the key findings and limitations of the research conducted in this
thesis.
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8.1. Overview

Data is increasingly part of our daily lives and experiences. It accounts for our relation-
ships with our bodies, as we self-report our bodily experiences through digital apps. It
enters our homes and the various spaces we inhabit as we interact with connected prod-
ucts and services inside these spaces, such as voice assistants. It also accounts for our
relationships with other people, including our friends, family, and colleagues. Addition-
ally, it can support us in achieving a specific goal, such as running a marathon.

At the same time, data is increasingly valuable for scientific research. Because it is en-
tangled with our lives, data can offer insight into specific aspects, such as our routine,
eating habits, or the places we frequent. These can be used to answer research questions
in multiple disciplines. Especially since multiple copies of the same data can be used in
different projects and multiple copies of multiple types of data can be combined and ag-
gregated. Additionally, because of its temporality, which anchors data to a specific time
and date, data allows researchers to conduct research retrospectively and over time.

Thus, researchers from various disciplines, including myself, have been developing meth-
ods and tools to gain access to data. One of these, and the focus of this thesis, is data
donation. Specifically, this thesis aimed to develop a feminist approach to data do-
nation in intimate contexts that empowers donors to intimately know their data and
promotes different forms of knowledge and participation. I engaged in an iterative
and participatory Research through Design (RtD) process centered around the design
and development of a data donation process, embodied by a data donation platform. I
designed and developed three iterations of the data donation process and consequently,
of the platform, and I applied them in three contexts, each focused on a different type of
data: (1) menstrual tracking logs from the Clue app, (2) speech records from the Google
Assistant, and (3) physical activity logs from Garmin and wearable devices compatible
with Apple Health.

In this concluding chapter, I revisit the aim of this thesis and provide a summary of the
answers to the research questions and contributions. Next, I discuss the implications for
data holders, policy makers, researchers, and people affected by traces of data in modern
society, effectively almost everybody. I conclude by reflecting on the limitations of the
Sensitive Data Donation Method and discussing some avenues for future work.

8.2. Summary of Answers to Research Questions

RQ1: How is data donation defined, operationalized, and applied in scientific research?
With this question, I aimed to identify the relevant concepts and current practices in the
data donation literature across various disciplines, including philosophy, psychology,
health, social sciences and communication, and human-computer interaction. From
the results in Chapter 2, I identified how data donation is defined around its charac-
teristics, as a voluntary act with an altruistic nature and the purpose of contributing to
scientific research, and in terms of its methodological strengths, where data donation
is considered a powerful method for data collection as it enables researchers to collect
private personal data at the individual level.
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Data donation has been operationalized through the development of digital platforms
and systems where individuals can donate a copy of their data, such as OSD2F [13] and
PORT [25]. It has been applied in contributory research projects, where donors’ primary
contribution is their data, through two main approaches: (1) digital platforms where
donors upload their data and (2) dedicated applications where donors consent to scrape
data using their accounts. I synthesized these aspects into a conceptual framework (Fig.
8.1), illustrating the actors involved in data donation, the key concepts, and the relation-
ships among them.

Data Donor Data Recipient(s)
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Figure 8.1: Conceptual framework of data donation

Additionally, I used this framework as a base to investigate how data donation should
be approached in scientific research. I proposed a critique of data donation through the
lens of Data Feminism [51]. It highlights power, value-gain, and knowledge differentials
in data donation (e.g., between donors and researchers, between donors and their data),
and limitations around the types of knowledge (e.g., digital-trace data) and the degrees
of participation currently included in data donation research. I consolidate the insights
derived from the critique into five principles of Sensitive Data Donation:

(P1) Balanced Value: This principle calls for recognizing and honoring donors’ con-
tributions and efforts by intentionally integrating activities into the data donation
process that allows them to derive value. It invites the questions: What contribu-
tions will donors make to the research project? What would be a fair benefit to
donors?

(P2) Sensitive Data: This principle calls for recognizing the sensitive nature of the data
as a critical prerequisite for balanced and informed participation. It invites the
question: How can donors know their sensitive data and draw clear boundaries
around its disclosure?

(P3) Multiple Knowledge(s): This principle calls for involving donors in interpreting
and contextualizing their data; prioritizing their embodied and situated knowl-
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edge. It invites the question: How can donors participate in interpreting, con-
textualizing, and situating their data?

(P4) Ongoing Consent: This principle calls for embedding informed consent as an on-
going incremental process that accounts for donors’ preferences regarding partic-
ipation and disclosure of sensitive information over time. It invites the question:
How can donors be empowered to increasingly know their sensitive data and
identify whether and what information to disclose?

(P5) Shared Goals: This principle calls for supporting different degrees of participation
in data donation and inviting interested potential donors to relate to and shape the
research project and goals from the start. It invites the question: How could donors
play a more active role in data donation research projects?

These principles guided the design of the data donation process and were applied in this
thesis. They motivate a re-framing of the actors involved in data donation (e.g., from
contributing data donors to contributors, collaborators, and co-creators); the key con-
cepts (e.g., from data to sensitive data); and the relationships among them (e.g., from
unilateral exchange of information to bilateral exchange of information and balanced
value). In Figure 8.2 I synthesize them into a conceptual framework of Sensitive Data
Donation.

(P1) Balanced Value

Contributor Collaborator Data Recipient(s)
Co-Creator

(P2) Sensitive Data

(P4) Ongoing Informed Consent                                                                                
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5) Shared Goals

(P3) Multiple Knowledge(s)

Figure 8.2: Conceptual framework of Sensitive Data Donation

RQ2: How can data donation integrate people’s embodied and situated knowledge(s)?
This question, aligned with the principle of Multiple Knowledge(s) (P3), was aimed at
exploring the possibility of integrating into data donation activities where donors could
participate in the interpretation and contextualization of their data. Through these ac-
tivities, they challenge and enrich their digital-trace data with their embodied and situ-
ated knowledge(s). In Chapter 2, I include these activities as part of the Sensitive Data
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Donation process under Phase 5: “Contextualize (and Further Identify) Data.” In Chap-
ter 3, drawing from the participatory (data) design literature, I opted for these activi-
ties to take the form of semi-structured interpretative interviews prompted by the data.
These are commonly used in the literature, for instance, as part of articulation work,
proposed by Tolmie and colleagues [195], or the Data-Enabled Design Method [205].

Donors’ involvement in these activities also meant their degree of participation shifted:
from contributors to collaborators. In Chapter 3, when I first invited donors to participate
in this activity, I was hesitant, as participating in a collaborative project was (more) time-
consuming and involved donors’ discussing their intimate data and experiences with a
researcher. I was surprised when most donors (27/35) expressed interest in participat-
ing, illustrating how this approach was not only feasible but even interesting or desirable
for them. Beyond feasibility or desirability, this activity allowed me, as researcher, to get
closer to and familiarize with the data as I engaged with it and visually represented it
in preparation to the session. In turn, this process invited me to come up with my own
assumptions, (mis)interpretations and questions that I brought to the interviews.

More importantly, this activity allowed donors to delve into the experiences partially
captured by the data, share important insights about their experiences, and even rectify
the assumptions and (mis)interpretations I had made. In Chapter 4, I further explored
this activity with a focus on the increased understanding of the data promoted by it and
the resulting value-gain. From the results, I identified how donors gain a deeper un-
derstanding of their data through this process of familiarization and contextualization.
Further, this understanding is perceived as valuable and empowering, even if somewhat
uncomfortable and confronting.

Scientific research applying data donation can integrate multiple forms of knowledge,
specifically people’s embodied and situated knowledge, by designing activities that in-
vite and encourage people to play a more active role in the research process centered
around the collaborative interpretation of the data. Moreover, the knowledge(s) derived
from these activities are not only beneficial to the research(ers), who gain access to new
insights and mitigate their assumptions and (mis)interpretations. They can also sup-
port donors in knowing their data better. For instance, by becoming aware of what is
discoverable (by others) in their data. Which, in turn, can motivate them to (re)define
boundaries around the data and information that they disclose.

RQ3: How can data donation foster an incremental understanding of data that invites
donors to (re)assess their participation?
With this question, I aimed to explore the nuances around what it means to be informed
and the roles and responsibilities that we, as researchers, have around informing our
research participants. This question originated from the practicalities of obtaining and
requesting a copy of digital-trace data from any given data controller, a process enabled
by the rights of access and data portability in the GDPR. In practice, although, through
this process, we gain access to our data – in the sense that we obtain a digital copy of it –
our data is not accessible to us – in the sense that we can hardly navigate or manipulate
the returned files.
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Previous research, and my own experience requesting multiple copies of my data from
various data controllers in Chapter 6, demonstrates how this process results in files that
are “difficult to understand and impractical to use” [31]. Thus, in most data donation
approaches, including that in Chapter 3, when people donate or transfer their data to
a researcher or research institution they do so blindly, they don’t know what informa-
tion it contains and consequently it is nearly impossible for them to define meaningful
boundaries around its disclosure.

I addressed this question through the iteration described in Chapter 4 and applied in
Chapters 4 and 5. I approached the five phases of the Sensitive Data Donation method as
opportunities to invite donors to explore and familiarize with their data. First, I created
an intermediate step between receiving and transferring a copy of the data in Phase 3:
“Upload, Explore and Curate Data” where potential donors autonomously explored their
data through the data donation platform before: (1) deciding if they wanted to donate it,
and (2) deciding what (types, segments, points) they wanted to donate. Thus, delaying
the transaction of data and the initial instance of informed consent until after donors
could explore and engage with their data. Donors responded positively to this activity,
increasing their trust in the research process and giving them a sense of control over
what they contributed.

Second, I designed the activity in Phase 5: “Contextualize (and Further Identify) Data”
to support donors in delving into different aspects of their data, including the differ-
ent types of information it captures, its temporal distribution, as well as patterns and
outliers. This activity resulted in feelings of discomfort that stemmed from sensitive in-
formation found in the data that was not apparent on its surface – nor during the initial
exploration. Thus, reinforcing the need for dynamic consent practices where donors can
translate these feelings into concrete boundaries and decisions regarding their partici-
pation. Notably, when inviting donors to (re)assess their participation after this activity,
none (0/22) withdrew their participation from the research or their data from the data
donation platform.

Scientific research applying data donation can encourage donors to (better) understand
their data by designing tools and activities that invite data exploration and interpreta-
tion. These should promote different levels of reasoning about and from the data: what
information it contains, how it relates to people and their behavior, and what informa-
tion is discoverable. In turn, the understanding derived from these tools and activities
can be translated into meaningful choices through explicit decision-making instances.
Although inviting donors in Chapter 3 to (re)assess their participation did not influence
their participation or disclosure, having a choice cemented in a true understanding of
their data increased their trust in the research and sense of control.

RQ4: How do donors perceive ‘sensitivity’ and ‘intimacy’ when faced with a compre-
hensive view of their data?
With this question, I delve into the principle of Sensitive Data (P2) from the perspec-
tive of donors. Sensitive data is a well-defined term in the GDPR, as a special category
of personal information that is subject to specific processing conditions, for instance,
informed consent from the (data) subject. It includes personal data revealing racial or
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ethnic origin, political opinions, religious or philosophical beliefs, trade-union member-
ship, genetic data, biometric data processed solely to identify a human being, health-
related data, and data concerning a person’s sex life or sexual orientation [65]. People’s
perceptions of sensitive data partly align with this definition. Yet, they call for a more
nuanced space.

In Chapter 5 I specifically explored donors’ perceptions of ‘sensitivity’ and ‘intimacy’
regarding their speech records from Google Assistant. I accompanied donors on a jour-
ney into their data. It started with a focus on single interactions they had with their
Google Assistant, such as “OK Google, set an alarm” and it concluded with an explo-
ration of multiple interactions when aggregated, combined, and contextualized, such
as their most frequent queries and how these distributed over time. Somewhere along
this journey, most donors experienced a tipping point, where together with feelings of
discomfort their perceptions changed: from their speech records being not sensitive to
their speech records being very sensitive, creepy, and even intimate.

The results in Chapter 5, illustrate how in the context of digital-trace data ‘sensitivity’
and ‘intimacy’ are characteristics beyond prescribed categories. They are not inherent
to data (types). They manifest when data intrudes the boundaries of a person’s private
space, capturing the nuances of what happens within, which were not exposed before,
and exposing them to unwanted access. Recognizing that sensitivity is not a static prop-
erty of data (types) and that data might be contextually sensitive requires approaching
all data as potentially sensitive. Further, the tipping point underlines how these charac-
teristics are not known a priori or through a superficial engagement with data, but they
need to disentangle from it through an active process of exploration. Aligned with the
answer to the previous research question, this process is incompatible with static con-
sent practices and reinforces the need for dynamic consent processes.

RQ5: How can data donation promote different degrees of participation in research?
This question, aligned with the principle of Shared Goals (P5), aimed to explore how to
develop contributory, collaborative, and co-creative research projects through data do-
nation. It builds upon a Framework for Public Participation in Scientific Research pro-
posed by Shirk et al [175]. I approached this question in terms of feasibility (e.g., To what
extent can data donation projects be other than contributory?), and of concrete activi-
ties as part of the Sensitive Data Donation approach that invite donors to participate as
contributors, collaborators, and co-creators.

Chapters 3, 4 and 7 demonstrated the feasibility of promoting different degrees of partic-
ipation, namely contributors, collaborators, and co-creators. In these chapters, the activ-
ities associated with each role included: (1) donating data (contributors, collaborators,
and co-creators), (2) actively participating in the interpretation and contextualization
of the data (collaborators and co-creators), and actively participating in scoping the re-
search focus and goals (co-creators) – only explored in Chapter 7. Moreover, as described
in Chapter 7, the degree of participation influences the resulting data, with the baseline
being the data from contributors which is decontextualized.

Further, the results of Chapter 7, illustrate how donor’s motivations and expectations
change according to their chosen degree of participation. Contributors’ primary goal is
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to support the research projects. Collaborators, in addition to supporting research, also
expect to learn something new by interpreting and contextualizing their data; about the
research, their data, or themselves. While, co-creators, in addition to the above, expect
to engage in a more active role throughout various research activities, including scoping
future iterations of the research project and building a community.

This demonstrates that (some) individuals can and want to be more actively involved
in research. Donors were highly engaged in contributing to the research project, invit-
ing others to contribute, and continuing the research. Their participation significantly
shaped the direction of the research project. Thus, promoting diverse forms of partic-
ipation is beneficial to data donation projects as it creates bonds of trust between re-
searchers and participants from a place of boundaries: donors decide how to participate
and what to donate; resulting in an engaged community (more or less) committed to
the (sustainability of the) research project. Scientific research applying data donation
can promote different degrees of participation by involving (potential) donors through
various research activities and shaping the research accordingly.

8.3. Implications
Implications for Data Holders
This thesis underlines the gap between using, or interacting with, a connected product
or service, knowing that said interaction results in the collection and indefinitely storage
of personal digital-trace data, and even more knowing what information is in the data.
This gap is illustrated by people’s reactions to their personal dataslips in Chapter 6 and by
the feelings of surprise when facing unintended interactions or disentangling sensitive
information from the speech records collected by the Google Assistant in Chapter 5. It
originates from a perceived lack of transparency and adequate information from data
holders. Thus, when a person agrees to use a digital product or service it is not clear what
they are agreeing to or what they can choose to agree to. This, in turn, diminishes trust
in data holders. They could (re)build trust and address this gap by providing transparent
and digestible information to their users, meaningful choices around the disclosure of
personal information – beyond not using a specific product and service – and developing
new functionalities that allow and invite their users not only to access their data, but to
explore and familiarize with it.

Implications for Policy Makers
Through the empirical studies conducted as part of this thesis, donors and I made use of
the right to access and right to data portability in the GDPR [65]. Together, from different
parts of the world, we requested copies of our data from more than 15 data controllers.
During this process, we experienced some of the inconveniences of exercising these
rights. These included: forgotten login credentials when requests are handled through
dedicated platforms, unexpected delays due not opening an email in due time, lengthy
waiting times, and receiving data in surprising and not-so-machine-readable formats
– such as the printed files delivered to my home when designing dataslip (Chapter 6).
Above all these, the biggest obstacle remains how data is returned (i.e., unstructured
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files with no guidance, confusing formats) [4, 31]. Policy makers could develop policies
that bridge the access gap: from obtaining a machine-readable copy of our data to being
able to understand it and use it. Additionally, building upon the empirical characteriza-
tion of ‘sensitivity’ and ‘intimacy’ developed in Chapter 5, policy makers could require
data holders to implement dynamic consent practices that support individuals in defin-
ing meaningful and informed boundaries around the information that is collected and
stored about them – for instance limiting the permanence of the data after a given time.

Implications for (Design) Researchers
Throughout this thesis there are several implications, considerations, and recommen-
dations aimed at designers and researchers applying data donation and, more broadly,
working in the interaction between people and their data. Here I will focus on five,
aligned with the principles of Sensitive Data Donation. First, as we strive to include
individuals and communities in our research activities, we should also strive to pro-
vide them with non-transactional value. Here, financial compensation should not be
understood as value but as an incentive for participation. Second, working with sensi-
tive data requires responsible and secure practices and systems. These should prioritize
encouraging research participants to define boundaries around information disclosure,
even when it might be inconvenient to the research(ers). Third, we should continue to
acknowledge how data is shaped by the contexts where it is generated and shaped and
strive to involve individuals and communities in its interpretation and contextualization.
Fourth, we should further develop dynamic practices around informed consent that ac-
count for the opaque and dynamic nature of digital-trace data. We should also collabo-
rate with Human Research Ethics committees so these practices become accepted. Fifth,
when possible, we should closely co-create and collaborate our research questions, ob-
jectives, and processes with individuals and communities.

Implications for Individuals
In this thesis, I described some of the power and knowledge differentials around per-
sonal data collection and use: between individuals and companies, individuals and re-
searchers, and individuals and their data. As individuals, we should acknowledge these
differentials. We mostly exchange our data for products and services, which are conve-
nient to us. Yet, our data is a fundamental part of these products and services, which is
(disproportionately) convenient to product and service providers. To acknowledge our
role in this process – recognizing that there is no data without our experiences and in-
teractions – is the first step towards demanding change – if change is what we want. Our
personal data, by definition, is related to us. It contains information about our behav-
ior and experiences, the places we visit, people we interact with. Further, it is shaped
by the products and services that we interact with and how we interact with them (e.g.,
how we configure our preferences or where we decide to use them). There is value for us
in engaging with this data. It can help us reflect on our experiences and learn from our
past behavior; it can also support us in achieving a specific goal. A key to unlocking this
value is for us to get closer to our data, for instance by requesting a copy of it and seeing
the information it contains and (potentially) reveals. We can also direct our data towards
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scientific research, as demonstrated in this thesis. Whatever we decide to do with our
data, is up to us. We have a choice and through our choices, we have a role to play in
shaping the future and demanding change.

8.4. Limitations
In this section, I acknowledge several limitations of the approach applied in this the-
sis. First, several factors limit people’s willingness and ability to donate personal data.
For instance, owning a specific device, having used the device for a given time, having
sufficient digital abilities to request and transfer the data, and having sufficient trust in
the research, among others. Similarly, a group of donors might likely differ from one
recruited through different means (e.g., crowdsourcing) or responding to different in-
centives (e.g., money); which might bias the research process and outcomes. As a result,
the potential donors involved in the empirical studies (Chapters 3, 4, 5, and 7) tended to
belong to highly educated strata of society and to have high digital skills. Second, given
the time and resource constraints of a PhD project, the data donation processes (Chap-
ters 3, 4, and 7) typically operated on short timescales. Data donation processes with
longer timescales of collaboration should be explored to investigate critical aspects such
as participation, bilateral communication, and accountability over time. Third, the spe-
cific contexts and data (types) included in the empirical studies are limited. Although I
strived to explore different types of digital-trace data from diverse sources, several data
types and characteristics remain unexplored.

8.5. Future Challenges
In this section, I discuss the future challenges of each phase of the Sensitive Data Dona-
tion method.

• Identify, Prepare and Communicate: Scoping the research questions, objectives,
and data needs with potential donors requires their active involvement. Yet, not
all individuals can or wish to participate in this process; which might limit the per-
spectives included in the early stages of the research – for example, by only includ-
ing those of highly motivated participants. How can we best involve diverse per-
spectives and participants? Future research should explore how research projects
can include and accommodate diverse voices and experiences early and through-
out the process.

• Request and Receive Data: Several factors limit people’s willingness and ability to
donate personal data. For instance, owning a specific device, having used the de-
vice for a given time, having sufficient digital abilities to request and transfer the
data, and having sufficient trust in the research, among others. Thus, a group of
donors might likely differ from one recruited through different means (e.g., crowd-
sourcing) or responding to different incentives (e.g., money); which might bias the
research process and outcomes. How can we recognize these biases? Future re-
search should propose tools for researchers and participants in collaborative projects
to reflect on their positionality and biases.
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• Upload, Explore, and Curate Data: Recent approaches to data donation represent
data in tabular form [13, 25] and through interactive data visualizations [74, 75].
In all three projects, I opted for a timeline data visualization by following guide-
lines proposed by Pins et al. [154]. However, I did not evaluate its effectiveness
or accuracy. I demonstrated how donors initially approach data donation blindly,
underlining the importance of this activity. What are best practices when support-
ing autonomous data exploration? Future research should evaluate how to best
(re)present data to donors.

• Transfer Data: I delayed the initial moment of informed consent until after poten-
tial donors were invited to explore their data. However, inviting them to explore
and inspect their data does not mean they will. I found that some donors who
participated as collaborators and co-creators did not explore their data on the plat-
form as they preferred to do so with me. Does this limit their initial ability to assess
and consent to their participation at the time of the transaction? Furthermore, I
explicitly asked donors to (re)evaluate their participation, but none withdrew their
consent or data. Future research should explore how to implement and dissemi-
nate dynamic consent modes.

• Contextualise, and Further Identify Data: What happens after data donation? I re-
mained accountable and available to donors, yet, there are critical open challenges
around these activities. For instance: What happens to donated data after the end
of a project? How can donors guarantee that (all copies) of their data are deleted?
Future research should propose considerations on how to close sensitive data do-
nation projects and handle the private sensitive data that results from them.

8.6. Concluding Remarks

In this thesis, I proposed the Sensitive Data Donation around five substantive princi-
ples: (P1) Balanced Value, (P2) Sensitive Data, (P3) Multiple Knowledge(s), (P4) On-
going Consent, and (P5) Shared Goals. I integrated these principles into a five-phase
approach, where specific activities suggested an implementation of one or more princi-
ples. For instance, the principle of Multiple Knowledge(s) (P3), which calls for involving
donors in interpreting and contextualizing their data was approached through the activ-
ities of Phase 5: Contextualize (and Further Identify) Data. I now see the five principles
as interrelated and enabling each other. The principle of Balanced Value (P1), when in-
tegrated into the data donation process can derive from activities that support donors
in engaging with their data (P2)(P3), or from the findings and outcomes of the research
(P5). It can also be independent from the data donation process and be aligned with
the needs and goals of (potential) donors (P5). The principle of Sensitive Data (P2), in-
vites important considerations around agency and security. It can also be cultivated and
further developed through activities that promote Multiple Knowledge(s) (P3) and that
invite data exploration and interpretation. In turn, inviting donors to approach their
data as sensitive enables and promotes Ongoing Consent (P4). Finally, the principle of
Shared Goals (P5), can shape how data, knowledge, and value are conceived in a project
(P1)(P2)(P3). Ultimately, these principles invite adopting a different mindset around
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personal digital-trace data collection for research purposes and the (data) partnerships
we have with individuals. For instance, prioritizing personal boundaries over the avail-
ability of data or the distribution of value over speed.



Epilogue: Unforeseen Challenges and
Lessons Learned

In this thesis, I followed an iterative Research through Design (RtD) process where I de-
signed, developed, and implemented three iterations of a Sensitive Data Donation ap-
proach – embodied by a digital data donation platform – and applied these in a case
study. The first iteration, described in Chapter 3, focused on value creation and support-
ing data curation and interpretation of menstrual tracking logs from the Clue app. The
second iteration, described in Chapters 4 and 5, focused on promoting incremental data
exploration and understanding, and engaging with the sensitive and intimate elements
and characteristics of Google Assistant speech records. The third iteration, described
in Chapter 7, focused on exploring different forms of participation through physical ac-
tivity data from Garmin and Apple Health devices. Aligned with the RtD approach, the
process of ‘designing’ or ‘making’ a Sensitive Data Donation process and a digital plat-
form for individuals to donate their data came with practical limitations and choices. It
also involved some unforeseen challenges. These are often hidden between a sentence
or two in the chapters and the papers they are based on. Hoping that my experience
can help future (data donation) researchers, I describe some of the challenges I faced
throughout this process and the consequent practical considerations in the form of re-
flective questions.
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Ethical Approval: Dealing with Unusual Requests
A significant challenge in all three iterations, but especially in the first one, described
in Chapter 3, was getting the research reviewed and approved by the Human Research
Ethics Committee and Privacy Team at the TU Delft. Their main concern was that data
donation is a different way of collecting personal data that they (and the general public)
were not familiar with. They raised important questions about (1) operationalizing (dy-
namic) informed consent through a digital platform (e.g., How can donors understand
the purpose of the research? How can donors ensure all their data has been removed?);
(2) the sensitive nature of the data (e.g., How to mitigate privacy concerns? What addi-
tional measures may be needed?); (3) secure data processing and storage (e.g., Where is
data stored? How is the platform GDPR compliant?); and (4) limited data use (e.g., How
can donors ensure their data is not duplicated for further use? How can donors ensure
data is not accessed beyond the research team?). Together, we carefully examined these
questions along with every step in the data donation process, we agreed on essential
considerations including identifying and documenting all the personal data processing
activities on the platform and the roles of responsibilities of the research team and lim-
iting access to the data to the research team for the duration of the project. However,
for some of these, implementation is limited and in many ways depends on trust. For
example, I technically cannot guarantee that data is not duplicated for future use al-
though ethically I commit to doing so. Further limitations come in the form of questions
to which I don’t have an answer, such as: How to deal with a donor uploading some-
one else’s data? Considerations: How can you best align with your institution’s Human
Research Ethics Committee? How can you best communicate your approach and the
ethical considerations it entails? Note that these might not be fully aligned with what is
expected in more “traditional” research processes. Consider walking them through your
proposed data donation journey and detailing how you plan to address critical aspects
such as informed consent and the relationship and interactions with participants (and
their data). Reach out to them a few months before the start of your study so you have
enough time to carefully examine and revise the critical aspects. What commitments
have you made to donors? How can you remain accountable to them throughout the
process? Consider communicating effectively with donors about the status of these, for
instance, by reaching out to them when the project is finished and their data is perma-
nently removed.

Parsing the Data: Changing Structures
Parsing and processing the data in the data donation platform is essential for receiving
donations. To do so, I first request my data, or that of a dummy account, from the spe-
cific data controller (i.e., Clue, Google, Garmin, or Apple Health) and inspect the struc-
ture and the location of the data I need (e.g., individual speech records in the second
iteration). Once I’m familiar with this I write a script to process it in the platform. I then
test the script with my own files, files from dummy accounts, and files from colleagues
who volunteer to help. Here is where I have realized that context matters. At the time
of writing and conducting this research, I am based in the Netherlands and I am sur-
rounded by international friends and colleagues. Our shared language is English and we
tend to configure our devices in English – which is also the default language of many
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data-driven products and services. Thus, in the second iteration, described in Chapter
4, the language of all the files I tested with was English. In this context, it was difficult
for me to anticipate that accounts in other parts of the world or configured in a differ-
ent language would result in Takeout files with different languages. Nonetheless, when
I started reaching out to potential donors worldwide I started receiving emails reporting
issues uploading their files to the data donation platform. The reason behind these is-
sues: the language of the multiple folders and files was different (Fig. 2). As a result, I
had to modify the script in the middle of the data donation campaign to account for this
difference. It introduced delays for donors whose Google Assistant was not configured
in English, some of whom attempted to upload their files to the platform multiple times
while others gave up.

Having learned from this, in the third iteration, described in Chapter 7, I set up Garmin
and Apple Health accounts in different languages (i.e. English, Spanish, Italian, Dutch)
and requested the data each time. The files from Garmin were all in English regardless of
the language of configuration, while the name of the files from Apple Health changed de-
pending on the language of configuration. Although files from Garmin and Apple Health
contained similar types of data (i.e., sleep, heart rate, and physical activity) their format
and structure were different (Fig. 3). This is an important limitation and raises a crit-
ical practical consideration: receiving data from multiple devices means a larger pool
of potential donors; at the same time it means more labor and opportunity for unfore-
seen challenges. For instance, in the case of Garmin, the structure of the files inside
the Takeout folder changed from early June 2023 to mid-June 2023; changing the loca-
tion of the file containing the heart rate data (Fig. 1), van Driel and colleagues [204]
reported a similar phenomenon with the Instagram Takeout files. Thus, some of the
donations I received in mid-June were incomplete; lacking the heart rate data. I again
had to modify the script in the middle of the data donation campaign. This illustrates
the attention needed to ensure that the data donation platform keeps working, which
largely constitutes invisible labor. In addition, I reached out to donors whose donations
were incomplete, requesting that they upload their files again. Most donors were highly
motivated and agreed; however, some expressed frustration with this process. Consider-
ations: What is the most appropriate source for the data? If it is an existing type of prod-
uct(s) or service(s) consider the trade-off between the availability of potential donors
and the labor and complexity going into the data donation platform or system. What is
the context in which you and your potential participants are immersed? How can this
introduce messiness and variations to the data? Consider these contexts as you become
familiar with the way data is returned by the specific data controller(s). Monitor the
file(s) structure(s) over time so you can timely respond to unexpected changes.

Requesting the Data: Unexpected Difficulties and Unpredictable Time-Frames
When requesting a copy of their data potential donors might face unforeseen difficulties
such as downloading the wrong files, files in the wrong format, forgetting their login cre-
dentials, or not completing the data download process within the time frame provided
by the data controllers. Sometimes the complexity of this transaction discourages po-
tential donors from completing the data donation process. For instance, in the second
iteration, described in Chapters 4 and 5, some donors obtained empty files or files with
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(a) Garmin Takeout on June 9, 2023 (b) Garmin Takeout on June 21, 2023

Figure 1: Files obtained from Garmin by me while receiving donations for the case study described
in Chapter 7. The structure of the folders in the file changes, changing the location of the JSON file
titled USDFile, containing the heart rate data.

less data than expected due to the introduction of the GDPR in 2018. If they did not opt-
in to voice data collection after Google’s policy change in 2018, their data only contained
speech records before that date, when some donors weren’t even Google Assistant users.
When the files were empty they could not upload them to the platform, which resulted
in them expressing frustration with the whole process and giving up. While in the third
iteration, described in Chapter 7, when the data was ready for download Garmin sent an
email with a link that expired in three days. Some donors forgot to download their data
within that time frame while others only opened the email after three days. To continue
with their donation they would have to request their data again, and hopefully remember
to download it or open the email within three days. In both cases, I attempted to sched-
ule emails through the data donation platform reminding potential donors to complete
the process, yet the unpredictability of the processing time of each request made these
emails often obsolete – generally, these requests can take from a few hours to up to 30
days1. Therefore, it is critical to remain accessible and available to support potential
donors in navigating these procedures. Considerations: Are the instructions you pro-
vide clear enough? Can others follow the process only with the instructions? Do donors
know how to contact you if necessary? Become familiar with the process and anticipate
potential challenges such as a donor forgetting their login credentials by reminding them
to have their login credentials ready.

Exploring and Curating the Data: Sensitive Datasets and Best Practices
In the first and second iterations, the Takeout processes enabled donors to retrieve only
their menstrual cycle logs (Chapter 3) and speech records (Chapters 4 and 5) respec-

1Once people complete the Google Takeout process they see the following message: “Google is creating a copy
of files from My Activity. This process can take a long time (possibly hours or days) to complete.”. Once people
complete the Garmin Takeout process they see the following message: “It takes approximately 48 hours to
prepare files, but depending on the number of requests being processed and the amount of data associated
with your profile, this could take up to 30 days.”
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(a) Folders in English (b) Folders in Spanish (c) Folders in Italian

Figure 2: Files obtained from Google Takeout by potential donors in Chapter 4. The name of the
folders in the file changes depending on the language in which the Google account was set up.
Shared with permission from the donors.

tively. In the third iteration, described in Chapter 7, donors, specifically Garmin users
(Fig. 3.a), obtained a large folder including different types of personal information (e.g.,
photos, followers, interactions with followers). These folders were processed locally on
the devices of potential donors; still, the vast and sensitive information available could
potentially be extracted without donors’ knowledge or permission and misused. This
is where research(ers) ethics, and principles such as data minimization, play a funda-
mental role. It is critical to be transparent with the information being requested and
collected and to honor donor’s preferences and choices. In addition to adhering to the
principle of data minimization, the data donation process in all three iterations aimed to
encourage donors to exercise their data sovereignty and make meaningful choices about
what data to donate. These choices varied incrementally: (1) What types of data? With
almost half of the donors excluding specific types in Chapter 3; (2) What data points?
With the majority of the donors donating all their data in Chapter 4; (3) What types and
points of data? For how long? With the majority of the donors donating all their data
within the last six months in Chapter 7. This poses two open questions: What choices
are meaningful choices? How to best encourage and support donors in exploring and
curating their data? How to balance meaningful choices with obtaining meaningful and
usable research data? Additionally, it reinforces the importance of research(ers) ethics
and data minimization when donors are highly motivated to contribute to scientific re-
search. Considerations: What data is necessary to answer your research question? How
is this communicated to donors? What choices do they have? How do their choices re-
flect on the data you might and might not have? Recognize the sensitive nature of data
and support donors to define clear boundaries about what they do and do not want to
share. Respect these boundaries.

Contextualizing the Data: Discovering and Introducing the Unexpected
To support donors in exploring and contextualizing their data I conducted individual
sessions in-person and online. This format allowed for high flexibility and adaptability
to donors’ preferences and specific situations such as the COVID-19 pandemic. During
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(a) Garmin Takeout Overview (b) Apple Takeout Overview

Figure 3: Files obtained from Garmin and Apple Health by me while preparing the data donation
platform to receive donations for Chapter 7. The structure and format are different.

these sessions, I relied on highly personal interactive data visualizations that I crafted for
each individual donor. One important limitation is that crafting these visualizations is
time-consuming and scales poorly. In the first iteration, described in Chapter 3, I was
not able to carry out all the sessions because I did not have enough time.

Additionally, in all three iterations, when exploring their visualizations donors expressed
feelings of discomfort from discovering something unexpected in their data or seeing it
through other lenses. I reiterated to donors that they could withdraw their donations at
any time; yet, none did. Among the unexpected, in the second iteration, described in
Chapters 4 and 5, donors found the voices of their friends, family, and neighbors as part
of their data. For them, this felt like a violation of their friends, family, and neighbors’
privacy. It poses questions on the relational aspect of the data and informed consent.
If my mom uses my voice assistant once, should she consent to me donating my voice
assistant data – which includes her one recording – too? Should I remove her recording
from the data that I decide to donate? Moreover, the process of exploring and concep-
tualizing the data was also insightful and exciting for donors. So much so, that in the
third iteration, described in Chapter 7, donors had expectations about what they wanted
to learn from their data and even reached out to me inquiring about the possibility of
including data collected through different means (e.g., personal spreadsheet, training
diaries). The exploration and contextualization promote better relationships between
donors and their data and thus I consider it important to be flexible and support donors
in gaining as much as possible from this process. Considerations: What is important
that donors learn from their data? How can you best support them to explore and inter-
pret their data? How can this process empower them to reflect upon their decisions and
reassess their participation if necessary? Consider designing simple visualizations and
leveraging the temporal dimension of the data to anchor it with the donors’ lived and
embodied experiences. Visualizing or representing the data is time-consuming, take the
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time. This process might result in valuable questions and even assumptions. Note them
and bring them up for discussion during the session.

Practical Recommendations for Applying Sensitive Data Donation: A Checklist
I summarize the challenges and considerations described above into a checklist of prac-
tical aspects to consider when applying the five phases of Sensitive Data Donation.

1. Identify, prepare, and communicate

a) Identify what data is relevant to answer your research question. How can you
and others access it?

b) Familiarize with the process of requesting and obtaining a copy of the data and
the way the data is structured. Make sure to account for potential contextual
variations in the data.

c) Prepare the platform or system to parse and process the data. Test, test, test!
Can people follow and understand the different steps?

d) Reach out to your institution’s Human Research Ethics Committee and walk
them through the process if possible. What questions arise? How can you best
address them? Take the necessary action.

e) Clearly state your research goals and how you will use and process the data.

f) Reach out to existing communities who might be interested in contributing to
your research.

2. Request and receive data

a) Provide visual instructions where each step is visually demonstrated. Can other
people follow them?

b) Test all the steps with different devices and browsers. Does everything still
work?

c) Support potential donors if necessary. Do they know how to reach out to you?
Take into account the time between the download request and receiving the
data.

3. Upload, explore, and curate data

a) Outline the process. Will this be asynchronous or do you need to be available
for potential donors? If it is asynchronous, provide guiding questions to better
support them in the exploration of their data.

b) Remind donors they can always choose what information to share and how to
participate. How easy is it for them to choose?

4. Transfer data

a) Verify if data has been adequately processed once donors transfer their data.
Something went wrong? Be sure to reach out to donors if necessary.

b) Review the structure of the files that donors would request and receive. Can
you see any variations? How can you best address them? Inform donors if
necessary.
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5. Contextualize and further identify data

a) Represent the data in a way that can be relatable and easy to interpret. Harness
the temporal dimension. What questions do you have about the data?

b) Let donors lead and come up with their own questions and interpretations
about their data. Remind donors they can always choose to withdraw.



Data and Code

Research data and code supporting the development of the data donation platform and
the findings described in each Chapter of this thesis are available in Zenodo and 4TU.Centre
for Research Data at:

• Data Donation Platform:

https://doi.org/10.5281/zenodo.10908033

• Chapter 2:

https://doi.org/10.4121/19976cc9-245f-46ce-b6a5-7836559adf36

• Chapter 3:

https://doi.org/10.4121/e971ae20-c4a1-4ea8-87eb-987f2362bda4

• Chapter 4:

https://doi.org/10.4121/520e9c5a-d137-4570-8e3f-d890d4b33521

• Chapter 5:

https://doi.org/10.4121/0ebb1579-88ab-4bec-a866-1e9aff19581f

• Chapter 6:

https://doi.org/10.4121/35a8648c-bca2-4566-a664-b415a12e176a

• Chapter 7:

https://doi.org/10.4121/d78aea69-c1f9-4768-9eca-4af50f7f47ad
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