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Ecological Approach to Increase Agent Transparency in
Semi-Automated Air Traffic Control

Sjoerd Berning
Supervisors: Clark Borst, Gijs de Rooij, Tiago Monteiro Nunes and Max Mulder

Future ATM systems will rely on automation to make operations more efficient. Creating insight into the inner-workings of
automation, also known as agent transparency, is expected to play an important role for effective human-machine collaboration.
This research proposes an ecological approach to increase agent transparency in automated rerouting for en-route traffic. For the
purpose of this study, an ecological interface for the rerouting task, developed in a previous study, was visually augmented with
the constraints guiding the behavior of an experimental path-planning algorithm. This was done in two different ways: a top-down
and bottom-up approach. The top-down approach starts at the goal of the system and subsequently adds information related to the
physical implications, while the bottom-up approach has the reversed order. The design was tested in a human-in-the-loop experiment
with ten participants. Results show that higher levels of transparency significantly increased actual and perceived understanding
of the agent’s decisions. Furthermore, the top-down approach performed significantly better in questions related to the strategy of
automation, while the bottom-up approach was found more useful for making predictions about the agent’s rationale for making
certain decisions. Future research should investigate how agent and domain transparency could be combined and should test situation
awareness in addition to understanding of automation. Additionally, because only static situations were investigated in this study,
the effects of a dynamic work domain featuring various time-critical situations should be analyzed in future research.

Index Terms—Agent Transparency, Air Traffic Control, Ecological Interface Design, Understanding, Explainability, Human-
Machine, Decision Support Systems.

I. INTRODUCTION

THE current Air Traffic Management (ATM) system needs
to increase its effectiveness and efficiency in order to

keep up with demand. The SESAR ATM Master Plan [1]
states that an increase in automation is required and can
lead to lower costs, better environmental protection, more
efficient use of airspace and a reduction of Air Traffic Control
Operators (ATCOs) workload. Nevertheless, the Master Plan
also prescribes that the human operator will keep its central
position in the ATC system; at least for the foreseeable future.
Therefore, humans and machines need to collaborate at the
core task of the ATCO, which is the rerouting task. This task
ensures separation through management of airspace disruption
like traffic conflicts and adverse weather.

Issues may arise due to the implementation of new au-
tomation. Bainbridge [2] formulated the ironies of automation,
which indicate ways in which problems related to human-
automation interactions may increase rather than decrease
as a result of the increased level of automation. One irony
states that knowledge of a system is best obtained by active
participation. However, automation is pushing humans towards
a more passive supervisory role resulting in a more difficult
task for humans to maintain their understanding of the system.

Furthermore, additional layers of automation make the sys-
tem more complex and difficult to understand, leading to more
problems when the human is forced to intervene. Automation
can then be seen as a black box [3]. A glass box [4], in
which the human operator can understand the inner-workings
of automation, can help out in this human-automation issue.
Changing the black box into a glass box can be seen as
increasing agent transparency [5].

Transparency can have many benefits. Unclear reasoning

by the automation results in the operator questioning the
automation’s accuracy and effectiveness [6]. Transparency can
be a solution for this [7]–[9]. Eiband et al. [10] suggest that
transparency can be a means to increase the user’s mental
model of the system as a whole, which in turn increases
trust, control effectiveness and user satisfaction [11]–[13].
Furthermore, transparency could be used in addition to strate-
gic conformance [14] or could (partially) replace it. It is
expected that adding transparency to the system will result
in the opportunity to make the system less conformal, which
could lead to more optimal solutions [15]. Finally, according
to Mittelstadt et al. [16], transparency is required to allow
meaningful oversight by the human. They state that human
intervention becomes increasingly difficult if the human has
less information than the machine. This comes down to a call
for transparency to increase trust and understanding as well as
control over automation [17].

It still remains a challenge how agent transparency can be
best achieved. One approach is to focus on the agent. The
Situation Awareness Agent Based Transparency (SAT) model
[7] describes three levels that together tackle different aspects
of the agent. They state that agent transparency is the ability
of the interface to convey the agent’s intent, performance,
future plans and reasoning process to the human operator.
By doing so, this approach focuses on fitting the interface to
the algorithm with the risk of presenting too much (unneces-
sary) information. The SAT model is good for determining
types of visualization, but lacks handles for selecting the
right information. In this research, an ecological approach is
suggested in which the work domain forms the starting point.
The effect of the agent upon the work domain is analyzed
and during interface design both the constraints of the work
domain and the agent are visualized. Thereby, this approach is
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hypothesised to create the necessary handles to select the right
information of the agent. Furthermore, the ecological basis can
be used to support human operators in unanticipated events
[18]. The ecological approach tries to fit the algorithm to the
interface instead of the other way around.

In this research, the Travel Space Representation (TSR)
[19], an ecological interface for the rerouting task, was used
as the ecological basis and the Flexibility Metric algorithm
[20]–[22] was chosen as the agent that automated this task.
The research objective is to propose a design for an ecolog-
ical ATC interface that improves understanding of automated
conflict resolution in perturbation management by designing
and testing interface elements that visualize the crucial steps
of the Flexibility Metric algorithm. The interface elements are
tested by means of a human-in-the-loop experiment with ten
participants. The aim is to investigate whether higher levels
of transparency create a better understanding of automation.
Furthermore, it is investigated if the human operator can be
best assisted by bottom-up (starting from agent constraints) or
top-down (starting from the solution) reasoning support.

This article has the following structure. Section II discusses
agent transparency and how it can be created. The rerouting
task, Flexibility Metric and TSR are discussed in Section III.
In Section IV, the design of the interface is presented. This
section starts with the work domain analysis and then discusses
all elements of the interface. Additionally, it is stated how the
interface can support the human in their task of understanding
automation. The approach of the experiment is presented in
Section V. This is followed by the results of this experiment
in Section VI, which are discussed in Section VII. Finally,
Section VIII concludes this research.

II. BACKGROUND: AGENT TRANSPARENCY

A. Domain and Agent Transparency

Transparency is a broad concept and is used across many
fields of research. For this research an important distinction is
made between domain transparency and agent transparency.

Domain transparency aims to portray the laws of physics
that govern the work domain. This leads to a common ground
or shared representation of understanding for both automation
and operator [18]. Ecological Interface Design (EID) [23]
can be used to create domain transparency as it aims to
reveal the deep structure (constraints and relationships) of
the work domain. The shared representation can be used
for effective human-machine collaboration as it provides the
required insights into automation’s rationale as well as insights
into the physical laws tied to the problem [24]. Therefore, the
ecological basis remains crucial even if the rerouting task is
completely automated. If the automation fails, ATCOs still
need insight into the work domain to take over control effec-
tively. Additionally, domain transparency gives context to the
automation’s chosen solution by portraying the physical laws.
A dyadic approach that focuses primarily on the agent and/or
human might simplify or supplant this crucial information
making supervision and intervention more difficult [24].

Agent transparency can supplement domain transparency
by adding information about the reasoning process of the

agent. The following definition for agent transparency is used:
[15, p.2] “the extent to which aspects of the agent’s inner
process underlying a solution can be observed and explained
in human terms.” Therefore, by creating agent transparency,
the human operator should be able to understand how the agent
is interpreting the work domain. Furthermore, the constraints
that the agent applies to work domain should be made salient.
This can be achieved by showing how the agent affects the
work domain.

Figure 1 shows the levels of automation at four stages of
automation [25] for the setting used in this research. The
agent, Flexibility Metric, has a high level of automation at
the decision selection stage of automation as its goal is to
produce safe and efficient reroutes. The ecological basis, TSR,
provides little information regarding this stage, because it
shows the physical boundaries of the control problem, but
does not show how automation is interpreting them. Therefore,
agent transparency has to provide insight into how the agent
is making a decision in order to make all three stages of
automation transparent. Note that in this research the focus is
on how the agent comes to a particular solution and therefore
the implementation of the action is out of scope.
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Fig. 1: Level of automation for the TSR and the Flexibility
Metric at the four stages of automation.

B. Implementation of Agent Transparency

The Cognitive Work Analysis (CWA) [26] as part of the
EID process can help in determining what information is
relevant and how it should be presented. Furthermore, research
in the field of transparency and explainability can help make
clear how agent transparency can be implemented. A brief
description of relevant concepts for constructing explanations
is provided in this subsection.

Miller [27] states that explanatory algorithms can build upon
research performed in the social sciences. An important finding
states that human explanations are contrastive. People do not
wonder why event X happened, but are more interested in why
event X happened instead of event Y. Explanations are needed
in response to a counterfactual case. Furthermore, explanations
are a social process. They are transfers of knowledge in the
form of a conversation or interaction.

Counterfactual and “why-not” explanations can be used
to make contrastive explanations. Adadi et al. [28] describe
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counterfactual explanations as explanations that show the min-
imum condition that would have led to an alternative solution.
Therefore, these type of explanations have a contrastive nature
as they are a comparison between (at least) two options.
Counterfactual explanations facilitate understanding of the
sensitivity of the proposed solution, because they give insight
about when the solution would change.

Another way to create contrastive explanations is via “why-
not” explanations. These explanations allow for exploration of
the field of possibilities. “Why-not” explanations are focused
on explaining a certain anomaly the human operator might
detect. Lim et al. [29] found that “why-not” explanations sig-
nificantly increase understanding, trust and task performance.

Bhaskara et al. [5] address the issue that operators might
get overwhelmed by the extra information given by transparent
agents. This will make it more difficult to absorb all informa-
tion and make decisions. Additionally, too much information
could be harmful to the usage, trust and performance of the
system [30] and could eventually lead to rejection of automa-
tion [31]. Springer et al. [31] propose the use of progressive
disclosure. This theory states that explanatory information or
increased transparency should only be provided if the human
operator is in need of it. The concept of progressive disclosure
can be created in an interactive manner. This is in accordance
with Miller [27] and Abdul et al. [17] who state the importance
of interactive explanations.

Both top-down and bottom-up processing can help operators
in understanding the situation and agent [7]. This relates to
Rasmussen’s Abstraction Hierarchy (AH) [32] as the top-down
approach starts at higher levels of abstraction and then moves
to lower levels of abstraction, while the bottom-up approach
has the reversed order. Bottom-up approaches are better suited
to the technology itself as they start from the building blocks
of the technology towards the goal of the system. In top-down
processing, the goal of the system is the starting point and from
there the physical implications are found. Ecological interfaces
support primarily top-down processing while more technology
driven display designs make use of a bottom-up approach [23].
In problem-solving situations, ecological interfaces support
reasoning starting at higher levels of abstraction towards the
more physical basis. Top-down processing is seen as a more
efficient manner of problem-solving and more human oriented
[23], but requires prior knowledge for effective usage.

C. Measuring Operator Understanding
By providing agent transparency, the idea is that understand-

ing of the agent by the human operator can be increased.
The three levels of Situation Awareness (SA) as described
by Endsley et al. [33] can be used to indicate understanding.
Selkowitz et al. [34] showed that SA Level 2 and 3 were
significantly higher for higher levels of transparency. Wright
et al. [35] found that higher transparency levels resulted
in significantly higher scores of Level 1 SA. However, no
significant effect was measured at Level 2 and 3 SA. Both
researches measured the SA levels by queries related to the
three levels of SA.

In order to measure the actual understanding of the agent,
the queries can be designed such that they cover all relevant

aspects of the agent as stated by the three levels of the SAT
model [7]. This model is based upon the Endsley’s Model [33]
of SA, which describes the requirements for different levels of
global SA. If all three levels of the SAT model are supported,
the human operator is equipped to understand the agent and,
if necessary, intervene.

The first SAT level provides the operator with the goals
and planned actions of the agent. This level is about what the
agent is trying to achieve and how it wants to achieve this.
The second level supports the operator by communicating the
reasoning process of automation by showing the constraints
that the agent is considering. This level shows why automation
is choosing a certain action. The third level is about projection
of the agent’s possible future states.

Another aspect of understanding is the perceived under-
standing of the operator. This can be measured by indicating
the confidence level of the answers given to queries [36].
Automation is well calibrated if both perceived and actual
understanding match. For example, it is not desired that
operators are very confident about an answer while it is
completely wrong or vice versa. Ideally, the perceived and
actual accuracy should match one another.

III. SETTING

Creating agent transparency using an ecological approach
is done in a particular context. This research focuses on
the rerouting task of ATC and uses the TSR as ecological
basis. The Flexibility Metric algorithm has been chosen as the
agent that performs the rerouting task. All three concepts are
described in more detail in this section.

A. Rerouting task

In this research, the effect of agent transparency is investi-
gated in the context of perturbation management in en-route
ATC. In this setting, an aircraft is flying through an airspace
sector and due to some perturbation, for example a conflict
with another aircraft, its current trajectory is not valid anymore
as it would lead to a Loss of Separation (LoS). An overview of
the rerouting task can be found in Figure 2. Human operators
can reroute aircraft in such a situation by redirecting it to an
intermediate waypoint such as point A in the figure. Speed
and altitude are considered constant in this research.

B. Travel Space Representation

The Travel Space Representation (TSR) [19] is an eco-
logical interface that aids human operators with performing
the rerouting-task. The TSR is able to support the human
by showing the feasible space for intermediate waypoint
selection. By creating insights into the physical constraints
tied to the problem, the TSR establishes a common ground
between automation and the human operator.

An adapted version of the TSR forms the ecological starting
point for achieving agent transparency. The TSR is adapted be-
cause speed is considered constant in this research. Therefore,
the TSR will not be bounded to the 4D trajectory management,
which defines the aircraft trajectory in space and time. The
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Fig. 2: Overview of the rerouting task. In order to prevent a
LoS, the controlled aircraft is rerouted through point A to get
to its target waypoint FIX.

outer ellipse is thus not limited by maximum velocity, but
rather by a maximum allowable delay. Furthermore, maximum
turning constraints have not been implemented in this version.

A schematic overview of the TSR has been provided in
Figure 3. Note that this is the same traffic situation as in Figure
2. The TSR still represents the solution space for rerouting via
directing the aircraft to an intermediate waypoint somewhere
inside the TSR. Gray areas resemble the safe travel space,
while the red area indicates the field of unsafe travel. The
yellow area indicates a safety margin. Separation criteria are
the conventional 5 NM with an addition of 1 NM for the
safety margin. Finally, the gray ellipses indicate the optimality
in terms of time delay. Lighter gray ellipses are more optimal
than darker ones.

C. The Agent: The Flexibility Metric

The tasks of the Flexibility Metric algorithm [20]–[22] is
to find an optimal conflict- free trajectory from the aircraft’s
current position to a target point inside the airspace sector. The
additional flight time must not exceed the maximum allowable
delay. The optimal solution depends on the strategy used by
the algorithm. The Flexibility Metric has four important steps:

1) Defining a metric grid,
2) Finding all reachable cells: forward propagation
3) Finding all possible trajectories: backward propagation,

and
4) Evaluate all feasible trajectories and choose the most

optimal one
In Step 1, the algorithm discretizes the problem in space

and time. Additional constraints are applied to the problem,
which are related to the aircraft state-change capabilities and
obstacles it needs to avoid. Step 2 uses the information from
the metric grid to find reachable cells during forward propa-
gation. From all those reachable cells, feasible trajectories are
selected during backward propagation.

Figure 4 shows the forward and backward propagation steps
of the algorithm. In Figure 4a, a top-down view of the rerout-

Controlled

Observed

Safe field of travel

Safety margin

Unsafe field of travel

Bounded by

maximum delay

FIX

A

+ 30s
+ 60s
+ 90s

Fig. 3: Schematic overview of the TSR and how it can be used
for the rerouting task.

ing problem is given. A square grid discretizes the problem
in space. The algorithm will not look for a solution outside
the sector. In Figure 4b, the algorithm starts with forward
propagation. The algorithm searches for possible locations
where the aircraft could be at a particular time interval. The
locations are determined by the combination of state-change
capabilities and time interval. The state-change capabilities
in this research have a constant speed and are limited by a
maximum heading change and resolution in which it samples
potential intermediate waypoints for further evaluation. If a
cell of the grid contains a state-change dot, the cell is under
further evaluation. A branch is created from the start cell to
the cell at the next time interval if it does not breach the
separation criteria. In Figure 4c, this process is repeated once
(one intermediate waypoint) starting from the centers of the
cells of the next time interval.

During backward propagation, the algorithm investigates
what the feasible trajectories are. As the name implies, this
process starts at the target (end) waypoint. From there it
follows all branches that are connected to it and sets their
status to ‘feasible’. In Figure 4d, the feasible branches are
indicated by a bold line. Note that there are intermediate
waypoints that are not set to feasible. This could be due to
violating the separation criteria (no branch creation) or time
constraint (the end-point is not reached within the maximum
allowable time deviation).

In the last step, an optimal trajectories is chosen. This is
done by means of a cost function that optimizes for one of
the strategies. Two strategies have been implemented: shortest
path and largest separation margin. During shortest path the
algorithm is evaluating cells based on their trajectory length.
In the separation margin strategy, the algorithm tries to find
the trajectory that keeps the largest separation to the obstacles.

The Flexibility Metric was found to be a suitable match to
the TSR [37] due to their similarity in strategy. Both algo-
rithms are designed for aircraft rerouting by placing a single
intermediate waypoint (dog-leg). They use the performance
of the aircraft to investigate the reachable area. Subsequently,
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Fig. 4: Grid overview (a), forward propagation (b and c) and backward (d) propagation of the Flexibility Metric.

they exclude rerouting options that would result in conflicts.
This results in a collection of feasible rerouting options from
which, an optimal trajectory can be chosen that corresponds
with the high level goals of the work domain. The main
difference in approach is the discretized view the Flexibility
Metric algorithm has of the work domain when compared to
the TSR. If the settings of the algorithm are altered such that
the size of the discrete cells is progressively reduced until they
become indistinguishable from the continuous version, the
Flexibility Metric becomes the TSR not considering decision
selection. Due to the similarity, there is only a small gap
in how information is integrated and therefore it is easier to
combine the TSR with the newly developed interface elements.

Note that the algorithm has settings that could be altered.
These settings affect the routing task of the algorithm. Insight
into these settings plays an important role in creating more
transparency. Therefore, they are used in the experiment to
test the understanding of the participant with respect to the
algorithm.

IV. INTERFACE DESIGN

The CWA [26] forms the basis of EID. One of the most
insightful elements of this analysis is the work domain anal-
ysis. This analysis is used to select crucial information for
visualization. This section discusses the work domain analysis.
Furthermore, it is explained how the main findings of the
work domain analysis are made visual. Finally, it is discussed
how the interface supports human operators in their task of
understanding automation.

A. Work Domain Analysis

The first step in the work domain analysis is making the
system boundaries explicit. The work domain under consid-
eration is an airspace, which is crossed by aircraft that need
to travel through the airspace safely and efficiently. Normally,
the work domain is independent of the actor that is working
in it. However, as the goal is to make the inner-workings of
the agent visible, it is chosen to incorporate the agent’s view
into the work domain. This creates insight into how elements
of the agent are affecting routing.

A commonly used tool for mapping the work domain is
the Abstraction Hierarchy (AH). The AH makes a connection
between the physical basis and the purpose of the system using

the relationships between five different levels of abstraction.
At each level of abstraction, the level above and below are
connected by a means-end relationship. The AH makes the
relationships within the work domain salient and is therefore
a basis for both the information content and structure [23].

The AH for this work domain can be found in Figure 5. In
order to make a clear distinction between the physical view
and the agent’s view, two boxes were created that indicate the
two object worlds as discussed by Naikar et al. [38]. The basis
of the AH is retrieved from Van Paassen et al. [19].

1) Functional purpose
The main goal of the system is to ensure safety throughout

the airspace. Aircraft need to be able to traverse the sector
safely. If the safety goal is met, efficient travel is preferred.
The system aims to produce safe and efficient travel for aircraft
across the sector.

2) Abstract function
The underlying principles used to achieve the goals of the

system are present at this level. The productivity is achieved
by locomotion of aircraft through the sector. This is bound by
both constraints related to the aircraft and external constraints
such as the airspace sector. The main mean to create safety
is via separation between aircraft, restricted airspace and
dangerous weather. By maintaining a separation of at least 5
NM horizontally, safety standards are met. The driving factor
for creating efficient trajectories is economy. Shorter routes
are more economical and thus more efficient.

3) Generalized function
At this level the underlying processes involved can be found.

Routing ensures locomotion of aircraft. It is also a means to
ensure separation and economic flights. Routes need to be
found that ensure enough separation from the obstruction in
the airspace. This could be another aircraft, restricted airspace
or dangerous weather. Locomotion is achieved by travelling
through a volume and is also bounded by the performance
capabilities of the aircraft.

4) Physical function
At the physical function, the components of the system

are assembled. Note that a distinction is made between the
physical view and the agent’s view. In the physical view, the
volume for travel is achieved by the airspace sector through
which aircraft can traverse. Obstruction is created by air traffic
and restricted airspace. Furthermore, routing is achieved by
placing intermediate waypoints.
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Fig. 5: Abstraction Hierarchy of the ATC system with an automated agent for rerouting. A distinction is made between the
physical and agent’s view on the system. Interface element IDs (A-N) are indicated in the AH.

How routing is affected can be found in the agent’s view
of the abstraction hierarchy. The agent is creating routes
and is influenced by five elements. The first step in finding
feasible trajectories is the creation of the grid. This limits
rerouting by discretizing the space. Furthermore, routing is
limited by a discretization of time by the interval strategy. The
agent’s view on the performance capabilities of the aircraft
is stored in the state-change strategy. This has an important
effect on the evaluation of possible intermediate waypoints
and is thereby also affecting routing. The obstacle strategy
stores information about obstructions. If trajectories violate
the algorithm’s separation criteria, these will not be further
considered. The same holds for trajectories that exceed the
maximum allowable delay as defined in the interval strategy.
Both strategies are thus affecting routing. The final element
that is crucial for generating trajectories is the cost function
as it is used to select an optimal trajectory.

5) Physical form
At this level, the states of the components are described.

For the sector, restricted airspace and waypoints, the physical
form is primarily geometry. For air traffic, these are the aircraft
states and intent.

In the agent’s view, the physical forms are as follows. For
the obstacle strategy, these are the obstacle locations, size
and shape. The physical form of the cost function are the
cost values. The grid strategy has the grid itself including its
size and shape. The physical form of the interval strategy are
the particular time intervals at which the algorithm tries to
find a solution as well as the required time of arrival (RTA).
This includes the maximum allowable delay. Finally, the state-
change strategy has the limitation in heading and speed at this
level.

B. Structure and Functionality

During the development of the interface, the goal was to
visualize the elements and means-end links of the AH. Note

Interpretation:

Metric Grid

Forward propagation:

Finding reachable cells

Backward propagation:

Finding feasible trajectories

Optimisation:

Cost function

Algorithm settings
Work domain
(Always shown)

Top 

Down

Bottom

Up

Solution
(Always shown)

Level 0Level 3

Level 1Level 2

Level 2Level 1

Level 3Level 0

Fig. 6: Top-down and bottom-up approach with respect to the
steps of the Flexibility Metric algorithm.

that the interface element IDs are also present in the AH of
Figure 5. In order to make the agent more transparent, the
interface elements were focused on the agent’s part of the AH
and its connection to routing. By visualizing these elements
and links, a greater insight is provided into how the algorithm
is operating and what constrains are driving its decisions.

In order to facilitate both top-down and bottom-up pro-
cessing, transparency has been implemented in two different
directions. Figure 6 gives an overview of the algorithm’s
high level steps and indicates how the levels of transparency
are related to that. In both directions the domain (TSR) and
agent’s solution are always shown as the focus is on the inner-
workings of the agent. The levels in the bottom-up approach
were chosen to match the last three steps of the algorithm.
After defining the metric grid, the cells under consideration are
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shown. Then these cells are checked if they result in feasible
trajectories. Finally, an optimal trajectory is chosen.

In the top-down approach, the opposite is the case. Starting
from the solution rationale, it is investigated what the other
potential trajectories are and why these are not chosen. Then,
blocked and out-of-time trajectories are shown. Finally, the
constraints stored in the metric grid are visualized. In Figure
7, the resulting interfaces tied to these levels are presented.

Figure 7a shows the interface with no additional support.
The controlled aircraft 1 has target waypoint EXOBA 2 . It
needs to deviate from the direct route, because it is in conflict
with the observed aircraft 3 . The new route that is proposed
by the automation is the cyan line A . Furthermore, the sector
boundary 4 , a restricted airspace 5 and waypoints 6 are
indicated on the screen. Figure 7b shows Level 0 of both the
bottom-up and top-down approach. At this level, the TSR B
can be seen, which forms the basis for the other interface
elements. These elements are grouped in three levels. The
levels are first explained in the bottom-up approach and then
the differences of the top-down approach are indicated.

1) Bottom-up Level 1
At this level (Figure 7d), constraints from the metric grid

driving the algorithm’s reasoning process are shown. This
information is used to show which cells will be further
evaluated. The grid C and cell sizes D that automation uses
are shown. Because the algorithm does not consider the grid
outside the sector, the remaining shape, called the evaluated
area boundary E , is highlighted.

The maximum heading change is visualized by the blue
lines F . Only the area in between the two blue lines, is
still under consideration. The state-change bands G show all
positions at which the aircraft could be at a particular time
interval. In the example of Figure 7, the algorithm is evaluating
three different time intervals and therefore three state-change
bands are drawn. The state-change band is sampled with
state-change dots H at particular heading increments. In this
example, heading increments of 5 degrees are used. If a grid
cell contains such a state-change dot, the cell will be under
further evaluation and is called an evaluated cell I .

2) Bottom-up Level 2
At this level (Figure 7f), cells that do not match the

separation criteria or maximum allowable delay are colored
red J and blue L respectively. These cells will not be under
further evaluation. Interaction at this level is possible. By
hovering with the mouse over the cells N , the status of that
cell is presented. This could be Blocked for cells that do not
meet the separation criteria. The status Time-out is shown for
cells that do not meet the time constraint. All evaluated cells
that remain are considered feasible and are assigned the status
of Feasible. All cells that are not under evaluation get the
status of Unevaluated. For blocked cells, the reason K for
that cell to be blocked is highlighted as well. This can be an
aircraft or restricted airspace.

3) Bottom-up Level 3
The optimality of feasible cells M is presented in Level 3

(Figure 7g). This is shown by different shades of green. Darker
green cells are considered less optimal, while lighter cells
are more optimal. Additional information about the relative

cost percentage N is portrayed while hovering over feasible
cells at this level. The percentage describes the difference in
costs between the feasible and most optimal cell. Furthermore,
the extra distance of the trajectory to the cell, compared to
the direct path, is shown. Finally, the shortest distance to an
obstacle at any point of the trajectory, is provided.

4) Top-down levels
Level 0 and Level 3 of the top-down approach are equal to

the bottom-up approach. The intermediate levels are different.
In Level 1 (Figure 7c) of the top-down approach, the feasible
cells M are drawn directly. Also the extensive hover infor-
mation N is already provided at this level. Level 2 (Figure
7e) adds the blocked cells J and time-out cells L as extra
information. Hovering over these cells still shows the status of
that cell N . Only at Level 3, the other constraints that drive
the algorithm’s reasoning process are shown.

C. Relationship to Transparency Constructs
Note that the concept of counterfactual explanations is used

in this interface in a visual form. The constraints of the
agent show the conditions for which the current cells are
evaluated. It can be imagined how changes in, for example,
the time intervals or maximum heading lines could lead to the
evaluation of other cells instead of the current ones.

Furthermore, “why-not” explanations are encouraged by the
possibility of getting information while hovering over the cells.
In this manner, it is easier to explore the field of possibilities
and get direct feedback on why certain cells are chosen and
why others are not.

Finally, showing extra information by hovering with a
mouse cursor is in accordance with the concept of progressive
disclosure. Extra information is only given when the user is
actively requesting it by hovering over the cells.

D. Behavioral Support
The skills, rules and knowledge (SRK) taxonomy [32]

is a framework for describing the control behavior of the
human operator. Three levels of cognitive control behavior are
described in the taxonomy: skill-based behavior (SBB), rule-
based behavior (RBB) and knowledge based behavior (KBB).
In general, lower levels of control are faster, require less cog-
nitive effort and are less error-prone [23]. Even though KBB
takes more effort, it is required in unfamiliar events. Interfaces
should therefore support all levels of control behavior.

The task of understanding automation is mainly knowledge
driven for novice users. The interface makes the knowledge
driven task more efficient by creating perceptional elements
that support mainly RBB. SBB is only triggered in minimal
amounts. Important to note is that training can reduce the level
of control behavior required for the task. How the interface
supports these levels of cognitive control is described below.

1) SBB
The elements that trigger SBB are those implemented with

interaction. Retrieving extra information by hovering over
cells can support SBB. Furthermore, hovering over blocked
cells highlights the reason for that cell to be blocked. This
immediately makes a connection between the cell and the
obstacle, which is a means-end link in the AH.
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2) RBB
RBB is supported by signs that trigger a set of rules

known by the operator. Multiple elements of the AH have
been implemented as perceptual clues supporting RBB. Color
coding of cells has a direct relation to the status of the cell
(e.g., red color resembles blocked cells). Furthermore, green
color shading triggers an idea of the optimality of cells and
thereby the strategy that is used by automation.

Also, the constraints presented in the interface such as the
grid, heading lines and state-change bands are used to trigger
rules. For example, it can be immediately seen that points
that fall outside the grid are not evaluated. The same holds
for cells that lie behind the heading lines or just outside of
the state-change bands. These elements represent rules that
show which cells are under evaluation and which cells are not.
This creates an understanding of the decision process and thus
information supporting RBB helps in achieving understanding
of SAT Level 2.

3) KBB
Symbols encourage KBB. The additional information pre-

sented to the operator while hovering over cells, can support
KBB. The values for cost, distance and separation can be used
to elicit what strategy is used by automation.

Furthermore, the constraints such as the grid, heading lines
and state-change bands resemble a model of automation which
supports reasoning about other (hypothetical) options. For
example, the visualization of the arc-shaped state change band
and state change dots allow the operator to make a prediction
about the algorithm’s settings of the heading resolution and
time interval. This knowledge can then be used to reason
whether these settings need to be changed in order to create
“better” solutions. In this manner, KBB may lead to under-
standing why other cells are not feasible, blocked, evaluated,
etc and what settings should be altered in order to change this.
By supporting KBB, the interface allows the operator to make
a prediction about the algorithm and therefore contributes to
developing understanding via SAT Level 3.

V. EXPERIMENT DESIGN

In order to evaluate the interface, a human-in-the-loop
experiment was performed. During the experiment, the main
goal is to find whether the interface is able to provide actual
and perceived understanding. Furthermore, a core research
goal is to find if a top-down or bottom-up method is preferred.
The experiment design is described here.

A. Participants

In total, ten participants took part in the experiment. Par-
ticipants’ ages ranged from 23 to 47 years (M = 27.4, SD
= 7.5). They were either students or staff of the Control and
Operation department of the Aerospace Engineering Faculty
of the TU Delft. All participants followed courses on human-
machine systems and ATC.

The scope of the experiment is to define what is required
for creating understanding of automation through transparency
rather than investigating an operation-ready application. The
above mentioned group of participants fits this scope, because

they have general knowledge of the ATC system, but are not
biased by prior knowledge or by experience as real ATCOs.
Furthermore, ATCOs are known to be critical towards adopting
automation that aims to (partly) take over their job, which
might affect results as well.

B. Apparatus
The experiment was performed in the SectorX simulation

software developed at the Control and Simulation section
of the Faculty of Aerospace Engineering at the TU Delft.
The simulation was shown on a 30-inch monitor with a
resolution of 2560 x 1600 pixels. Participants could only
give input using the mouse. The screen was duplicated on a
separate monitor such that the investigator could observe the
participant’s behavior.

C. Experiment Tasks
During the experiment, the participants were given a static

scenario in which two aircraft were in conflict and rerouting
is required. Automation proposed a new route to solve the
conflict. The task of the participant was to answer questions
about the automation’s decision. These questions, four in total,
needed to be answered at all levels of transparency; starting
at Level 0. They had to answer these questions to the best of
their ability, but within a time limit of 7.5 minutes per scenario.
Figure 8 shows the display presented to the participant.

All questions were multiple choice and cover the 3 levels of
SAT. The first three questions allowed selection of only one
answer option, while for the last question multiple options
could be selected. All questions contained a “Cannot answer”
option that was encouraged to be used if they felt they had
insufficient information to properly answer the question. After
submitting a question, the participant was asked to indicate
their confidence using the dialog shown in Figure 9. Once all
question were answered, the level of transparency increased
and they could then either adjust their answers, or submit the
same answer. This process continued until all question were
answered at the highest level of transparency. Once this was
done, the next scenario started.

D. Independent Variables
The experiment had three independent variables. The first

one is the level of transparency and is varied within-
participants. The research aim is to find out if higher levels of
transparency of this interface actually increase understanding
and therefore all participants had to progress through each
level of transparency.

The second independent variable is the order of transparency
level and is varied within and between participants. The orders
that are investigated are the top-down and bottom-up approach.
All participants encountered both approaches. Group A started
with bottom-up and Group B started with top-down.

The third within-participant independent variable is the
automation setting. This variable has been chosen in order
to generate a large variety of relevant scenarios that affect
routing of automation. Thereby, a larger understanding of the
algorithm can be tested which is not limited to a specific
setting of automation.
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Fig. 8: Overview of display presented to the participant. On the left of the screen, the questions about automation are
shown (SAT 1 through SAT 3). At the top left corner, a clock shows the remaining time. In the middle, the air traffic

situation is displayed and on the right the current level of transparency is indicated.

Fig. 9: Confidence question dialog which appears after sub-
mitting a question.

E. Scenarios

During the scenario design, the goal was to develop sce-
narios of equal difficulty that focused on different parts of
the algorithm’s reasoning process such that a more complete
image of the participant’s understanding of automation can
be tested. Five settings were chosen that have an influence
on routing via the grid strategy, state change strategy, interval
strategy, cost strategy and obstacle strategy as defined in the
AH of Figure 5. Table I shows an overview of all scenarios.
Scenario CEL changed the cell size, which effected the dis-
cretization in space by creating larger cells. In Scenario INT,
the amount of time intervals changed which affected the state-
change bands locations. The separation criteria of the agent
was changed in Scenario SEP resulting in the algorithm being
more strict in determining conflicts. The maximum allowable
delay of the algorithm was changed in Scenario TIM making
the algorithm more strict in determining whether a solution
met the time constraint. Finally, in Scenario STR the strategy
was the dominant reason for making the solution non-trivial.

The sector that is used in the scenarios is the MUNSTER
sector of the Maastricht Upper Area Control. Scenarios con-
tained two or three aircraft and could be combined with a
restricted airspace. In each scenario, an aircraft is selected
that needs to be rerouted in order to solve a conflict. The
strategy, either shortest path (SP) or largest separation margin
(LSM), is alternated between scenarios. The five scenarios
were tested in the top-down and bottom-up approach. In order

TABLE I: Overview of scenarios used in the experiment.

ID Setting changed Strategy Aircraft Restricted airspace

CEL Cell size SP 2 Yes
INT Time interval LSM 3 No
SEP Separation criteria SP 2 No
TIM Time constraint LSM 2 No
STR Strategy SP 2 Yes

to prevent recognition, the scenarios of the top-down approach
were rotated 90 degrees.

F. Control Variables

A number of variables is controlled such that the influence
of these variables is isolated. During the experiment, scenarios
are static, because because traffic situation change over time
and therefore the algorithm might suggest another trajectory.
Furthermore, time was limited to a maximum time per trans-
parency level in order to prevent that participants take all
the time they desire. Time limits were not too strict as this
could discourage participants to fully understand the situation.
Participants had 3 minutes for answering the questions at Level
0 and 1.5 minutes for the other three resulting in a maximum
time of 7.5 minutes for the complete scenario. In Level 0
more time was allowed, because participants had to read the
questions at this level. These time limits were found during
pre-testing.

Furthermore, speed and altitude are kept constant during
the experiment. En-route ATCOs almost never use speed to
solve conflicts. Furthermore, keeping these variables constant
made rerouting via an intermediate waypoint the only option
to solve the conflict.

G. Dependent measures

The first dependent measure to be measured is under-
standing. During the experiment, both actual and perceived
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TABLE II: Overview of questions asked in a scenario.

ID SAT Level Question

Q1a SAT 1 What waypoint is automation trying to reach?
Q1b SAT 1 How did automation propose to fly?
Q2 SAT 2a What strategy is automation using?
Q3 SAT 2b Why did automation not consider Point A?
Q4 SAT 3 What settings should change to make Point B feasible?

understanding are measured. Actual understanding is measured
by queries that correspond with the three levels of SAT. The
questions can be found in Table II and are equal for all
scenarios and levels. The first question is about the goal
and plan of automation. Two versions, Q1a and Q1b, are
varied between scenarios. The second question is about the
strategy that the algorithm is using, which relates to the second
level of SAT. The third question always asked why another
intermediate waypoint was not chosen. These correspond with
the altered setting of automation. This question is considered
as an additional measure of the second level of SAT. The last
question is about making predictions of the algorithm, which
is SAT Level 3, by asking the participant what settings of the
algorithm should change in order to make another cell consid-
ered feasible. In this question, other settings of the algorithm,
apart from the changed setting, are taken into account such
as the maximum heading lines, heading resolution and grid
size. Note that multiple answers can be selected for the last
questions. All questions have the “Cannot answer” option in
case the participants believe that they do not have enough
information to answer the question.

In addition to measuring their actual understanding, their
perceived understanding is measured as well. Once a question
is submitted, participants indicate their confidence level on a
scale of 0 to 100 using the dialog of Figure 9. Furthermore, the
time to answer questions and the number of interactions that
the participants make by hovering over cells, are measured.
Only interactions longer than 0.5 seconds were taken into
account in order to filter out insignificant interactions.

Top-down
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Bottom-up
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Fig. 10: Schematic overview of the procedure during the ex-
periment. Scenario order is mixed using latin square. Scenarios
are abbreviated by their ID which are stated in Table I.

H. Procedures

An overview of the procedure can be found in Figure
10. The participant received a briefing two days in advance
containing basic info about the experiment, TSR and rerouting
task. Before the experiment, the participant was trained to use
the interface. Four scenarios were used to explain the interface
elements, questions they needed to answer and time clock.

Subsequently, all scenario types were treated in five scenarios.
In total, nine scenarios were divided over two transparency
directions. The scenarios for explaining the questions and
time-clock were very similar and therefore bottom-up had an
extra scenario compared to top-down.

After the training phase, the participants were divided into
two groups. Group A started with five scenarios in the bottom-
up order and then five scenarios in the top-down order leaving
a break in between both sessions to prevent recognition of
scenarios. Group B started with the top-down approach and
then switched to bottom-up. The scenarios were shuffled using
latin square in order to balance all experiment conditions.

The experiment thus has a mixed design of within- and
between-subjects, which allows for measuring the difference
between the top-down and bottom-up approach while being
able to compensate for the order in which these transparency
orders are presented.

Once both sessions were completed, the participants were
asked to fill out a post-experiment questionnaire in which
they could give feedback on the interface and their preference
regarding interface elements and transparency order.

I. Hypotheses

The experiment is guided by two main hypotheses. The
first hypothesis is that the interface is able to create a larger
understanding due to higher levels of transparency. The idea
is that more insight into the agent also provides a better
understanding. Both actual and perceived understanding are
measured in order to test this hypothesis.

The second hypothesis is that the top-down approach is pre-
ferred over the bottom-up approach. As indicated by Vicente et
al. [23], top-down processing is more efficient. This hypothesis
is tested by measuring the actual and perceived understanding.
Additionally, the time to complete the task is measured. If
the top-down approach is more efficient, it is expected that
scenarios with the top-down approach take less time to fulfill.
Furthermore, the number of interactions are measured. Higher
levels of interaction can indicate a more active participation.

J. Data Processing

Data of all ten participants were used for statistical analysis.
Data did not fulfill the homogeneity of the variation and/or
normality assumptions and therefore all data were tested using
non-parametric tests. For related samples, the Friedman test
was used. In order to find pairwise comparisons, a Wilcoxon
test was performed. The Bonferonni correction was used to
compensate for multiple tests. The Mann-Whitney U test
was used to find significances between Group A and B. A
significance level of 0.05 was used for all tests.

VI. RESULTS

The result section is divided into four parts. The first three
sections describe the results of the three dependent measures:
understanding, time and interaction. The last section reports
results that were found in the post-experiment questionnaire.
Scenarios are indicated with the symbols shown in Table I.
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A. Understanding

The task of the participant in the experiment was to an-
swer questions about automation at four different levels of
transparency. All participants answered SAT 1 correct for all
scenarios at all levels. Therefore, only results for SAT 2 and
3 are further discussed.

The raw data of one participant for SAT 2a are shown in
Figure 11. The figure shows how the participant answered SAT
2a for all scenarios for all levels of transparency. Note that at
lower levels of transparency participants either answered “Can-
not answer”, answered falsely or answered correctly with low
confidence. At higher levels of transparency, this participant
answered the question correctly with high confidence in all
scenarios.

Fig. 11: Raw answer data of SAT 2a for one participant.

In order to make statistical claims and better visualize trends
with respect to all participants, the data were further processed.
A hit ratio is calculated, which shows the percentage of cor-
rectly answered questions with respect to the number of given
answers. It aims to give insight into the actual understanding
of the agent’s decision.

Hit ratio is calculated per participant, per question, per level,
per direction. Therefore, the percentage is calculated over
five answers as five scenarios were done per participants per
direction. The choice to average over scenarios was justified by
the aim to make the scenarios of equal difficulty. Furthermore,
averaging over all these scenarios results in a hit ratio that
takes into account a variety of aspects of the agent.

“Cannot answers” were not counted as correct for this
percentage. Although these type of answers can show insight
into the overall understanding of the agent. They do not
resemble the actual understanding of the agent’s decision,
which is what the hit ratio aims to show.

This choice triggered a problem for the interpretation of
confidence. It is clear that participants who had a high con-
fidence of not being able to answer should not be counted
the same as participants who falsely answered with very high
confidence. Therefore, the confidence was inverted such that
a more logical meaning is given to this answer option. This
results in counting high confidence “cannot answers” as a “not
correct” answer with very low confidence. The confidence is
then also averaged over five scenarios.

To get more insight into how both hit ratio (HR) and
confidence (CON) develop over the level of transparency,
both measures for understanding were plotted with respect to

each other in Figure 12. There is a plot for each question
and transparency direction. Note that each dot resembles an
average of one participant at one level. Confidence intervals
of 95% are drawn per level. Black lines connect the center
points of these ellipses. The plots are analyzed per question.

1) SAT 2a
The results of SAT 2a can be found in Figure 12a and 12d.

In both figures, participants had higher hit ratios and confi-
dence ratings at higher levels of transparency. Furthermore, a
difference can be seen between the two transparency direc-
tions. The bottom-up approach has a more gradual increase of
both confidence and hit ratio, while in the top-down direction
participants were able to answer correctly already at Level
1 in almost all cases. This corresponds with the results of
the post-experiment survey in which participants indicated to
have a preference for answering SAT 2a using the top-down
approach.

There was a significant effect found between transparency
level and hit ratio (χ2(3) = 27.702, p < 0.01) and between
transparency level and confidence (χ2(3) = 30.000, p < 0.01).
Post-hoc tests indicated that the difference between Level 0
and Level 2 was significant (HR: p < 0.01; CON: p = 0.003)
as well as between Level 1 and Level 3 (HR: p = 0.034; CON:
p = 0.003). Top-down outperformed the bottom-up approach.
Wilcoxon test showed a significant effect between bottom-up
and top-down at Level 1 (HR: Z = −2.877, p = 0.016; CON:
Z = −2.803, p = 0.020 ). At Level 2 only confidence was
found to have a significant effect (HR: Z = −1.857, p =
0.252; CON: Z = −2.805, p = 0.020 ). At the other levels,
no significant effect between top-down and bottom-up was
found.

2) SAT 2b
Figure 12b and 12e show the bottom-up and top-down

approach of SAT 2b. Note that both plots still show that
increasing transparency yields higher hit ratios and confidence
levels. However, there is no clear distinction between the two
directions. The two lines connecting the centers of the ellipses
follow more or less the same path.

Also at SAT 2b, a significant effect was found between
transparency level and hit ratio (χ2(3) = 29.478, p <
0.01) and between transparency level confidence (χ2(3) =
29.510, p < 0.01). Post-hoc tests indicated that the difference
between Level 0 and Level 2 was significant (HR: p < 0.01;
CON: p = 0.002) as well as between Level 1 and Level 3
(HR: p = 0.034; CON: p = 0.006). Wilcoxon test between
top-down and bottom-up approach showed no significant effect
between transparency directions at any levels.

3) SAT 3
In Figure 12c and 12f, the results for SAT 3 can be found.

The bottom-up plot shows participants were able to correctly
answer questions at lower levels of transparency, while the
top-down plot is more scattered showing a much more gradual
increase of confidence and hit ratio. This corresponds with the
post-experiment questionnaire, in which participants indicated
to prefer the bottom-up approach for SAT 3. Participants
pointed out that this was the most difficult question and
sometimes ambiguous. Note that the confidence ellipse of
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Fig. 12: Hit ratio and confidence level plotted for SAT 2a, SAT 2b and SAT 3 at both transparency directions.
Confidence ellipses of 95% are drawn per level and their center points are connected with a line.

(a) Group A (b) Group B

Fig. 13: Time to complete scenarios. Links connect data points of the same participant. Blue lines and red
dotted lines show the means of the bottom-up (BU) and top-down (TD) approaches, respectively.

Level 3 in SAT 3 is larger compared to other questions, which
indicates a larger variation in hit ratio and confidence.

In addition to SAT 2a and 2b, SAT 3 also indicates
that a significant effect is measured between transparency
level and hit ratio (χ2(3) = 29.266, p < 0.01) and between
transparency level and confidence (χ2(3) = 30.000, p < 0.01).
Post-hoc tests indicated that the difference between Level
0 and Level 2 was significant (HR: p = 0.002; CON:
p = 0.003). The difference between Level 1 and Level
3 was only significant for confidence (p = 0.003). In
SAT 3, the bottom-up direction outperformed top-down.

Wilcoxon test showed a significant effect between bottom-up
and top-down at Level 1 (HR: Z = −2.829, p = 0.020;
CON: Z = −2.805, p = 0.020 ) and at Level 2 (HR:
Z = −2.751, p = 0.024; CON:Z = −2.803, p = 0.020 ).

It can be concluded that higher levels of transparency
are positively correlated with higher hit ratios and higher
confidence levels. Furthermore, top-down yielded better results
in SAT 2a while bottom-up performed better at SAT 3. In SAT
2b no significant differences were found.

This corresponds with the post-experiment questionnaire,
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in which participants indicated that higher levels of trans-
parency made them better equipped to answer questions and
understanding the agent when compared to lower levels of
transparency. Furthermore, participants were divided in their
preference for the transparency directions, which corresponds
with these results as performance of transparency directions
depended on the questions asked.

B. Time

The order in which questions are answered is not discussed
as almost all question were answered from top to bottom.
Figure 13 shows how much time the participants took to
complete the scenarios. Statistical analysis showed that there
was a significant difference between scenarios (χ2(4) =
12.978, p = 0.003). Pairwise comparisons showed a significant
effect between the time interval (INT) and time constraint
(TIM) scenarios (p = 0.004) and the strategy (STR) and time
constraint (TIM) scenarios (p = 0.030). No significant effects
were found in other pairs.

Wilcoxon test showed no significant effect between direc-
tions (Z = −0.255, p = 0.799). However, a significant effect
within Group A (Z = −2.023, p = 0.043) and Group B
(Z = 2.023, p = 0.043) was found between the top-down
and bottom-up approach. In Figure 13, note that in Group A,
the top-down approach requires significantly less time than
the bottom-up approach. The opposite is true for Group B in
which the top-down approach requires more time than bottom-
up. These effects could be explained by learning effects that
still occurred in the experiment.

Even though no significant effects were found between
groups in the bottom-up (U = 12.000, p = 1.000) and top-
down approach (U = 20.000, p = 0.151), it is remarkable that
the mean times of groups in top-down have a difference of
50.32 seconds. Top-down approaches require prior-knowledge
for effective usage. Insufficient training and a lack of prior-
knowledge seem like plausible reasons for the longer time
required for the top-down approach at Group B. More partic-
ipants are needed to check if this effect significantly occurs.

C. Interaction

In order to filter out insignificant interaction, only hover
events over cells longer than 0.5 seconds were taken into
account. Changing the threshold to 0.1 or 1.0 seconds resulted
in similar distributions. Figure 14 shows the interactions of
the participants in which each data points resembles the total
number of interactions in one scenario. In Group B participants
had more interactions using the top-down approach compared
to bottom-up. This difference is not clear in Group A. As
Group B had a low amount of prior knowledge in the top-
down approach, they might have been more inclined to use the
interaction feature to retrieve extra information. In Group A,
this effect does not appear, possibly because participants
already have more prior-knowledge of the agent.

A significant difference was found between scenarios
(χ2(4) = 12.978, p = 0.011) and pairwise comparison
showed only a significant difference between the time interval
(INT) and time constraint (TIM) scenario (p = 0.011). No

significant effect was found between transparency directions
(Z = 1.686, p = 0.092). Furthermore, a Mann-Whitney U
test did not find any significant differences between Group A
and B in both bottom-up (Z = 0.602, p = 0.690) and top-
down approach (Z = 0.104, p = 1.000). Nonetheless, within
Group B a significant effect was found between bottom-up and
top-down (Z = 2.023, p = 0.043). No significant difference
was found within Group A (Z = −0.962, p = 0.336).

Group A Group B

Fig. 14: Interaction for participants of Group A and B. A
distinction is made between the two transparency directions.

D. Interface Preferences

Figure 15 shows an overview of the preferred transparency
direction for different situations. In the experiment, an equal
number of participants were in favor of bottom-up and of
top-down. For ATC training, the majority of participants
indicated that they were neutral on the preferred method. Some
participants indicated that both transparency directions could
be useful during training. The bottom-up method for creating
an augmented insight into the workings of the algorithm
and the top-down as a more pleasant direction in terms
of how information is provided. During ATC operation, the
majority of participants indicated that the top-down method
would be most suitable. They stated that the most important
decision-making information is shown earlier in this direction.
Furthermore, gradual increase of information was preferred by
participants in order to prevent cluttering and distractions.

Participants were asked to rate all interface elements in
terms of usefulness. These ratings can be found in Figure 16.
The proposed trajectory and the feasible cell were found to
be especially valuable. Generalization of these ratings should
be made with care as these ratings are very dependent on the
task at hand. For example, the highlighting of blockage reason
was rated very low, because people did not need to use that
element for any question in the experiment. Another important
sidenote is that the evaluated area boundary and grid both
scored relatively low. Participants used only one of the two
and subsequently gave the other element a lower score.

VII. DISCUSSION

The first hypothesis of the experiment stated that higher
levels of transparency could increase understanding of au-
tomation. Results show that for all SAT levels, except SAT
1, the hit ratio and confidence level significantly increased
for higher levels of transparency. Therefore, the interfaces
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Fig. 15: Preferred transparency direction in four situations.
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Fig. 16: Rating of interface elements on a scale of 0-10
for usefulness. Score is noted in the bars. Average score is
displayed to the right of the bar.

increased both the actual and perceived understanding of SAT
2 and 3. This indicates as well that people were able to predict
their own performance, which is favorable as it is not desired
that people are over- or under-confident. However, it should
be noted that participants had more difficulty with SAT Level
3. Supporting what-if probing of automation settings could
enhance prediction of the agent.

The second hypothesis stated that the top-down approach
would yield better results and would be more preferred by
participants. The results of the experiment and post-experiment
questionnaire do not directly indicate which direction was bet-
ter. In terms of understanding, the top-down approach worked
better with respect to questions related to the strategy of
automation. However, if predictions about the agent needed to
be made, the bottom-up approach yielded better understanding.

Significant results within groups were found in between
transparency directions both in time and interaction. These
findings show that participants still learned during the ex-
periment. Therefore, the above mentioned results might not
be valid for experienced ATCOs. More extensive training is
advised for future research. Furthermore, the ability of making
predictions about the algorithm, as measured in question
SAT 3, might be interesting for measuring the participant’s
understanding of the agent. However, it can be questioned
whether ATCOs are required to make predictions about the
algorithm in order to have a healthy collaboration with it.
They do not necessarily have to make changes to the agent
itself. Chen et al. [7] state that not necessarily all levels of

SAT should always be supported.
There was a non-significant trend that Group A was faster in

the top-down approach then Group B. Note that Group started
with the top-down scenarios. This corresponds with the general
idea that top-down approaches requires prior-knowledge for
effective usage. This has also been indicated by other research
of ecological interfaces [39]. In ATC operation, ATCOs have
plenty of opportunity to practice with the interface, agent and
task making prior-knowledge less of an issue.

Participants indicated that the top-down approach presents
information more efficiently and is less prone to clutter. This
corresponds with EID, which supports top-down processing,
because of its efficiency in problem-solving [23]. During ATC
operation, this can have important advantages. The bottom-up
approach might still be used for training. Participants indicated
that it follows the logic of the algorithm better and therefore
can have benefits in creating a mental model of the agent.

An important limitation of the study is the focus on the
understanding of the agent. This is not the only form of
understanding that is required for an ATCO. SA of the
domain remains important, especially if automation fails and
ATCOs have to step-in. The global SA of participants was
not measured in the experiment. Participants were focused on
their task of understanding automation and did not zoom out
to understand the overall situation. Even though the ecological
approach cannot be directly compared to an agent-based
approach in this research, the limited ability of participants
to fully understand the situation gives an indication that an
agent-based approach might result in less domain knowledge.
Future research should focus on how agent transparency and
domain transparency can be best combined by measuring both
forms of understanding. A fair balance needs to be found in
which both agent and domain transparency are supported.

Participants faced static scenarios in this research. Obvi-
ously, this will not be the case in real-time ATC. The task
is highly dynamic: aircraft positions change, aircraft enter or
leave the sector, etc. Agents will thus propose new trajectories
over time and an ATCO has only limited time to judge
trajectories proposed by automation. The time aspect should
thus be further researched in order to find the effects on the
usage of interface elements related to agent transparency.

Transparency levels were forced in this experiment. How-
ever, transparency is not necessary limited by specific levels.
Participants indicated that at high levels of transparency, the in-
terface might be overwhelming. Supporting more progressive
disclosure might help to solve this problem. Steps in creating
an interactive transparency slider have already been made. The
slider supports progressive disclosure by showing information
only if the information is desired by the operator. Further,
research could be conducted to investigate how this balances
understanding and workload.

VIII. CONCLUSION

This research proposed an ecological approach to create
agent transparency. An interface was designed and divided
into four levels of transparency in a top-down and bottom-
up approach. These levels were tested in a human-in-the loop
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experiment with ten participants. It was found that higher lev-
els of transparency significantly increased actual and perceived
understanding measured by self-confidence.

The top-down approach performed significantly better in
questions related to the strategy of automation, while the
bottom-up approach was found more useful for making pre-
dictions about the agent. Indications, although not significant,
were found that prior knowledge might be an important
factor for efficient use of the top-down approach. Participants
indicated that the top-down approach was better able to show
decision-making information and could prevent cluttering of
the interface as information was presented more efficiently.

Future research should investigate how agent and domain
transparency could be combined and should test global situ-
ation awareness in addition to understanding of automation.
Additionally, the effects of a dynamic work domain should be
taken into account in future research.
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Note: this part has already been graded under course AE4020

A.1. Air Traffic Control
This chapter gives an overview of how ATC is organized and what the projections are of the future ATM
system. This knowledge will help in creating a relevant simulation. This chapter will provide exam­
ples of the LVNL and MUAC ATC service providers. However, the simulation used in the experiment
will be a custom made design. Section A.1.1 elaborates upon ATC organisation by discussing how
ATC is structured. Furthermore, a brief overview of tools used by ATC has been provided in Section
A.1.2. Section A.1.3 describes the future of ATM. It is predicted that higher levels of automation will be
introduced into the ATM system. As a result the role of the human will change.

A.1.1. Structure of Air Traffic Control
There are three parts of Air Traffic Control services [55]. Aerodrome Control services are responsible
for aircraft in and around the airport. They control the Control Zone (CTR). Approach Control (APP)
will handle departures and approaches of aircraft around the CTR in the Terminal Control Area (TMA),
which is usually up to FL095 and approximately a 50 km radius around the airport. The rest of controlled
airspace is left for Area Control (ACC). ACC handles en­route traffic for aircraft crossing the ACC sector.
Furthermore, ACC directs aircraft to APP in case the aircraft is planning to land within that sector. In the
Dutch civil airspace a distinction is made between control of Upper Airspace (UTA) and Lower Airspace.
Upper Airspace starts at FL245. The Control Areas (CTA) in the Lower Airspace is controlled by the
Area Control of LVNL in Amsterdam. The Upper Airspace is controlled by Maastricht Upper Area
Control. In this research, ATC is limited to only Area Control of en­route traffic, which is just crossing
the sector from one waypoint to another. Therefore, for the remainder of this document, the focus will
be on an ACC dealing with en­route traffic.

The main responsibilities of ATC is preventing loss of separation between aircraft under its con­
trol [55]. Furthermore, ATC should organize and expedite flow of traffic. In order to do so, ATC is
able to give instructions, clearances and information to aircraft. An aircraft should be under control
of only one ATC unit at any given time. Aircraft need to be handed over when the aircraft leaves the
sector. This resembles transferring the responsibility of one ATC unit to another. Alongside the main
priority of maintaining safety, ATC also focusses on punctuality, cost­effectiveness and environmental
responsibility [22].

In order to be able to make sure no collision will happen, ATCmaintains separation between aircraft.
ATC units have to make sure that aircraft pass each other without breaking separation minima. ICAO
[38] prescribes that the aircraft should either be vertically or horizontally separated from each other. For
vertical and horizontal separation a distance of 1000ft and 5NM are the standards respectively. The
restricted area around an aircraft can be visualised as a ice­hockey puck.

The ATCO is able to give clearances and instructions to aircraft. Aircraft must then obey these
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Figure A.1: Overview of controlled airspaces in the Amsterdam Flight Information Region (FIR) [32]

instructions, if they are able to comply with them. If not, they have to inform the ATCO. When clearance
or instruction is accepted, it is expected by ATC that the aircraft will do as is agreed upon. In general
ATCO has three types of clearance it is able to give to aircraft in order to direct the traffic. These
are heading, altitude and speed commands. Heading and speed commands are tools for handling
horizontal separation. Altitude instruction can be used for vertical separation.

En­route traffic normally follow their planned route and do not require much ATC interference other
than clearances to fly direct to a certain point and changes in speed and altitude. In this research, the
focus is on aircraft that have to deviate from a pre­planned route due to a disturbance. The ATCO may
add an intermediate point in order to reroute the aircraft instead of a heading or speed command.

Usually ATCO are working alone or in small teams [9]. In the LVNL ACC, the following functions
are present [31]:

• Radar Traffic Controller : Coordinates the radio communication, executive controller

• Planning Traffic Controller : Traffic planning, assists radar ATCO

• Stack Traffic Controller : Controls stack in between ACC and APP

• FIC Traffic Controller : Provides Flight Information

• Traffic Control Assistant : Administrative support

MUAC has a similar distribution of functions. In this research, the focus will be limited to a single
Radar Traffic Controller. This controller is the executive controller and has a direct link to the re­routing
of aircraft. Automation will thus primarily change his role. Furthermore, it is easier to focus on one
controller instead of a group of controllers during the experiment. A single controller requires less
participants in total and will result in a more controlled environment without the interference of the
effects of teamwork.

A.1.2. ATC equipment and tools
In order to manage traffic, ATCOs make use of equipment and tools. In the beginning, ATC made use
of radio and so called “shrimp boats” to keep track of positions of ATC. Nowadays, ATC uses more
advanced tools. A brief overview of available equipment and tools for ATC will be given in this section.
Note that there is variation in the adoption of advancements in ATC systems per ATC provider and
that not all ATC units have state­of­the­art systems. Many facilities develop their own tools for their
interfaces. An example is the interface built by MUAC in Figure A.2. So there are many more tools or
display elements that could be added to this brief overview. There is no strict standard of the Human
Machine Interaction (HMI) system. However, standardizing of HMI systems is one of the improvements
suggested in the ATM Master Plan [73].
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Figure A.2: MUAC radar Screen [22]

A.1.2.1 Radar screens

The primary source for information for an area control ATCO is the radar display. In Figure A.3, an
example of a radar display can be seen. Multiple forms of information are represented in this screen
such as: lists, air routes, aircraft positions and weather. A general overview of this will be given in the
following paragraphs.

Tracks and labels The radar presents positions of aircraft. These positions are updated at a fre­
quency of 4 ­ 15 seconds depending on the range of the radar. For each aircraft, the aircraft ID, actual
and cleared altitudes, ground speed, heading, exit waypoint and aircraft type are usually shown on a
label accompanying the aircraft position indicator. An example of a label can be seen in Figure A.4.
The past positions are referred to as history dots and can also be seen in Figure A.4.

Contextual information In addition to aircraft position and information, additional information about
the context is displayed on the radar screen as well. One example is the map of the controlled area in­
cluding restricted airspaces and obstacles. Other examples are route displays that show the commonly
flown airways in the airspace. Also external factors such as the weather could be integrated.

Tools: STCA, MTCD and TCT Short TermConflict Alert (STCA), Mid TermConflict Detection (MTCD)
and Tactical Controller Tool (TCT) are tools to prevent collisions. The differences between them are
shown in the Table A.1. Note that the time at which they predict loss of separation differs. STCA
typically has a look ahead time of two minutes, whereas MTCD has a time horizon of up to 30 min.
TCT is somewhat in between STCA and MTCD and typically has a look ahead time of 5 to 8 minutes.
It thus may not come as a surprise that all system are used for different purposes. STCA is used as a
safety net to warn the controller for an imminent breach of separation. The MTCD is used for planning
traffic in advance. It will warn the controller of potential conflicts due to controller clearances and the
flight plan. Finally the TCT is used for conflict resolution and clearance verification. It checks whether
current clearances are correct or are in need of correction.

Table A.1: Differences between the three conflict detection tools STCA, TCT and MTCD [66].

STCA TCT MTCD
Look ahead time 1­2 min 5­8 min 20 ­ 30 min

Input Surveillance data Surveillance data +
flight plan data

Flight plan data +
controller input

Used as Safety net Conflict resolution Planning tool
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Figure A.3: Example of a ACC radar screen [31].

Figure A.4: Aircraft track symbol (box with cross), label (left) and history dots (small dots underneath track symbol) [31]
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Flight strips Physical flight strips have been, and in many ATC providers still are, successful tools
for tracking flight. Flight strips allow controllers to instantly grasp relevant information of the aircraft.
Furthermore, handing over flight strips literally resembles handing over responsibility. Nowadays, flight
strips are becoming electronic instead of physical. Some ATC providers are even moving away form
flight strips by placing all relevant information in other places on the screen [65]. Aircraft labels on radar
screen are an example of moving critical information from flight strips to the screen.

Lists Another common type of information on radar screens is lists. Themost known list on the screen
is the list of flight progression strips as is discussed above. Other lists for ACC are entry lists. These
lists contain all flight that will enter the airspace at that specific entry point. In addition lists of aircraft
in close conflicts with each other are displayed in the STCA list. Similarly the Area Conflict Detection
(ACOD) lists conflicts of aircraft with restricted areas.

A.1.2.2 Communication: radio and CPDLC

Communication between pilot and controller is another important part of ATC. This has been done for
many years using radio communication and as of today radio is the primary form of communication
between aircraft and ground. For radio communication it is important that radio discipline is followed.
Nowadays, communicating via CPDLC is becoming globally implemented [64]. Controller Pilot Data
Link Communication (CPDLC) is used for non­urgent strategic messages. These message could be
clearances, information or requests and are phrased using voice phraseology of ATC procedures. In­
troducing CPDLC has benefits of decreasing communication on ATC frequencies as well as increasing
sector capacities and reduced probability of miscommunication. However, downsides exist such as less
benefit of the so called “party line effect”, which gives pilots awareness of intentions of other aircraft.

A.1.3. Future of ATM
The air traffic management system of today is going to change. The ATM Master Plan describes the
necessity of developing the new air traffic management system [73]. According to these documents, it
is anticipated that by 2035 the European airspace will have to handle over 17 million flights annually
[73]. For comparison, the number of flights in 2018 was close to 11 million. Furthermore, due to ATC
capacity and staffing constraints, the Single European Sky (SES) delay target of 0.5 minutes/flight has
not been met since 2015. A related problem is that increasing capacity of ATC is getting more and
more complex and costly.

The SESAR vision is to deliver a scalable air traffic management system, which is able to handle
growth in air traffic. Therefore, many of the tasks done manual in aviation today will be automated in the
future in order to increase the scalability and safety. Aviation should digitally transform characterised
by a significant increase in levels of automation. It is mentioned that the goal is not to automate for
the sake of automation, but rather to optimize the socio­technical ATM system and increase human
performance and involvement within that system.

Automating parts of air traffic control could have many benefits. The airspace could be used more
efficiently, which increases the capacity of the airspace. Another benefit is better environmental and
cost performance, which could be reached by flying more direct routes for example. Automation could
also benefit human performance through, for example, workload reduction of ATCOswho aremanaging
busy airspaces.

A.1.3.1 ATM automation

How will the ATM system be automated? The ATM Master Plan [73] gives an overview of which parts
of the ATM system will be reorganised or automated. In a top level view, the ATC and ATFM will
slowly merge during the planned increase in automation. The expectation is that automation will take
on more and more tactical ATC tasks. This is necessary in order to cope with the planning versus
flexibility paradox [16]. As more of the system is planned, it becomes increasingly difficult to deal with
unexpected events due to less freedom. Introducing more automation or automation support in tactical
air traffic control will allow for more planning and thus a more strategic mindset. This paves the way for
more advanced ATFM methods that rely on increased automated tactical control of aircraft.
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Hybrid human­machine teaming is a central concept in automating tactical control. Task allocation
should be guided by advanced adaptable and adaptive automation principles. For tactical control,
automation will mean that tasks will be delegated from the ATCO to machines. These machines will
then propose solution to the human in order to help make it more efficient and safe. Especially in the
presence of complex trajectories or high density traffic situations, proposing solutions, and maybe even
executing these solutions, could improve system performance and resilience.

Automating systems will be gradual. The ATM Master Plan has four phases. In Figure A.5, phases
A­D are shown in combination with the increase of level of automation for ATC. In phases A­C, the
focus will be on increasing system support. Humans will still initiate action in these phases, but they
will be supported by enhanced automation. In phase D, this changes and the human will be removed
from the control loop for selected ATC tasks. In this phase, it is important that collaboration between the
human and the automation is facilitated as well. This research fits best in levels 3 and 4. In these levels
automation is able to initiate and suggest action. However, there is still a (supervising) human controller.
In these situations, agent transparency becomes critical for successful human­machine collaboration
[8].

Figure A.5: Levels of automation for air traffic control for phases A­D. Retrieved from [73]

A.1.3.2 The role of the human

With these plans for increasing the level of automation, one can only conclude that the role of humans in
the system will inevitably change. Tasks and responsibilities traditionally assigned to human operators
will partially be taken over by machine actors. The strength of humans to handle the unexpected
should be used optimally. However, the traditional believe that humans are able to do this unaided
and unsupported is no longer seen as valid. Humans will be assisted by machines to manage these
situation quickly and safely [73].

Delegating tasks to machines, will relieve the human of some tasks. However it should not be as­
sumed that the role of the human will become easier. The operator will have to perform differently in
comparison to the current system and in many cases this will be a more demanding job [16]. There­
fore, development of new HMI interfaces is necessary to decrease both mental and physical workload.
Examples of these new modes include: in­air gestures, attention control, user profile management
systems, tracking labels, virtual and augmented reality and more [73].

New tools are required for the human in order to be able to succeed in this new role. The SESAR
Target Concept [16] has developed a set of high­level automation principles in order to align automation
development with their vision. The relevant principles for this project are stated below:

• Automate only to improve overall system and human performance, not just because the technol­
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ogy is available

• Examine the overall impact of automation before implementation to avoid additional complexity,
loss of appropriate situation awareness or increase of errors;

• Place the human in command. The humanwill be the automationmanager and not the automation
monitor. Automation will assist humans to carry out their tasks safely, efficiently and effectively.
Furthermore, the delegation of authority to machine should be clearly defined in all operational
situations;

• Involve users in all phases of system design to ensure, inter alias, benefits for overall system
performance and to foster trust and confidence in the automation functions;

• Consider the respective typical strengths and weaknesses of humans and of technology when
deciding what to automate.

The change in role of the human also indicates that the knowledge and skills have to change.
Generally, tasks will be more managerial and complex in comparison to the tasks of today. This requires
more training. Also more in depth­technical knowledge is required due to the added level of complexity
to the system. Agent transparency could be used to support the human in acquiring this knowledge of
the system.

A.2. Human­Automation Interaction
Further automation in ATC is inevitable as described in Chapter A.1. Increasing the level of automation
in the system will undoubtedly have an effect on the role of the human. This chapter deals with the
interaction between human and automation. In section A.2.1, the ironies of automation are discussed.
These show the pitfalls that automation could bring along. In section A.2.2, Billings’ Human Centered
Automation (HCA) is described. HCA and the ironies of automation substantiate the relevance of this
research. It is briefly described how the interface corresponds to the principles of HCA and how it could
counteract some of the ironies of automation. In section A.2.3 a taxonomy for the levels of automation
is shown. This taxonomy is used as a communication framework. Finally, Section A.2.4 describes how
ecological interfaces can be created. It discusses the design philosophy of Ecological Interface Design
(EID) and reviews the cognitive work analysis, which will form the basis of EID.

A.2.1. Ironies of automation
In 1982 Lisanne Bainbrigde described the ironies of automation [5]. These ironies support the paradox
that increasing the automation will make the role of the human operator more important instead of less.
Humans are pushed to do two different types of tasks according to Bainbridge. Due to automating
processes the human will have to monitor the automation instead of acting him/herself. Furthermore, a
human operator needs to be able to intervene when automation fails. Therefore, the ironies are mainly
focused on monitoring and control activities. The ironies are:

1. Designers think that humans are inefficient and unreliable. However, designer errors create op­
erational problems in automated systems. Furthermore, the designer leaves tasks that cannot
be automated for the human operator.

2. Physical skills of human operators deteriorate due to lack of practice. However, an operator needs
to be more skilled instead of less if automation fails and the operator needs to take control.

3. Human operator is pushed to a monitoring role. A role in which humans do not perform well.

4. Information about the system is harder to obtain in monitoring than in active participation and thus
the operator needs to take decisions on a minimal amount of information.

5. Automation makes the system more complex instead of less. The extra layer of automation can
hide automation degradation.
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One might question whether these ironies have not been solved already. Meanwhile the article of
Bainbridge was published almost 40 years ago. According to Baxter et al. [7], these ironies are still
very much alive. It was stated that automation in aviation made it more difficult to predict the outcome
of actions and pilots have increased understanding issues about the behaviour of the aircraft. These
problems relate to Ironies 4 and 5. In their analysis, human operators are the last defence if automation
fails. The following three solutions to prepare humans were proposed:

1. Gain skills

2. Update and practice skills

3. Provide appropriate information by the technology in a timely manner.

Creating interfaces that are able to provide relevant information of the inner­workings of the algo­
rithm could help the operator predict (and supervise) action outcomes as well as increase the under­
standing of system behaviour. Therefore, the interface could help counteract Ironies 4. Furthermore,
potential flaws of automation, Irony 1 and 5, could be detected due to the information presented on the
interface. The interface will not help solve Ironies 2 and 3. The interface will not necessarily keep the
human out of the monitoring role, or train the operator in order to counteract skill degradation.

A.2.2. Human Centered Automation
An interesting design philosophy regarding automation is that of Charles Billing. In his book [9], he
proposes a set of principles that constitutes Human Centered Automation. This set of principles is
based on the idea that humans have the end responsibility and therefore have to be in command. The
human should be the primary focus in designing automation. Tools are auxiliary and are there to help
the human. Billings’ principles of Human Centered Automation are:

1. Operator must be actively involved.

2. Operator must be adequately informed.

3. Operator must be able to monitor the automation assisting him.

4. The automated system must therefore be predictable.

5. The automated system must also monitor the human operator.

6. Every intelligent system element must know the intent of the other intelligent system elements.

Note that this is a design philosophy and not a design framework or method. It does not explain how
a human­machine interface should be developed. However, it shows what automation should offer us
and explains why it should offer it. Furthermore, it is good to question the design to check whether it
fits these principles. As Billings explains in his book, these rules are not set in stone. They are flexible
and the engineer should re­evaluate them for each design and choose whether to adhere to them or
not. Therefore, testing the design with these principle enables substantiation of the design.

So how does this design philosophy relate to this research? The majority of these principles are
applicable. Only principle 5 is of minimal interest. The main focus will be on the last principle. The
aim of the to­be­developed interface is to make the inner working of the algorithm transparent to the
operator. The idea is that the increased transparency increases the understanding of the operator and it
helps him discover the intentions of the computer agent as well as predict its outcomes. This will enable
the operator to monitor the automation more effectively and will support the operator in explaining the
algorithm’s reasoning.

A.2.3. Levels of automation
An important concept in the field of human­automation research is the levels of automation (LOA). The
LOA create a division of roles and responsibility between humans and automation [12]. This is done
by allocating authority and autonomy to human and machine. For this research, the LOA is used as
a communication framework. Therefore, only one of the many taxonomies will be presented in this
section.
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Figure A.6: The LOA taxonomy proposed by Parasuraman, Sherida and Wickens [56].

Figure A.6, shows the 10 levels of automation as proposed by Sheridan and Verplank [63]. The
lower 5 levels resemble the levels of automation in which the human is still in control. The upper
4 levels describe a system in which the machine has control. Parasuraman, Sheridan and Wickens
[56] have expanded this taxonomy by applying the LOA to 4 broad classes of functions: information
acquisition, information analysis, decision selection and action implementation.

During this research, automation will have LOA level 5 on decision support. This will be equivalent
to “management by consent”. Once an aircraft enters the airspace, automation will be activated and
proposed a solution to the human. The solution will be executed if the human approves.

A.2.4. Ecological Interface Design

Ecological Interface Design (EID) was introduced by Rasmussen and Vicente [78]. EID differs from
other approaches [23]. In User­Centered Design the focus is on the limitations and capabilities of
humans and their application to design. Technology­Centered approach is focused on the limitations
and capabilities of the technologies. In EID, the focus shifts from the interaction between humans and
machine, to the interaction between humans and work. Human and technological limitations should still
be considered, but they should be seen in the larger context of the work ecology. Ecological Interface
Design makes use of the so called Triadic Approach; see Figure A.7.
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Figure A.7: The triadic approach [10].

In EID the meaningful relationships and constraints in the work domain should be visualised in the
interface. Therefore, EID helps in creating domain transparency. In this research, the EID framework is
used to also visualize themeaningful relation between the agent and its work domain. It is assumed that
the agent is part of the work domain itself. The relationships that it has with the work domain will then
become more salient and can be used to identify important information for creating agent transparency.

In order to show the meaningful relationships, it mainly deals with two questions. The first one
being: “What is the right information?” and the second question is: “How to communicate the right
information?”. The Cognitive Work Analysis (CWA) and the Skill­ Rull and Knowledge (SRK) Taxonomy
will form the basis for answering both questions. The next two section will describe both theories. The
last section will provide two examples of ecological interfaces that try to visualize the work domain.

A.2.4.1 SRK Taxonomy

The SRK Taxonomy of Rasmusssen [61] is used to differentiate between behaviours. In EID, the goal
is to support all behaviour types. This taxonomy describes three types of behaviours.

SBB The Skill Based Behaviour (SBB) is primarily unconscious. These are actions directly coupled
to the environment. They are automatic responses of the neuromuscular system to signals of the
environment. Reflexes are an example of SBB.

RBB Rule Based Behaviour (RBB) is considered with executing stored rules (if­then). These could
be obtained by following protocol or are learned by experience. In contrast with SBB, RBB is cognitive.
Therefore, people are able to explain this type of behaviour. The system goals are not considered
during RBB. The operator is reacting based on recognized cues (signs) and executes the stored rule
that corresponds with these signs.

KBB Knowledge Based Behaviour (KBB) is characterised by considering the system goal explicitly.
In comparison to RBB and SBB, KBB is slow, serial and effortful. During KBB the operator needs to
interpret the meaning of symbols and make decisions that correspond to the system goals.

Training affects these types of behaviours. KBB could become RBB after the operator has encoun­
tered the same situation multiple times. Even RBB could turn into SBB after extensive training on a
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particular situation. Novice operators usually start at KBB and will then create rules and skills for RBB
and SBB during training [39].

A.2.4.2 Theory of Cognitive Work Analysis

The cognitive work analysis (CWA) will form the basis of the EID. The CWA framework was introduced
by Vicente [77]. It consists of 5 parts that together describe the work that needs to be done with respect
to its domain and actors. A description of all steps is provided in this section. In Chapter A.5, the CWA
for this research is performed.

Work Domain Analysis The work domain analysis is used to define the task environment [39]. This
phase starts with stating the system boundaries in order to isolate the work domain. Then, it identifies
the fundamental constraints, both physical and purpose related, that drive the work domain. These
constraints are irrespective of the specific task or actor. This helps in creating a shared understand­
ing or common ground between the actors, which corresponds with the Human Centered Automation
philosophy as described by Billings [9].

The Abstraction Hierarchy (AH) is the main tool that is used in work domain analysis. The AHmakes
a connection between the physical basis and the purpose using the relationships between different
levels of abstraction. The AH has 5 different levels of abstraction. At each level of abstraction, the
level above and below are connected with a means­end relationship as can be seen in Figure A.8.
They answer the Why­What­How questions. The current level describes “What”, the level above gives
a reason and explains “Why”, the level below gives a clue on “How”.

Therefore, the AH is used to answer the first question in EID: “What is the right information?”.
The AH makes the relationships within the work domain salient and is therefore a basis for both the
information content and structure [78].

Figure A.8: Means­end relationship in Abstraction Hierarchy. Retrieved from [46]

If the AH is used for identifying information for creating agent transparency, it is interesting to include
the agent into the system boundary. The advantage is that the relationships between the elements of
the actor and other elements in the work domain become salient. Even though including the actor into
the system boundary is controversial, it is not unprecedented. An example of other technology that is
integrated into the AH is aircraft [11]. It can be argued that the rerouting agent is a technology acting
in the work domain and that this is similar to aircraft that also act in it.

Control Task Analysis In control task analysis, the goal is to create a better understanding of the
task at hand [39]. It identifies what needs to be done and all steps that are undertaken during the control
task. These steps are independent of the actor that will perform the task. Vicente [77] proposes to use
the decision ladder [60] to identify what needs to be done. The steps in the decision ladder are the
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activities a novice would make to carry out the task. The decision ladder shows information processing
activities and states of knowledge. Novices are expected to climb up and down the complete decision
ladder. More experienced users can shortcut parts of the decision ladder. Also enhanced interfaces
could support users to make shortcuts. In Figure A.21, the decision ladder of this research can be
found.

Strategy Analysis The control task analysis states the activities that need to be performed in order to
complete the task. The strategy analysis provides insight into how these activities need to be performed
[39]. A large variety of strategies should be identified during strategy analysis, because agents might
perform the task in a different way. Particularly, the strategy of the automated agent will be of interest
as this can give clues for structuring the information that will be presented to the human operator.

Beforehand, it is hard to predict when a strategy would be useful. Additionally, ATCOs tend to switch
between strategies in order to keep cognitive workload at an acceptable level [68]. The interface should
therefore support seamless transition between the strategies. Designing for the “one right way” should
be avoided. The goal is to facilitate a large variety of strategies [77]. The strategy analysis can be
visualised using a simplified flow maps in which all strategies to perform the activity are noted and all
steps per activity are stated [3]. In Figure A.22, the strategy analysis flow diagram of this research can
be found.

Social Organisation and Cooperation Analysis During social organisation and cooperation analyis
the tasks are divided between agents. The goal is to find out how agents can best work together in order
to improve system performance [39]. It makes clear what the operator needs to do during operation
and how automation needs to be designed. This analysis usually does not have a separate tool. The
diagrams of the previous phases are colored according to the actor to which they belong.

Worker Competence Analysis During the worker competence analysis, the goal is to find out how
the operator can be best supported in his or her task. For answering this question, the SRK taxonomy
[61] is used. The lower levels of cognitive control, which are associated with SBB and RBB, can be
executed quickly, more effectively and with less effort. EID aims to support these levels of control, while
still being able to present information for KBB in case problem solving is required [78]. Thereby, the
worker competence analysis helps in determining what elements on the interface are required in order
to support all types of behaviour during all sub­tasks.

A.2.4.3 ATC Displays Developed

In this section, some examples of ecological displays that try to visualize the work domain will be
discussed. Two important displays are the Travel Space Representation (TSR) and the Solution Space
Diagram (SSD). These displays support the operator in re­routing of aircraft. They do not necessarily
give explanations about the inner workings of automation. However, they support shared cognition and
are able to show the rationale behind automation and thereby provide domain transparency.

A.2.4.4 TSR

The ultimate goal of the Travel Space Representation is to [75, p. 39] “design a shared representation
that underlies both the design of the human­machine interface and the rationale that guides the au­
tomation.” A shared representation would lead to shared cognition between operator and automation.
The TSR was created for 4D trajectories. Trajectories that are not only space­bound (3D), but also time
bound making the problem four dimensional. The representation shows what areas are available for
intermediate waypoint placing while adhering to the constraint given by the 4D trajectory, preventing
loss of separation with other aircraft and avoiding restricted areas.

Figure A.9 shows TSR representation. The form of the TSR is based upon a set of ellipsoids and
is cut­off in the end and beginning due to turning constraints. Each ellipsoid is determined by a speed.
The outer ellipsoid corresponds to the maximum speed of the aircraft. Placing waypoints further away
from the direct trajectory will require flying faster in order to arrive at the end point at the Required Time
of Arrival (RTA). In Figure A.9b, the areas of the restricted and safe field are indicated with respectively



A.2. Human­Automation Interaction 33

dark and light grey. Conflict resolution was performed by placing a waypoint in the safe field of travel
as can be seen in Figure A.9c

(a) TSR of AC1 (b) TSR of AC1 effected by AC2 (c) Conflict resolution for AC1

Figure A.9: TSR overview. Retrieved from [59].

The representation in Figure A.9, is a basic composition of the TSR. More information could be
added such as the ellipsoids that resemble flying speed, which will give a clue regarding efficiency.
Furthermore, a design was proposed that visualizes the robustness of the safe field of travel [59].

In experiment evaluation of the TSR it was found that the tool never suffered from breakdown and
only a very limited amount of safety critical events occurred. The workload for the subjects did increase,
but remained on a manageable level. The tool was found to be supportive for the task at hand [43].

The TSR shows the “sea of possibilities”, which allow for safe system performance and will not
prescribe predetermined strategies and solutions. This enables the operator to implement their own
strategy for solving conflicts. The interface will be most effective for expert operators as they are better
in balancing safety and efficiency. Novice operators tend to seek the boundary of safe operation more
often [44].

The TSR is able to show the rationale that automation is using as it gives insight about the constraints
imposed by the work domain. The abstraction hierarchy of the TSR shows these constraints that the
TSR is visualizing. In Figure A.10, this abstraction hierarchy is shown. As will be discussed in chapter
A.3, the elements and links in this hierarchy are also used by the Flexibility Metric algorithm. Therefore,
the shared representation of the TSR forms a good starting point for explaining decisions of automation.
However, it is still limited in the sense that it is not able to show how the algorithm is interpreting the
work domain and how it uses that interpretation to come up with a solution. A good starting point for
designing an interface for internal transparency would be adding this interpretation of the work domain
and usage of the interpretation for decision making.

A.2.4.5 SSD

The Solution Space Diagram (SSD) was initially developed as a decision support tool for pilots to show
the travel possibilities [74]. An example of a SSD can be seen in Figure A.11 . Similarly to the TSR,
the SSD shows the go and no go areas of the selected aircraft. However, the SSD shows the possible
vectors that will result in a conflict­free resolution in contrast to the TSR, which shows the area for
placing a intermediate waypoint. A vector in the SSD is a combination of speed and heading.

The display was experimentally evaluated by Mercado Velasco et al [50]. In the experiment two
different levels of traffic density were tested in order to test the effect of the SSD on controller workload.
The subjects had to merge traffic using the SSD. It was shown that the SSD had significant effects on
the workload. This was especially the case for high traffic density scenarios.

Westin et al. [80] used a SSD with only a heading band for investigating the effect of strategic
conformance on acceptance of automation. In their research, they replayed the subjects’ own conflict
resolution as automated advisories, which the controller could either accept or reject. The idea was
that the SSD would provide information for the controller to validate the automation advisory. In 25%
of the cases, controllers would disagree with their own conformal advisories.
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Figure A.10: Abstraction Hierarchy of the TSR [71]. Grey shaded blocks are directly visible, while the other blocks become
visible after selecting an aircraft.

In [82], this is explained as a lack of transparency of automation and it is suggested that increasing
the transparency would have a positive effect on decision effectiveness, efficiency and predictability
of automation. Rather than explaining why a certain decision is suggested, they wanted integrate
more information in the SSD interface resulting in a SSD similar as in Figure A.11. Unfortunately,
no significant effects of increased transparency were found. However, the new display was found to
facilitate understanding of the advised resolution better.

Note that also here explaining the rationale of the automation is limited to increasing the trans­
parency of the work domain. Also for the SSD, it would be interesting to show the interpretation of the
work domain by the algorithm and to show its decision making process.

Figure A.11: Example of a SSD with color­coded no­go zones providing information on separation loss proximity [25].

A.3. The Flexibility Metric Algorithm
The previous chapter discussed ecological interfaces that support operators in re­routing aircraft. If a
higher level of automation is desired for this task, an algorithm needs to be selected that supports the
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human in re­routing. In this research, the Flexibility Metric algorithm was chosen to perform this task,
because it has a similar approach as the TSR. This chapter will explain the workings of the algorithm.
It deals with question such as: How does it work? What are its limitations? And what are important
aspects that should be explained? The answers to these questions give good indications about “what
to explain” and “how to explain”; This is a starting point for identifying information that is relevant for
making the algorithm more transparent.

A.3.1. Algorithm workings
The Flexibility Metric algorithm was chosen, because of its similar approach to the problem as the TSR.
Therefore, the newly developed interface that will increase agent transparency, can be better combined
with the TSR. Due to its similarity, it is not necessary to explain the difference in approach. In other
words, adding agent transparency to the domain transparency will become easier to implement.

This similarity in approach can also be seen in the CWA. There is a large overlap of the constraints
of the TSR and the Flexibility Metric algorithm. Both algorithms control the aircraft’s routing by placing
an intermediate waypoint. Furthermore, they are using the performance of the aircraft to investigate
the area that it is able to be reached: the travel space. Subsequently, they are excluding re­routing
options that would result in conflicts. This will lead to a collection of feasible re­routings options. From
these options, an optimal trajectory can be chosen that corresponds with the high level goals of the
work domain. If this is compared to other path planning algorithms such as Dijkstra [19] or A­star [30],
it becomes clear that they have less overlap. Dijkstra or A­Star will only find the optimal solution as it
stops when the goal has been reached. This is a clear difference with the TSR approach in which all
feasible trajectories are discovered.

The Flexibility Metric algorithm is a Node­Based­Optimal Algorithm. It is developed by Idris et al.
[35–37]. Node­Based­Optimal algorithms create a field with nodes and will try to find the most optimal
route along those nodes from start to finish. One of the advantages of Node­Based­Optimal algorithms
is that they are understandable by humans. Furthermore, Node­Based­Optimal algorithms tend to
perform relatively well in terms of computational expense [71]. The Flexibility Metric algorithm has
already been implemented in JAVA for an ATC simulator by Ten Brink. He used this algorithm for his
research and a detailed explanation about the algorithm was provided by him [71]. The text below is
based upon his work and expanded for better comprehensibility where necessary.

The tasks of the algorithm is to find an optimal conflict­free trajectory from the aircraft current position
to the exit point of the airspace sector without arriving late at that point. The optimality of the solution
depends on the strategy used by the algorithm.

The general idea behind the Flexibility Metric is that controlling the trajectory flexibility of one aircraft
will allow the management of the overall traffic complexity, in order to keep it on a acceptable level. The
algorithm is able to optimize for multiple strategies such as shortest path, robustness, adaptability and
a combination of the three. An overview of the algorithm can be seen in Figure A.12. The information
flow is indicated by the arrows. Circles represent information states and the blocks indicate a process.
The figure will be used to explain the whole algorithm step­by­step. There are four important steps. In
the next sections, these steps are further described. The four steps are:

1. Define metric grid,

2. Find all reachable cells: Forward propagation,

3. Find all possible trajectories: Backward propagation, and

4. Evaluate trajectories and find the best one.

The first three steps are iterated through for a range of time intervals. If no solution was found, the
number of segments will be increased. The delay will be increased by relaxing the RTA if increasing
the number of segments did not yield any solution.

A.3.1.1 Defining the metric grid

The first step in the algorithm is defining the metric grid. The metric grid consists of a grid strategy,
obstacle list, state change strategy and interval strategy. Together, they form a metric grid that forms
the bases for further operations.
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Figure A.13: A grid of 11x11 cells. The possible states for the next time steps are colored grey.

Grid Strategy The grid strategy is composed of a 2D grid in the horizontal plane. It takes the aircraft
location, end point location and tile size into account. The grid takes the location of the selected aircraft
as a starting point. The end point will be the location of the desired end point. A linear grid space is
created between the start and end points. The tile size is a setting that can be changed and still needs
to be chosen during display design.

It is possible to use non­linear grids. Using non­linear grids would require extra time to implement,
while its contribution to the research is limited. It could be used in order to make the algorithm more
efficient or complex. However, multiple other settings, such as tile size, could be adjusted in order
to get the same effect. Therefore, using non­linear grids was found to be irrelevant for this research.
Furthermore, it is possible to keep the number of grid tiles constant instead of tile size. Using tile sizes is
preferred, because the resolution of the grid will remain the same independent of the distance between
the start and end point.

An example of a 2D grid can be seen in Figure A.13 The tile size that is used in the example is 5km.
As the distance between start and end points is 50km, the grid has 11x11 tiles. Note that the algorithm
considers the center of the tile as the waypoint for further evaluation.

Interval Strategy The next part of the metric grid is the interval strategy. The interval strategy adds
the dimenision of time. It creates empty time cell maps at time intervals. A time cell map is a structure
that maps time cells to a particular time. Time cells are datapoints that are created during forward
propagation and contain important information about the feasibility, branch possibilities and adaptabil­
ity/robustness costs of the time cell itself.

As can be seen in Figure A.12, the interval strategy takes three parameters: number of segments,
time interval and delay. In this research, the algorithm is limited to placing only one additional waypoint
during conflict resolution. Therefore, the number of segments is either one or two. This is done in
order to keep the workload of the ATCO low. Monitoring multiple waypoints and adjusting them in
case automation would recommend an unwanted solution, only contributes to increasing the ATCO
workload. Furthermore, re­routing of aircraft with multiple waypoints would not be ideal for pilots and
passengers comfort.

The time interval determines at which times a time cell map is created. Figure A.14 shows the
creation of time cell maps in case there are two segments. The interval consists of a start time, inter­
mediate time and an end time. The intermediate and end time are represented in Equation A.1 and
A.2 respectively. In these equations, P is a percentage of the time at which the algorithm evaluates
the placement of a waypoint. Furthermore, the Required Time of Arrival (RTA) is the original end time
if no delay is taken into account. The intermediate time is removed in case only one segment is used.
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Figure A.14: Time cell maps are created at the time intervals. Each time cell map will have the same structure and are empty
still.
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Figure A.15: The time cells that will be blocked due to static obstacles (dark red) or dynamic obstacles (orange).

As is shown in the figure, the delay of the aircraft is integrated into the time interval.

𝑇𝑖𝑛𝑡𝑒𝑟𝑚𝑒𝑑𝑖𝑎𝑡𝑒 = 𝑃 ⋅ (𝑅𝑇𝐴 + 𝐷𝑒𝑙𝑎𝑦) (A.1)

𝑇𝑒𝑛𝑑 = 𝑅𝑇𝐴 + 𝐷𝑒𝑙𝑎𝑦 (A.2)

Obstacle List The obstacle list is the third part of the metric grid. The obstacle list has two types of
obstacles: dynamic and static. Static obstacles block the same time cells and branches for all time
steps. Dynamic obstacles move through the airspace and the time cells that they block will be different
for every time step. A restricted airspace sector is an example of a static obstacle. Dynamic obstacles
could be travelling thunderstorms or other aircraft in the sector. The obstacle list is used to identify
potential conflicts in between time steps by extrapolating their tracks. In Figure A.15, the static and
dynamic obstacles are visualised. The dark red coloured cells resemble the time cells that will be
blocked due to static obstacles. The orange coloured ones match the dynamic obstacles.

State Change Strategy The final part of the metric grid is the state change strategy. It defines how
the aircraft is able to change its state for the next time step. It consists of a speed and a heading
strategy. The speed strategy is defined by the minimum speed, 𝑉𝑚𝑖𝑛, and the maximum speed, 𝑉𝑚𝑎𝑥,
of the aircraft. Furthermore, a step size, Δ𝑉, is defined. The heading strategy is built up similarly. A
minimum,Ψ𝑚𝑖𝑛, and maximum heading,Ψ𝑚𝑎𝑥, are defined together with a step size of possible change
in heading, ΔΨ. The algorithm assumes instantaneous heading and speed changes. An example of a
state change strategy on a 2D grid can be seen in Figure A.13.

A.3.1.2 Forward propagation: finding all reachable cells

The next step in the algorithm is forward propagation. During this step, the reachable cells are explored.
The first time cell map is the start. The state change strategy determines which cells in the next time
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Figure A.16: Forward and backward propagation: The red cells are time cell that have not been created due to an obstacle. The
blue cells are cells that the aircraft could reach, however starting from those time cells the end point is not reachable. The green
cells are both reachable from the start point of the previous time cell map and are able to reach the end point of the next.

step will be evaluated. It is checked if the cells are blocked by an obstacle. This could be the case if
the time cell is reserved for an obstacle. It is also possible that a branch to the cell is intersected by
a static or dynamic obstacle. If no obstruction is found, a time cell is created. All time cells are thus
reachable states as they fall within the state change strategy and are not blocked due to an obstacle.
For all the new time cells in the time cell map, the process will start again for the next time cell map.

Figure A.16 shows the forward propagation. All cells that are evaluated have a colour. If no time
cell could be created due to obstacles, the cell is coloured red. A time cell is indicated with either blue
or green. The difference between these two will be detailed further ahead. For simplification, the last
time cell map shows only the time cells of the upper time cell of the second time cell map in the middle
of the grid.

A.3.1.3 Backward propagation: finding all feasible trajectories

During backward propagation, the time cell maps are analysed in a reverse order in order to find the
feasible trajectories. During this process the end point will be marked as feasible. Then it will be
checked which time cells have feasible branches to the end cell. These time cells are marked feasible
as well. This process repeats until it reaches the start point. All cells that are now marked as feasible
are not only reachable, it is also possible to construct a trajectory from start to end using that cell.

Figure A.16, shows the backward propagation as well. The green coloured cells are marked as
feasible. The blue time cells are not feasible. The backward propagation starts from the end point in
the last time cell map. Therefore, only one time cell is coloured green in this map. All cells that are
connected to this cell via a feasible branch are coloured green as well.

A.3.1.4 Finding the optimal trajectory

The final task for the algorithm is selecting the optimal trajectory out of all feasible trajectories. This is
done using a cost function. In total, there are 4 implemented cost functions and these are the same as
used by Ten Brink [71], which are based upon the work of Idris et al. [37]. These cost functions optimize
for shortest path, robustness, adaptability or a combination of them. The concepts of robustness and
adaptability are defined as:

“Robustness is defined as the ability of the aircraft to keep its planned trajectory unchanged in re­
sponse to the occurrence of disturbances, for example, no matter which trajectory or conflict
instances materialize.” [36, p. 4]

“Adaptability is defined as the ability of the aircraft to change its planned trajectory in response to the
occurrence of a disturbance that renders the current planned trajectory infeasible.” [36, p. 4]
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Ten Brink [71] found in his preliminary research that the results of using adaptability and robustness
would only differ if six segments or more were used. During this research, the maximum number of
segments is two. Therefore, adaptability is not considered in this research. Furthermore, during the
designing stage, the focus is on the shortest path strategy. Only if time allows it, other strategies will
be used. The cost functions related to the concepts stated above, are defined as follows:

𝑆ℎ𝑜𝑟𝑡𝑒𝑠𝑡 𝑝𝑎𝑡ℎ = 𝑆𝑃 = 𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒(𝑇𝑟𝑎𝑗𝑒𝑐𝑡𝑜𝑟𝑦 𝑙𝑒𝑛𝑔𝑡ℎ) (A.3)

𝐴𝑑𝑎𝑝𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 𝐴𝐷𝑃 = 𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒(𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑎𝑐ℎ𝑎𝑏𝑙𝑒 𝑡𝑟𝑎𝑗𝑒𝑐𝑡𝑜𝑟𝑖𝑒𝑠) (A.4)

𝑅𝑜𝑏𝑢𝑠𝑡𝑛𝑒𝑠𝑠 = 𝑅𝐵𝑇 = 𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒( 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒 𝑡𝑟𝑎𝑗𝑒𝑐𝑡𝑜𝑟𝑖𝑒𝑠𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑎𝑐ℎ𝑎𝑏𝑙𝑒 𝑡𝑟𝑎𝑗𝑒𝑐𝑡𝑜𝑟𝑖𝑒𝑠 ) (A.5)

𝐶𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛 = 𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒(−𝐶𝑆𝑃 ⋅ 𝑆𝑃 + 𝐶𝐴𝐷𝑃 ⋅ 𝐴𝐷𝑃 + 𝐶𝑅𝐵𝑇 ⋅ 𝑅𝐵𝑇) (A.6)

𝐶𝑆𝑃, 𝐶𝐴𝐷𝑃, 𝐶𝑅𝑂𝐵 are the weights that are used to combine the costs of shortest path, adaptability
and robustness respectively. These still need to be determined.

A.3.2. Verification
Ten Brink [71], verified the algorithm using the TSR interface. Verification of the code needs to be
done again, because some minor adjustments were made and the code has been integrated in new
simulation software. The idea is to verify it using the TSR again. The algorithm creates trajectories by
placing intermediate waypoints. This is similar to the approach of the TSR interface. This verification
will be done at the beginning of the next research phase.

A.3.3. Limitations
The Flexibility Metric algorithm has some limitations itself. This section touches upon some of the
limitations that are relevant to the research at hand. The first limitation that becomes clear from the
description of the algorithm workings is that the algorithm discretizes the work domain. This is done
both in space and time. This creates the possibility that some theoretical solutions will be overlooked
due to the discretisation. Fortunately, the chosen discretization in space can be made using small
steps largely solving the problem. Primarily for discretization in time, computational expensiveness
will be influenced more by minimizing the time steps. The right balance needs to be found between
computational effort and solution resolution.

Furthermore, changes in speed and heading are assumed to be instantaneous. The software pro­
gram in which the algorithm is integrated, takes into account flight dynamics. Therefore, problems may
occur for conflicts at a very short time to collision, because the simulated aircraft is not able to react as
fast as the algorithm thinks the aircraft is able to. Therefore, it was chosen to only evaluate conflicts
with over 5min to LOS.

Finally, the algorithm needs to function suboptimally in order for the operator to understand what is
going on. The suboptimality might be induced by increasing the tile size or time steps in order to make
them visible. Additionally, discretizations in the state change strategy need to be made. The algorithm
will only evaluate at some cells in a certain heading and speed range. More simplifications might be
required in order to be able to increase the internal transparency of the algorithm.

A.3.4. Insights for explanations
In the final section of this chapter, the information that is relevant for constructing explanations regarding
the algorithms workings is summarized. In order to show how the algorithm is interpreting the work
domain, the four elements that build the metric grid are of importance. These are the grid strategy,
interval strategy, obstacle list and state change strategy. This will be a starting point for creating a
higher level transparency.

Other relevant information could be the cells that the algorithm is evaluating. Additionally, showing
time cells that are reachable and/or feasible will be useful. The basis for this information lies in the
construction of the metric grid. However, presenting this information could help the operator to show
what follows from the defined metric grid.



A.4. Automation Transparency 41

Other points of interest are the cost strategy and cost values. These determine which trajectories
will be chosen. Showing information about the cost strategy and cost values will allow for explanations
to be made about why the algorithm prefers some feasible trajectories above others.

Not all information stated above is easily visualised. Amultitude of time cell maps will be created and
across time cell maps, the same cells will be evaluated. This will lead to different information regarding
cost values for the same cells. Summing of time cell maps is therefore not the straightforward solution,
but might be an option under some conditions. Choosing the shortest path strategy and limiting the
amount of segments and time steps will contribute to the possibility of adding time cell maps.

A.4. Automation Transparency
This chapter dives into the concept of automation transparency. Section A.4.1 gives a brief overview of
what transparency is. Section A.4.2 explores the benefits and limitations that transparency might have.
Transparency will take the form of an explanation in this research. Therefore, Section A.4.3 describes
what explanations are and how they are triggered. The techniques that could be used for explaining
algorithms are explored in Section A.4.4. In addition, the relevance of those techniques for the design
of the interface are discussed. Finally, Section A.4.5 will conclude with the finding of this chapter and
will present key steps for further analysis for constructing explanations and increasing the transparency
of the algorithm.

A.4.1. What is transparency?
The word transparency has many meanings and is used across many fields of research. In this re­
search, transparency regarding automation by algorithms is considered. Normally this type of trans­
parency is referred to as algorithmic transparency, automation transparency or agent transparency.
The following definition for transparency will be used [79, p. 2]: “The extent to which aspects of the au­
tomation’s inner process underlying a solution can be observed and explained in human terms.” Well
implemented transparency could enable the operator to get insights of the inner workings of automa­
tion, which will allow for answering questions about why and how the computer agent makes decisions.
Transparency will thus take the form of an explanation [70].

The opposite of transparency is opacity. Opacity in algorithms refers to the occluding of the inner
workings of the algorithm to its user [58]. In literature, both terms are used and essentially tackle
the same problem. Transparency is usually presented as the solution for opacity. Another well known
formulation for opacity is the black box model. Inputs and outputs are known, however the link between
in­ and output is not clear for the user. Opacity in algorithms can have many downsides such as
automation surprises, biases and low trust in automation [20].

According to [52] transparency consists of two elements: accessibility and comprehensibility of in­
formation. The operator must be given (relevant) information about the decision process of automation.
In addition, the information should be presented in such a way that it can be (easily) understood by the
operator. The combination of accessibility and comprehensibility is interesting because they are in
potential conflict. Disclosing more information about the decision process in real time, could endanger
comprehensibility by overwhelming the user with information.

The remainder of this section will be dedicated to subdividing transparency to clarify terms used in
this report.

Explainability and Auditability A first distinction in transparency that can be made is described with
respect to the goals for using transparency in interface design. According to Springer and Whittaker
[69], transparency has two facets: explainability and auditability. Explainability has as a main goal to
improve the user experience and usage of the system by showing the user the inner working of the
system. The information presented is incomplete, but it is enough to enhance the user mental model
and increase user trust. Auditable transparency is mainly used for validating the system for use by
external parties. The aim of this type of transparency is to ensure that the system is fair and unbiased.
Complete and sound information is required for this purpose.

Springer andWhittaker argue that when designing for transparency, it is not possible to achieve both
goals simultaneously with the same implementation. A choice has to bemade between the facets. They
claim that the user will be overwhelmed with the information required for proving fairness which will not
contribute to the usage of the system and to the user experience.
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In this research, the focus will be on explainable transparency. Improving trust and performance
of the system are the main goals of using transparency. These goals are aligned with the explainable
facet of transparency. In general, it is also important that operators are able to detect the limits of
automation. However, the interface should give enough comprehensible information to detect these
limits, while not overwhelming the operator. Detecting algorithm biases or design flaws should be done
by another form of transparency for another audience.

Knowing that the focus will be on explainable transparency, it is worthwhile to differentiate trans­
parency further into “Domain and Agent Transparency” and “Operator and Designer Transparency”.
These concepts will be used throughout the report, therefore the difference between these transparen­
cies is described in the paragraphs below.

Domain and Agent Transparency An important distinction can be made between transparency in
the work domain and transparency for the inner workings of the algorithm. A good example is the TSR,
it shows the constraints based upon the work domain. Due to speed, heading and obstacles there
are areas where no waypoints could be placed (red areas) and places where it is possible to place
an intermediate waypoint (green areas). The representation is continuous as the constraints from the
work domain are continuous. However, if the algorithm is the subject for transparency, continuous
constraints may not be applicable. If an algorithm analyses the environment and produces discrete
solutions, it might be interesting to show the discretized constraint instead of the continuous variant as
it gives more insight into how the algorithm works. It is an important aspect to keep in mind during the
design process.

Operator and Designer Transparency Another important aspect for explaining is the target audi­
ence. Who is the explainee and what is their base of understanding; their starting point for interpreting
the problem? This results in designer and operator transparency. Both have different needs for ex­
plaining. The designer might want to know in detail how the algorithm works. The operator might only
be interested in why it makes that particular decision and is not interested in the exact workings of it.
Furthermore, the operator has only limited time to “be explained” and must not be overwhelmed with
information. Clearly the explanation must be tailor­made for the audience. That doesn’t mean that
elements of designer explainability could not be used in operator transparency and vice versa. During
the design process a clear definition needs to be made on what the audience of the transparency will
be.

In this research the goal is to explain how the algorithm makes a decision and why it makes a
particular decision. Explainable transparency for the operator that focuses on the inner workings algo­
rithm is thus required. Transparency will take the form of an explanation, which will be visualised either
explicitly or implicitly.

A.4.2. Benefits and limitations
The first questions to answer are: why is transparency needed? And what benefits does it gives us? In
this section, these questions will be treated inmore detail. A brief summary of limitations in transparency
will be given as well.

A.4.2.1 Benefits of transparency

Many articles indicate the potential for transparency. Unclear reasoning of automation results in ques­
tioning the automation’s accuracy and effectiveness by human operators. Transparency is proposed
as a solution by [14], [24] and [29]. In [84], transparency is proposed for adoption of automation in
the medical field. A field that is similar to ATC in the sense that it has high stakes and requires high
expertise by the operator. In [21] transparency is suggested as a mean to increase the mental model
of the user of the system as a whole, which in turn increases trust, control effectiveness and user’s
satisfaction according to [17], [45] and [49]. Furthermore, transparency could be used in addition to
strategic conformance [82] or could (partially) replace it. It is expected that adding transparency to the
system will result in the opportunity to make the system less conformal, which could potentially lead to
more optimal solutions [79]. Finally, according to [52] transparency is required for allowing meaningful
oversight by the human. They state that human intervention becomes increasingly difficult if the human
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has less information than the machine. This comes down to a call for transparency to increase trust
and understanding as well as control over automation [1].

A.4.2.2 Limitations of transparency

Literature in the field of transparency is not only positive. Critical voices are trying to temper the overall
(naive) enthusiasm for transparency [52]. In [4] a total of 10 limitations have been summarized. Five of
these limitations were found relevant for this research. The other five limitations are primarily focused
on large social­technical systems, such as banks or governmental institutions, in which processes
needed to be made transparent to the general public. The five relevant limitations are listed below:

1. Transparency can (intentionally) occlude: Due to a large amount of information, users could
be overwhelmed and might not see important pieces of information.

2. Transparency does not necessarily build trust: Research shows that full transparency could
have a negative effect on trust [42]. In addition, transparency could give a false suggestion of
trust [41].

3. Transparency can privilege seeing over understanding: Seeing is not the same as under­
standing. Interaction is required to understand how systems behave in relation to their environ­
ment [62].

4. Transparency has technical limitations: Some parts of algorithms might be hard and some­
times impossible to understand. Even for creators, algorithms are sometimes inscrutable [13].
In [18], it is argued that not all relevant information could be disclosed due to the fact that some
information never takes an observable form.

5. Transparency has temporal limitations: Different moments in time may require or produce
different kinds of system transparency.

In [41], two other interesting limitations become clear. It is argued that transparency fundamentally
depends on having a critical audience. Without a critical audience, flaws in automation cannot be
traced and the potentials of transparency are limited. Furthermore, algorithms become more complex
and perform with increasingly greater speed, which is in contrast with humans who are limited to their
own cognitive resources [41]. This results in the following two extra limitations:

6. Transparency needs a critical audience

7. Transparency is limited by human cognitive resources

For this research, it is important to keep these limitations in mind while designing the display.

A.4.3. Explanations
As indicated by the sections above, transparency has to be able to explain the algorithm’s inner work­
ings. Explanations are thus a central concept in this research. Two major question arise by formulating
explanations: “What to explain?” and “How to explain?” [21]. The following section takes a closer look
at explanations and will find clues to answer those questions. Unfortunately, answering these questions
is not straightforward and depends on the use­case and the audience.
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Table A.2: Table with triggers for explanation and the related user learning goals. The most relevant triggers and user’s goal are
colored. Retrieved from [33]

TRIGGERS USER/LEARNER’S GOAL
How do I use it? Achieve the primary ask goals

How does it work?
Feeling of satisfaction at having achieved an
understanding of the system, in general (global
understanding)

What did it just do?
Feeling of satisfaction at having achieved a
understanding of how the system made a particular
decision (local understanding)

What does it achieve? Understanding of the system’s functions and uses

What will it do next? Feeling of trust based on the observability and
predictability of the system

How much effort will this take? Feeling of effectiveness and achievement of the
primary task goals

What do I do if it gets it wrong? Desire to avoid mistakes
How do I avoid the failure modes? Desire to mitigate errors

What would it have done if x were different? Resolution of curiosity at having achieved an
understanding of the system

Why didn’t it do z? Resolution of curiosity at having achieved an
understanding of the local decision

A.4.3.1 Triggers for explanations

There are many triggers that could result in the request for an explanation. Table A.2 gives an overview
of potential triggers [33]. Not all triggers are relevant for this research. The triggers are dependent upon
the situation and the audience. One can imagine that a novice might have different learning goals
compared to experts. The same holds for the designer of the algorithm or interface compared to the
ATCO.

The scope for this research has been narrowed down to operators working in an Area Control
Centre. They have experienced in the ATC tasks, which are experts in their field, however they are not
necessarily experts in the algorithm. This gives clues to which trigger are of importance in this research
and which triggers are not.

Triggers that have been found out of scope are “How do I use it?”, “How does it work?”, “What
does it achieve?”, “How much effort will this take?” and “What do I do if it gets it wrong?”. These
questions are relevant for the training phase of novice users. They help the user learn the system.
Explanation coupled to these question could be of use for the introduction of an explainable system.
However, during operation, these explanations could be considered information noise, because the
operator already knows the answers to those questions.

The question “How do I avoid the failure mode?” is trickier. The operator does not have influence
on an automation failure. However, he should be able to notice it. In addition, showing the limitations
of the automation is interesting as well. This will give the operator the opportunity to judge the quality
of the proposed solution.

The questions “What did it just do?”, “What would it have done if x were different?” and “Why didn’t it
do z?” are the most relevant triggers for explanation within the scope of this research. These questions
are focused on the local understanding of a decision rather than the global understanding of the system.
Local understanding is defined as the understanding of a specific decision or single prediction. Global
understanding is defined as understanding of the whole logic of the model. Using that knowledge the
operator should then be able to explain all different possible outcomes. These definitions are based
upon the definition of local and global interpretability [2] and local explanations [6]. Local understanding
thus deals with the question: “why has this decision been chosen in this situation?”. Local understand­
ing solves anomalies that an operator might have and will help him to judge the current decision. The
focus is thus on the current situation making local understanding more desirable during operation.

Even though the focus will be on local understanding, some degree of global understanding must be
present. Global understanding is able to facilitate local understanding. Furthermore, in novel situations
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global understanding might be required to help the operator in Knowledge Based Behaviour (KBB)
(e.g., determining whether the algorithm is capable of solving that problem considering the limitations
that it has). It should be noted that the global understanding should mainly be created during the
training phase. During operation, information presented by the interface will facilitate the use of global
understanding on the particular problem.

The explanations that give answer to the above mentioned questions could be given explicitly or
implicitly. The difference between these are that explicit explanations directly compose an answer to the
question, e.g.: “This waypoint was not chosen, because it has worse performance regarding distance”.
Implicit explanation will show the required information to interpret the reason for a certain decision. The
required information could be aided with clues of importance in order to help interpretation.

A.4.3.2 Human explanations

An important aspect of making the automation transparent is the human itself. As is indicated in Section
A.4.2.2, one of the limitations of transparency is introduced by the limited cognitive resources. The
human should be able to process the amount of information and in addition the information should
be comprehensible as well. In general, the human factor has been taken into account insufficiently in
explainable AI [1].

Miller [51] connects the research in explainable AI with the vast amount of research on explanations
from the social sciences. The main conclusion is that explanations are contextual. This conclusion is
based upon the following major findings:

• Explanations are contrastive: People do not ask why event X happened, but are more inter­
ested in why event X happened instead of event Y. Explanations are needed in response to a
counterfactual case, also known as foils.

• Explanations are selected (in a biased manner): People are generally not interested in all the
causes for event X to happen. They are inclined to take only one or two causes to explain event
X. These primary causes are usually chosen in a biased manner.

• Probabilities do not matter: Referring to probabilities and statistical relationships is not as ef­
fective as referring to causes.

• Explanations are social: Explanations are transfers of knowledge in the form of a conversation
or interaction.

The findings of Miller should be used as guidelines in how explanation could be best presented to
humans. During the design of the interface, these main conclusion should be taken into account. Note
that probabilities can still be valuable, however causes have the preference if they are available.

A.4.3.3 Progressive disclosure

As discussed earlier in this section, there are triggers that will result in the request of an explanation.
This gives an indication of what to explain. However, it does not tell us when an explanation is needed.
Explanations containing too much information could be harmful to the usage, trust and performance of
the system [42]. Furthermore, the excessive information could overwhelm the user leading to rejecting
the tool according to Springer et al. [70]. Explanations are only needed if expectation are violated.

Springer et al. propose the usage of progressive disclosure. This means that information is given
on an “as needed” basis. This is similar to how humans usually provide explanations as this is done
when the situation demands it [26]. By using progressive disclosure, the user will dive deeper and
deeper into the algorithm on request. It will help select what information is relevant for the current
situation. This way progressive disclosure could help avoid display clutter, while maintaining the ability
to give complete information if necessary. In order to create an interface that incorporates the idea of
progressive disclosure, interaction will be of importance.

The idea of progressive disclosure could be used together with the concepts of SBB, RBB and KBB
as described by the SRK taxonomy [61]. This taxonomy will be explained in more detail in Section
A.5.5. Information for RBB during an uncommon situation, might be stored at a deeper level than
information for commonly used SBB and RBB. Another deeper level could store information required
for KBB, which is usually only used in new and unfamiliar situations.
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Figure A.17: Decision tree example. Upper figure resembles traffic situation and lower figure a decision tree explaining algorithm
decision for aircraft planning [67].

A.4.4. Techniques for explaining algorithms
The TSR and SSD are used as inspiration and will form a basis that is able to show the constraints
applied by the work domain. In order to create an interface that explains the Flexibility Metric algorithm’s
inner­workings, it is interesting to look into explanation techniques. This section will show a variety of
techniques that could help explaining algorithms. These techniques do not necessarily have to be used
separately.

A.4.4.1 Decision trees and tables

One commonly used technique for explaining algorithm rationale is decision trees [2]. Huysmans et
al. [34] present research into the comprehensibility of decision trees and tables. It was found that
larger and more complex representations resulted in a decrease in answer accuracy, an increase in
answer time and a decrease in confidence. Decision trees, especially, were found to have decreased
performance due to their rapidly expanding representation size for large problems. Decision trees and
tables should thus only be used for representations of low complexity.

Spencer [67] used decision trees to visualize the planning state of his newly developed algorithm
for ATC automation. In Figure A.17, the top figure represents the traffic situation, while the bottom
figure resembles the planning state. The algorithm is always selecting the lowest score possible in
planning the action for the aircraft in question. The simple representation clearly tells the operator what
consideration the algorithm has made and why the algorithm has made a decision.

Decision trees are model specific and their effectiveness and ease of implementation is therefore
also very dependent upon the algorithm under consideration [2]. The Flexibility Metric algorithm, used
in this research, does not necessarily lend itself to a decision tree. The algorithm will evaluate a large
number of possible trajectories. Displaying all trajectories in the form of a decision tree will consume
a large part of the screen, if it fits at all. Furthermore, large decision trees require great effort for
processing and interpreting. A surrogate model or a trajectory selection module should be developed
if decision trees were to be applied for explaining purposes.

A.4.4.2 Contrastive Explanations

In Section A.4.3.2, it is stated that humans often create explanation in a contrastive manner. The
implicit question is usually “Why did event X happen instead of event Y?”. Therefore it seems logical to
build explanation of algorithms in a similar way; creating contrastive explanations. These explanations
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could take multiple forms. In this literature study both counterfactuals and “What if” and “Why not?”
explanations are considered.

Counterfactuals Adadi et al. [2] define counterfactual explanations as explanations that show the
minimum condition that would have led to an alternative solution. The counterfactuals are the conditions
that will change the solution. An example would be: “The solution would change if x>a”. “x>a” would be
the counterfactual in this example. The idea might also be visualised. An example would be colouring
the area or values that would ensure the same solution.

This explanation contributes to creating local understanding as it gives information about why this
certain decision was chosen and why this decision is no longer true. According to Grover et al. [27],
the explanatory power would be even greater in accompanying counterfactual with factual reasoning;
so called “balanced” explanations.

Building counterfactual explanations might not be straightforward. Guidotti [28] is using a genetic
algorithm to learn the local decision boundary in the neighboorhood of the instance under consideration.
A decision tree is created using the logic found. The decision tree is then used to build factual and
counterfactual explanations. This process of developing an explanation is extensive and might not be
the way to go for real­time operations. At least some degree of logic has to be extracted from the
algorithm used in this research in order to create counterfactual explanations.

“Why not?” and “What if?” Another way to create contrastive explanations is by facilitating answers
to “What if?” and “Why not?” questions. Both questions allow for exploring the field of possibilities. The
difference between the question is in the nature of the trigger as discussed in Section A.2. The user’s
learning goal for “What if” questions is curiosity about how the system will work. “Why not questions”
are more focused on answering the anomaly a user would have considering a local decision [47]. “Why
not” questions will thus require a higher degree of explanatory information.

Lim et al. [47] research “What if” and “Why not” explanations. They found out that ”Why not” ex­
planations significantly increase understanding, trust in the system and task performance. As the task
in their research was focused on interpreting and evaluating, “What if” explanations merely performed
better than no explanation at all. Other tasks could still benefit from “What if” explanations.

A way of implementing “What if” and “Why not” explanations would be to let the user select a point
of interest for placing a waypoint. The interface should then give performance results of the trajectory
related to that point of interest. This implementation still has limitations as it is only able to show some
trajectories and not all. Therefore, the user needs to actively probe options.

A.4.4.3 Interaction

“Explanations are social” is one of the concluding remarks from Miller’s review on explanations. It
states that explaining happens in a dialog between explainer and explainnee: a form of interaction. As
of now, explanations resulting from research of the Explainable AI community are static [1]. Abdul et al.
suggest an alternative approach in which users are allowed to explore the system’s behaviour freely
through interactive explanations.

Interaction is closely related to progressive disclosure described in Section A.4.3.3. Interactively
giving more information at user request only if the user is in need of that information. This will ensure
more effective explanations and helps in determining the foil of the explanation requested by the user.

Apart from the concept of progressive disclosure, this technique could be used in combination with
many other techniques. Another example is the combination of interaction with partial dependence.
Interaction could be in the form of sliding bars, that would change the input or settings of the algorithm.
The operator could then see what the effect is of a particular input or setting on the output.

An example of such an interface can be seen in Figure A.18. The user is able to explore the
effects of inputs, e.g. “test scores”, on the algorithm decision. In addition, it is visualised how much
each value contributes to the final decision. Cheng et al. [15] used this interface in their research
for finding design principles for explanation interfaces. They found that interactive explanations can
improve understanding. However, interactive explanations take time when compared to static ’white
box’ explanations. Note that their research had a target audience of non­experts.

It should be noted that there should be a balance between the interactivity and stasis of the expla­
nations. If the operator needs to perform too many steps, it will require a lot of effort to find the right



48 A. Literature Report

Figure A.18: Sliding bars as an interactive element for explaining a student admission algorithm [15]

explanation for the anomaly the operator wants to solve. At the same time, static explanation might not
allow for efficient selecting of information and might even suffer from information incompleteness due
to display constraints.

A.4.4.4 Animations

Animations are used for learning environments and are able to increase understanding. Vegh and
Stoffova [76] showed that their card interactive animations helped students understand a sorting algo­
rithm. The students were able to recognize the main ideas of the sorting algorithm, but they did not
understand the algorithms in detail. Vegh and Stoffova claim that more specific micro level explanation
should be used to also explain the details.

This highlights the challenge of using animation for explainability purposes. It should be carefully
considered what needs to be explained. The design challenge is to skip over small steps in order to
visualize the major step or focus on micro­steps at the expense of not visualizing the major step [53].

Animation could be used together with the concept of slowness. Algorithms are making decisions
much faster than humans. Slowing down the algorithm reasoning process and visualizing the reasoning
step by step could help humans further understand the algorithm. Furthermore, according to Park et
al. [57], slowing down algorithms would encourage users to reflect on judgements of themselves and
the algorithm. Results showed that participants accepted good quality algorithms more and bad quality
algorithms somewhat less due to slowness.

Animation has been proven to mainly increase understanding under learning conditions (e.g., [76]).
Animation might thus be very suitable for operators that are novices. Using animation, the main ideas
of the algorithm workings could be taught to the operator. However, experts request explanations for
solving anomalies rather than to learn the main idea behind the algorithm. Furthermore, one could raise
questions at the relevance of showing the experienced operator an animation that he has already seen
a dozen of times. Animations are therefore found to be less relevant for this research. The concept of
slowness could still be of interest as it will allow operators to reflect on algorithm decisions.

A.4.4.5 Partial Relationship and Sensitivity

Another way of explaining what happens inside automation, is by using partial relationship. Visualis­
ing the partial relationship between an input variable and the outcome of automation will tell the user
something about the inner working of automation [2].

As discussed in Section A.4.4.3, sliding bars could be used to visualize this relationship. Changing
the input will have some effect on the overall output (or none). This information tells the user some­



A.5. Cognitive Work Analysis 49

thing about the most important input variables and the sensitivity of the solution regarding these input
variables. This information could be used to judge the validity of the proposed solution.

Another example is shown in Figure A.19. This example makes use of Shapley explanations to
create understanding of the algorithm [48]. The purple features are contributing to the risk of getting
a disease, while the green values are decreasing the risk. The explanation clearly shows how the
outcome is built up. These Shapley explanations are especially interesting whenmultiple input variables
influence the outcome.

Figure A.19: Shapely explanations in the medical field [48]

A final example is the SUPEROPT interface developed by Richards and Turnbull [72]. This inter­
face will allow for controlling the cost function by imposing constraints to which the algorithm needs to
adhere. The SUPEROPT interface has a different goal than this research. Its goal is to control and
interact with the algorithm. However, the idea of influencing the outcome of the algorithm by changing
the settings and strategies could be used for an increased understanding using partial relationships.

If these types of explanations were to be implemented, the number of inputs to be checked should
be limited as it is not ideal for the operator to look at the partial relationship of every input or setting
separately. Furthermore, the main goal has to remain understanding of the algorithm and not the
interactions with and modification of algorithms proposed resolutions.

A.4.5. Conclusion
From the section above, it could be concluded that transparency should improve explainability of the
system by showing the inner workings of the algorithm. Transparency can have many benefits. How­
ever, transparency is not the answer to all problems and has a number of limitations. It is important
that the audience stays critical and that the human limitations of its cognitive resources are considered.

Therefore, the human way of providing explanation should be taken into account during the design.
Two major conclusions of Miller [51] are that explanations are contrastive and social. Therefore, “what
if?” and “why not?” explanations will be of interest during the design. Furthermore, the aim should be to
make use of interaction as well. Partial relationship in the form of Shapley explanations or sliding bars,
could be used if a combination strategy will be used or multiple inputs/settings influence the outcome
greatly.

Answering the questions of “What to explain?” and “How to explain?” is very dependent upon the
use­case and the audience itself [21]. In this chapter, a start has been made at answering these
question for the use­case and audience of this research. The answers are still generic and could be
more specific. Cognitive work analysis, Chapter A.5, and an analysis of the Flexibility Metric, Chapter
A.3, could help out in determining what to explain and how to explain.

A.5. Cognitive Work Analysis
The cognitive work analysis is useful for giving designer insights into how to create tools that support
human work [77]. It is considered as the basis of ecological interface design and will help discover
what needs to be explained. In addition, the CWA puts boundaries on what the user and automation
needs to know. According to Vicente [77] a cognitive work analysis consists of five parts: work domain
analysis, control task analysis, strategy analysis, social organisation analysis and worker competence
analysis. These five steps will all be described in the following sections.

A.5.1. Work Domain Analysis
The first task in the WDA is to scope the work domain and make the system boundaries explicit. The
work domain under consideration is an airspace, which is crossed by aircraft that need to travel through
the airspace safely and efficiently. Normally, the work domain is independent of the actor that is work­
ing in it. However, as we are trying to show the inner­workings of the algorithm that has its own view
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Figure A.20: AH of the work domain based upon AH from Area Control [11]. Orange highlighted blocks are added due to
visualisation of the algorithm.

on the work domain, it was chosen to incorporate the algorithm itself into the work domain. This will
have influences on the Abstraction Hierarchy. The work domain is further simplified by excluding com­
munication.

A commonly used tool for mapping the work domain is the Abstraction Hierarchy (AH). In Figure
A.20, the AH of the work domain is visualised. The AH was based upon a typical Area Control AH
retrieved from [11]. Communication has been removed as it is not considered as part of the work
domain during this research. The orange blocks and lines are of importance. These have been added
as the result of incorporating the algorithm into the work domain.

The algorithm will provide trajectory advisories. Therefore, the algorithm has major influence on the
routing block in the generalised functions level. The proposed route of automation is dependent upon
the 4 elements that define the metric grid and the cost strategy. The obstacle list, grid strategy, state
change strategy and the interval strategy determine how the algorithms sees the work domain. Addi­
tionally, these elements of the metric grid will determine which trajectories will be marked as feasible.
The cost strategy is used to find a optimal solution from all feasible trajectories. Visualising these 5
elements will show an operator how (re)routing is performed in the work domain.

Other relevant links are connecting localisation and grid strategy, obstruction and obstacles and
routing and separation. The orange link between routing and separation has been created, because
the algorithm will make sure that aircraft separation is maintained in creating new routing suggestions.
Furthermore, localisation and grid strategy are connected due to the major influence of the localisation
of the grid strategy. Finally, the link between obstruction and obstacle list has been created. The
obstacle list is how the algorithm will interpret obstruction in the airspace.

A.5.2. Control Tasks Analysis
Because this research is focused on supervising an algorithm, the supervisory task of judging an auto­
mated conflict resolution has been chosen as the main task to consider. The setting is as follows. An
aircraft enters the airspace. Upon entering the airspace, automation will check if re­routing is required.
If so, it will determine the optimal trajectory and proposes its resolution. The supervisory task is to check
the proposed resolution based on its validity and optimality. The latter being of less importance for the
shortest path strategy as human experts usually try to decrease workload by increasing robustness
rather than to optimize for the shortest path [44].

Vicente [77] proposes to use a decision ladder during this step of the analysis. Figure A.21 shows
the analysis of this task using a decision ladder. The colored blocks and circles are used during the
supervisory task. All steps have been noted down in Table A.3. The control task analysis should still
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Figure A.21: Control task analysis for supervising an automated conflict resolution using a decision ladder.
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be actor­independent. Therefore, all tasks have been described in a actor independent manner. The
steps are as follows.

Step 1a is the activation of the task. In this case, activation will be done by the automation’s pro­
posed re­routing. The resultant state of knowledge of step 1b will be the awareness of the need for
supervising the generated trajectory. Step 2a is observing the proposed trajectory for re­routing. In
step 2b, the actor will have knowledge about what the proposed trajectory is in terms of waypoints,
heading and speed clearances. The actor will also have knowledge about the performance, costs and
safety, of the proposed trajectory. Using this knowledge, a determination is made on whether to go into
more extensive investigation of the proposed solution. If so, other potential solutions to the re­routing
problem need to be found in step 3a and subsequently investigated based on their performance in step
4a. All options need to be evaluated in comparison with the known solutions in step 5a. The result of
this step is knowledge of whether to keep the proposed re­routing solution in step 5b. The final step is
the execution of the obtained knowledge in step 6a.

A.5.3. Strategy Analysis
In the next step of the CWA, the strategies are analysed. During this phase, the goal is to find out how
a task could be conducted. Figure A.22 is a strategy analysis flow diagram of the supervisory control
task. In this diagram, a start state and an end state form the beginning and end of the diagram. These
are “proposed procedure” and “accepted (or rejected) procedure”. 6 strategies have been identified:
S1 through S6. These strategies have also been shown in Figure A.21 as shortcuts.

S1 is a simple strategy in which the actor does not use any information in determining whether
to accept the decision or not. It will just accept the procedure when it pops up. Strategy S2 is a bit
more extensive. Before accepting a procedure, the proposed procedure is checked on its safety. If the
solution is safe, the trajectory will be accepted. In strategies S3 and S4, the proposed procedure will
not only be checked for its safety, but will also be checked for performance indicators such as flightpath
length or robustness. The difference between S3 and S4 is in whether one or more performance
indicators will be checked.

Strategies S5 and S6 resemble a deeper form of analysis. In S5, other feasible options will be
compared to the proposed solution. This strategy starts with asking what other trajectories would be of
interest. Then the safety and performance needs to be found for these trajectories. Finally, the relative
performance could be compared and decision on the acceptation of the solution can be made. In S6,
not only the proposed procedure itself is questioned, but also how the cost values are created will be
under investigation. Additional info of the physics that contribute to the build up of the solution, will be
shown. Using that information, it should be considered whether the cost values are logical.

More strategies could exist. These six strategies are just a subset of strategies that were found
to be of interest for this design. Designing for the “one right way” should be avoided. The goal is to
facilitate a large variety of strategies [77].

A.5.4. Social Organisation and Coorporation Analysis
During this phase, the allocation of tasks between human and machine is set. Generally, this phase
is integrated into the decision ladder of the control task analysis. That was also done in this CWA. In
Figure A.21, all relevant steps of the ladder have a color. Blocks with no color are skipped. The yellow
colored boxes are performed by humans and the grey boxes by automation. There are also knowledge
states that are shared between automation and human. These are colored green.

The ladder starts with a grey box. Automation will activate the user by notifying her of a proposed
procedure. The results of this is a shared state of knowledge that the human will need to perform the
task. Observation and option generation are both done by the human and colored yellow. The options
that need to be evaluated, are shared knowledge as the human has generated them, but the computer
will need knowledge of these options in order to compute their performance. The knowledge about the
performance of the options is again shared and subsequently used to reason whether to accept the
procedure or not. Finally, the human will execute confirmation or cancellation of the proposed solution.

A.5.5. Worker Competence Analysis
The final phase of the CWA is the worker competence analysis. This phase is about the psychological
constraint that are applicable to design [39]. The central question is: “How can human actors be
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Figure A.22: Strategy analysis flow diagram of the supervisory task.

supported in their task?” [39]. The SRK Taxonomy of Rasmusssen [61] as decribed in Section A.2.4.1
is used.

The control task steps that are described in the Control Task Analysis will each be supported by
the interface. In Table A.3, three columns are dedicated for SBB, RBB and KBB for each step of the
decision ladder. These columns contain the information that the interface could/should show to support
the human actor during their work. Interface should support mainly SBB and RBB for fast response
time. However, a seamless transition to KBB should be possible for problem solving.

A.6. Interface Design
This chapter will present the designs for four levels of transparency as well as how these designs are
created. The first section will give an overview of the design process. It describes how elements for
explanations were identified and it is stressed that interface design is an iterative process. The second
section will show the design for the four levels of transparency. A description of each design has been
provided as well.

A.6.1. Process
In this section, the overall design process is described. Note that the chapters considering trans­
parency, algorithm workings and the cognitive work analysis have formed the basis for this design
process.

A.6.1.1 Elements of explanation

The first step in creating the design was identifying elements that could explain parts of the algorithm.
The AH, section A.5.1, was taken as a basis to discover these elements. Table A.4 gives an overview
of all those elements. They have been ordered according to increasing transparency.

The start level is showing the proposed trajectory and the constraints that drive the work domain.
This will show the underlying rationale that affects automation as well. The next step is the visualisation
of the evaluated and possible states by visualising the grid, state change and interval strategy. One level
higher the reachable states are visualised. Because the blocked stated are the inverse of the reachable
states, these elements were considered to be in the same level. The fourth level of transparency
includes the visualisation of the cost values either visually or interactively. For all transparency levels,
interface designs were created. The next section will give an overview of these designs.
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Figure A.23: Brainstorm for generating explanation visualisation ideas.

Note that for each element, it has been indicated what link in the AH it tries to visualize. Furthermore,
the triggered question that it wants to explain is also presented in the table.

A.6.1.2 Iteration

In order to come up with ideas of how the interface should look like, a brainstorm was held with 3 TU
Delft students from different faculties. The main topic of the brainstorm was finding representations
of the crucial elements of the algorithm. Figure A.23 shows the collection of ideas and sketches. A
selection of these ideas was further developed and constructive feedback was provided by staff of the
“Control and Simulation” department of the faculty of aerospace engineering of the TU Delft. This has
led to the design presented in the next section.

Designing the interface is a highly iterative process. The current design has already been iterated
several times. It is expected to be subject to change even more during the phase in which the interface
is programmed. The same holds for the ordering of transparency levels. When the interface is imple­
mented, it can be further investigated whether these levels are in correct order. Finally, more extensive
evaluation and optimisation can be done using the display design principles as stated by Wickens et
al. [83].

A.6.2. Interface Designs
In this section, the designs for the 4 levels of transparency are presented. The designs where made for
a situation where a faster aircraft is in conflict with the aircraft in front of it. They are based upon Tables
A.3 and A.4. The algorithm is solely optimizing for shortest path. The design might change if another
cost strategy will be used. The concepts of “What if” and “Why not” explanations are integrated into
the design as is suggested in chapter A.4. The use of progressive disclosure is limited. The division
of the explanation in transparency levels limits the possibilities for progressive disclosure. Interaction
has been used in levels 3, 4 in the current designs.

The baseline is showing the constraints of the work domain. The general idea is to show more
constraints that are considered by the algorithm, for higher levels of transparency. The solution space
under consideration will thus be narrowed down and finally the algorithm’s interpretation of the final
solution space is presented in the last level. For each level of transparency, the operator will dive
deeper into the algorithm’s rationale. A detailed explanation of all levels will be further discussed now.

Figure A.24 is a design for the first level of transparency. In this level the outcome of the algorithm
is visualised: a trajectory proposal. The white line forms the trajectory and the white hexagonal point



56 A. Literature Report

Ta
bl
e
A.
4:

El
em

en
ts
th
at
co
nt
rib
ut
e
to
ex
pl
an
at
io
n.

It
ha
s
be
en

in
di
ca
te
d
in
w
hi
ch

le
ve
lo
ft
ra
ns
pa
re
nc
y
th
ey

ar
e
gr
ou
pe
d,
w
ha
tt
he
y
ar
e
ex
pl
ai
ni
ng

an
d
ho
w
th
ey

do
th
at
.
Al
so

th
e
lin
ks

of
th
e

AH
,s
ee

Fi
gu
re

A.
20
,t
ha
tc
or
re
sp
on
d
w
ith

th
e
el
em

en
th
as

be
en

in
di
ca
te
d.

ID
Ty
pe

El
em

en
t

Li
nk

in
A
H

Le
ve
l

Ex
pl
an

at
io
n
fo
r:

H
ow

:
0

­
N
o

ad
­

di
tio
na
l

su
pp
or
t

­
­

N
ot
hi
ng

­

1
O
ut
co
m
e

C
le
ar
an
ce
s

Lo
co
m
ot
io
n

­
ro
ut
in
g

1
W
ha
ti
s
th
e
im
m
ed
ia
te
ac
tio
n?

Sh
ow

in
g

th
e

he
ad
in
g

an
d

sp
ee
d

ch
an
ge

fo
rn
ew

tra
je
ct
or
y
pr
op
os
al
.

2
O
ut
co
m
e

Tr
ac
k

Lo
co
m
ot
io
n

­
ro
ut
in
g
­w

ay
po
in
t

1
W
ha
ti
s
th
e
pr
op
os
ed

tra
je
ct
or
y?

Sh
ow

in
g
tra
ck

an
d
in
te
rm
ed
ia
te

w
ay
­

po
in
t.

3
In
pu
t/P

ro
ce
ss

W
or
k

D
o­

m
ai
n

C
on
­

st
ra
in
ts

Ec
on
om

y
­
R
ou
t­

in
g
­C

os
tf
un
ct
io
n

1
W
ha
tc
on
st
ra
in
ts
ar
e
pa
rt
of

th
is
w
or
k

do
m
ai
n?

W
ha
ti
s
th
e
un
de
rly
in
g
ra
tio
­

na
le
of
au
to
m
at
io
n?

Sh
ow

th
e
w
or
k
do
m
ai
n
co
ns
tra
in
ts
.E

x­
am

pl
e
is
th
e
TS

R
w
ith

eq
ua
ld
is
ta
nc
e

el
lip
se
s
fo
rs
ho
rte
st
pa
th
.

3
Pr
oc
es
s

G
rid

R
ou
tin
g
­G

rid
2

H
ow

do
es

th
e
al
go
rit
hm

di
sc
re
tiz
es

th
e

w
or
k
do
m
ai
n?

Sh
ow

in
g
gr
id
th
at
au
to
m
at
io
n
us
es
.

4
Pr
oc
es
s

Ev
al
ua
te
d

st
at
es

­
2

W
ha
tp
oi
nt
s
ar
e
ev
al
ua
te
d?

G
ro
up

th
e
ce
lls

th
at
ar
e
ev
al
ua
te
d.

5a
Pr
oc
es
s

St
at
e

C
ha
ng
e

St
at
e

ch
an
ge

st
ra
te
gy

­R
ou
tin
g

2
W
ha
ta
re

th
e
al
lo
w
ed

st
at
e
ch
an
ge
s
of

th
e
al
go
rit
hm

s?
Sh

ow
in
g
th
e
sp
ac
e
th
at

is
av
ai
la
bl
e

w
ith
in
th
e
st
at
e
ch
an
ge

co
ns
tra
in
ts
.

5b
Pr
oc
es
s

In
te
rv
al

In
te
rv
al
st
ra
te
gy

­
R
ou
tin
g

2
At

w
ha
tt
im
e
in
te
rv
al
s
w
ill
th
e
al
go
rit
hm

lo
ok
?

G
ro
up

th
e
do
ts
th
at

co
rre

sp
on
d
to

th
e

sa
m
e
tim

e
in
te
rv
al
.

6
Pr
oc
es
s

R
ea
ch
ab
le

st
at
es

­
3

W
ha
ta

re
th
e
st
at
es

th
e
ai
rc
ra
ft
co
ul
d

tra
ve
lt
o?

C
ol
or
th
e
ce
lls

th
at
ar
e
re
ac
ha
bl
e.

7
Pr
oc
es
s

O
bs
ta
cl
es

O
bs
ta
cl
e
­
R
ou
t­

in
g

3
W
ha
t
ev
al
ua
te
d

ai
rc
ra
ft

st
at
es

ar
e

bl
oc
ke
d
du
e
to
an

ob
st
ac
le
?

C
ol
or
th
e
ce
lls

th
at
ar
e
bl
oc
ke
d.

8
In
pu
t

O
bs
ta
cl
e

ca
us
at
io
n

O
bs
ta
cl
e

­
O
b­

st
ru
ct
io
n

3
W
hy

ar
e
th
es
e
bl
oc
ke
d
st
at
es

bl
oc
ke
d?

H
ig
hl
ig
ht
re
as
on

fo
rb

lo
ck
ag
e
(e
.g
.a

ir­
cr
af
t).

9
Pr
oc
es
s

C
os
tv
al
ue
s

C
os
t

fu
nc
tio
n

­
ro
ut
in
g

4
W
hy

no
ta
no
th
er

tra
je
ct
or
y?

W
ha
ta
re

in
te
re
st
in
g
sp
ot
s
fo
rw

ay
po
in
tp
la
ci
ng
?

U
se

co
lo
rs
ca
le
to
in
di
ca
te
re
la
tiv
e
pe
r­

fo
rm
an
ce
.

10
Pr
oc
es
s

In
te
ra
ct
iv
el
y

ex
pl
or
in
g

co
st
va
lu
es

C
os
t

fu
nc
tio
n

­
ro
ut
in
g

4
W
hy

no
ta
no
th
er
tra
je
ct
or
y?

U
se

co
lo
rc
od
ed

va
lu
e
to
re
se
m
bl
e
re
l­

at
iv
e
pe
rfo
rm
an
ce

of
bo
th
tra
je
ct
or
ie
s.



A.6. Interface Design 57

resembles the chosen intermediate waypoint. Additionally, the TSR, see section A.2.4.3, will be pre­
sented during this level. This will show the constraints from the work domain that drive automation.
The green ellipses indicate that flying further away will be less efficient. That is the core principle for
the cost function of shortest path.

In level 2, see Figure A.25, more information about the inner workings of the algorithm is given. The
information retrieved from the TSR will still be presented. The grid strategy is shown by a grey grid.
This will help interpreting how the algorithm discretizes the work domain. Furthermore, the blue fading
lines indicate the maximum and minimum angle the aircraft is allowed to deviate from its current path.
The bands with black lines resemble the possible states the aircraft could have at a time interval. This
is similar to the visualisation of the state change strategy in Figure A.16. The bands are limited by the
maximum allowed angle deviation,the boundaries of the grid and minimum and maximum change in
speed. The cells that overlap with the state change strategy band will remain fully transparent. These
are the cells that will be further evaluated by the algorithm. All other cells will be given a dark overlay
and will not be evaluated at all. It was chosen to remove the grid lines in the unevaluated areas in order
to prevent display clutter. Therefore, the TSR can be seen more easily and the focus is automatically
placed on the cells that are evaluated by the algorithm. This design adds information about the grid
strategy, state change strategy and interval strategy of the algorithm.

Figure A.26, shows the design for level 3. The level builds upon the previous layer by showing
which intermediate waypoints are possible. Cells with transparent red overlay are blocked by either a
static or dynamic obstacle. Hovering over the blocked cells with the cursor will show the causation of
the blockage by highlighting it. Cells with light blue overlay are possible to be reached by the aircraft.
However, it would not be possible to get to the end point within the given time constraints. Finally,
the full transparent cells indicate the feasible trajectories. These waypoints will be reachable from the
begin state and they will also allow for reaching the endpoint within the given constraints. Hovering
over the cells will show the operator in the top right corner if the cell is either unevaluated, unfeasible,
blocked or feasible.

Level 4, Figure A.27, will not only show which trajectories are possible, but will also show which
trajectories were found to be more and less favourable by the algorithm. This is done by showing the
cost values that the algorithm uses in order to make a decision. These are represented by a green
color scale. In this version, darker green is less favourable. Another way for the operator to find out
what the cost values of the cells are, is by clicking on them. If they click on a green cell, the top right
corner will reveal a percentage drop or increase with respect to all aspects of the cost function of the
proposed trajectory. The dark blue line resembles the alternative trajectory chosen by the operator. It
is chosen to make the evaluated cells fully opaque in this level.
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Figure A.24: Transparency level 1: Showing the TSR with the proposed automated trajectory. Waypoints placed in red areas
will result in unsafe operation. Green areas will result in safe operation. Yellow areas indicate the margin. Additionally, green
ellipses have been introduced in order to show the constraints that drive the cost function.

Figure A.25: Transparency level 2: Showing the cells that are evaluated. Cells that are not evaluated have a dark overlay and
no grid lines. The state change strategy is indicated by bands with black edges. Each state­change band is a interval. Grid
strategy is shown by the grey lines. The maximum allowable heading deviation are indicated by fading light blue lines.
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Figure A.26: Transparency level 3: In this level more information about the evaluated trajectories. There are 4 options: uneval­
uated(dark), infeasible (light blue), blocked (red) or feasible(full transparent). Hovering over the cells will show the operator in
the top right corner what state belongs to the cell.

Figure A.27: Transparency level 4: The feasible cells are colored according to the cost function. Light green cells are more
favourable than dark green cells. All evaluated cells are made fully opaque. The operator can click on a cell in order to evaluate
its performance. The performance will be shown in the top right corner.





B
Scenario Design

This chapter gives an overview of how the scenarios were designed. First, the traffic situations are
discussed in Section B.1. An important part of the scenarios are the questions. These are discussed
in B.2. Finally, the designed scenarios are shown in Section B.3. Figures of all experiment scenarios
is provided in that section as well.

B.1. Traffic Situation
The goal was to create scenarios that contain a large variety of aspects of the algorithm. At the same,
time it was desired to have scenarios of equal difficulty. Furthermore, an important objective was
to create scenarios that were not obvious from the start such that the curiosity of participants was
triggered.

Variety of aspects of the algorithm The experiment should test a large variety of aspects of the
algorithm in order to test the overall understanding of the algorithm. The starting point for this objective
is the AH. The AH shows the meaningful relationships between elements in the work domain and
therefore gives an important indication what the operator needs to be able to understand. The scenarios
were thus designed such that they show a large variety of elements and links of the agent part of the
AH. This also facilitates better use of the interface as more interface elements are required for creating
understanding throughout the experiment.

Five core types of scenarios were chosen. These are related to the grid strategy , interval strategy,
obstacle strategy, state­change strategy and cost strategy. The settings changed in these scenarios
were cell size, time interval, separation criteria, time constraint and the strategy. These changes in
settings were then the dominant reason for the algorithm to choose a certain trajectory that was not
necessarily the most logical option to choose. Next to these five core types, also other elements of the
AH were asked for in Question 4. This is more thoroughly explain in Section B.2.

Equal Difficulty Creating scenarios of equal difficulty was achieved by a number of choices. First
of all, the sector shape of all scenarios was the same. The sector used was the MUNSTER sector of
Maastricht Upper Area Control (MUAC). This sector had an interesting shape, which made it possible
to make a large variety of traffic situations containing both long and short routes. Furthermore, it was
chosen to use 2 to 3 aircraft. By not having a large variety in the amount of aircraft, equal scenario
difficulty was stimulated as well.

Some scenarios that contained two aircraft, also had a restricted airspace. Choosing for a sce­
nario that had a restricted airspace, also makes sense when looking at the AH. The agent makes a
distinction between static and dynamic obstacles. Static obstacles are objects like restricted airspaces
and dynamic obstacles are objects such as other aircraft in the airspace. Having a scenario with an
restricted airspaces thus represents a better representation of the AH in the scenarios. An overview of
the structure of the scenarios can be found in Table B.1.
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Table B.1: Overview of scenarios used in the experiment.

ID Setting changed Strategy Aircraft Restricted airspace

CEL Cell size SP 2 Yes
INT Time interval LSM 3 No
SEP Separation criteria SP 2 No
TIM Time constraint LSM 2 No
STR Strategy SP 2 Yes

Table B.2: Type of questions and how they relate to SAT.

Question No. SA­Agent Based Level Level of understanding

Question 1 Level 1 Plans & Goals
Question 2 Level 2 Algorithm reasoning
Question 3 Level 2 Algorithm reasoning
Question 4 Level 3 Projection

Non­trivial scenarios The last objective was to create scenarios that were non­trivial. Given the
condition stated in the previous two paragraphs, it wasmainly trial and error to find a correct composition
of objects such that the scenarios were not trivial. In order to make strategies non­trivial, the two
strategies, largest separation margin and shortest path, were alternated.

B.2. Questions
An important part of the scenario are the questions. Per scenario four questions are asked and they are
related to the three level of SAT [14]. By asking these four questions, different levels of understanding
were tested. These questions are followed up by a confidence question that indicates how confident
the participants are about their answer. The confidence questions have a scale from 0­100. Table B.2
shows how the four questions are related to the SAT framework.

The following part of this section will go into more detail about the four questions. One important
thing to know that applies to all of these questions is that of the answer option “Cannot answer”. All
question have this answer option. In case participants think they have insufficient information to answer
this question, they should use “Cannot answer”. Participant are told to interpret the confidence level in
this situation as how confident they were that they could not answer the question with the information
available to them.

B.2.1. Question 1
Question 1 (Q1) was related to the first level of SAT. At this level, the plans and goals of the agent
should be clear. Therefore, this questions asked about the goal and plans of the agent. Two types of
these questions were created and both questions with their answer options can be seen Tables B.3 and
B.4. These questions were found very easy and were always answered correctly with high confidence.
The participant was allowed to choose one option only.

Table B.3: Q1a: This questions is related to the goal of automation.

Question: What waypoint is automation trying to reach?

Answer 1 Waypoint 1
Answer 2 Waypoint 2
Answer 3 Waypoint 3
Answer 4 Waypoint 4
Answer 5 Waypoint 5
Answer 6 Cannot answer
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Table B.4: Q1b: This questions is related to the plan of automation.

Question: How does automation propose to fly?

Answer 1 Fly direct
Answer 2 Fly to the left
Answer 3 Fly to the right?
Answer 4 Cannot answer

Table B.5: Q2: This questions asks the participant about the strategy of automation and thereby tests the understanding of the
automation’s reasoning process.

Question: What strategy is automation using?

Answer 1 Shortest path
Answer 2 Largest separation margin
Answer 3 Cannot answer

B.2.2. Question 2
The second question was connected to SAT Level 2. In SAT Level 2, the algorithm’s reasoning process
should be made clear. The strategy of automation was found to be one of the core elements driving
the reasoning process of automation. Therefore, a question was asked about the strategy in every
scenario. Table B.5 shows the question and possible answer options. The participant was allowed to
choose one option only.

B.2.3. Question 3
The third question also relates to SAT Level 2 and asks the participant about the reasoning process
of automation. This question does not directly asks about the strategy, but rather focusses on the
dominant reason why another point has not been chosen. The correct answers of this question are
always directly related to the type of scenario.

Table B.6 shows the question with all answer options. Not all answer options will be given for each
scenario. A total of 6 answer options are presented to the participant in each scenario. The “cannot
answer” option will always be present. The scenarios were made such that one answer is clearly the
dominant reason for not choosing another point. The participant was allowed to choose one option
only.

B.2.4. Question 4
The fourth questions deals with SAT Level 3. The goal is to measure how well the participants is able to
make predictions about the algorithm. These questions require participants to think further then simple
if­then rules and requires primarily KBB for answering.

This question asked how another point could be made feasible. A similar set of answer options

Table B.6: Q3: This questions asks the participant about the most important constraint that drive the automation’s reasoning
process.

Question: Why did automation not propose to fly pass point XXX?

Answer 1 Strict separation criteria
Answer 2 Strict time constraint
Answer 3 Time interval
Answer 4 Maximum heading lines
Answer 5 Heading increments
Answer 6 Optimizing for shortest path
Answer 7 Optimizing for largest separation margin
Answer 8 Tile sizes
Answer 9 Cannot Answer
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Table B.7: Q4: This questions asks the participant to make prediction about the algorithm by asking what settings should change
in order to make other points considered feasible. Note that multiple answers could be selected.

Question: What settings of automation should change such that point XXX will be feasible?

Answer 1 Tile sizes
Answer 2 Time constraint
Answer 3 Time interval
Answer 4 Maximum heading lines
Answer 5 Heading increments
Answer 6 Grid size
Answer 7 Cannot answer

were presented to the participant as in Table B.6 with the exception of options related to strategies (note
that only feasibility is asked) and separation criteria (this was found to ambiguous). The participants
needed to select all answer options that were required to make a particular point considered feasible.
Multiple answer could thus be given. The question was only counted correct if all correct options were
chosen. The participants were asked to interpret confidence as their certainty that their given answer
is complete. Table B.7 shows the question and answer options.

Participants found this question the most difficult one. Some of them found it even ambiguous.
Results, see Appendix E, correspond with these statements.

B.3. Scenarios
This sections gives an overview of the scenarios used. First the scenarios in the training phase are
discussed. Afterwards, the five scenarios of the experiment are shown.

B.3.1. Training
During the training phase, the participants get acquainted to the interface, task and capabilities of the
agent. All types of scenarios are present in the training phase. In total nine scenarios were used to
prepare the participants. The scenarios are explained in groups.

Interface explanation The first two scenarios were used to explain the interface. In these scenarios,
there is a simple traffic situation of two aircraft and a restricted airspace. First, all elements are explained
using the bottom­up approach in Scenario 1. This is done by means of a transparency slider in which
the investigator and participant could easily go up and down in the level of transparency. In Scenario
2, the same explanation is performed for the top down approach. It was made clear that the TSR and
agent could have a different view on the work domain and thus visualisation might not always be in
correspondence with each other. For example, the agent might be a bit stricter in judging if something
is a conflict or not compared to the TSR.

Questions Scenario 3 is dedicated to explaining questions and the overall procedure. There is no
time limit in this scenario. Investigator and participant slowly proceed through all questions and answer
options. Participants have the opportunity to ask questions if anything is unclear. Furthermore, the
procedure within a scenario is discussed. This entails that after answering questions a confidence
question pop­ups that ask for their certainty regarding the answer they have given. If all questions and
confidence ratings have been completed, the next transparency level was shown. This continued till
Level 3. After answering that question, the scenario was completed and the next scenario was loaded.

Bottom­up The participants continues the training phase with Scenarios 3, 4 and 5. These scenar­
ios use the bottom­up approach. The scenarios had the separation criteria, strategy and tile size as
changed settings.

Top­down After three scenarios in bottom­up approach, the final three scenarios of the training phase
were done in the top­down approach. The settings changed in these scenarios were separation criteria,
time interval and time constraint.
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B.3.2. Experiment
During the measurement phase, the participant did two rounds of five scenarios each. The two rounds
differed in the transparency direction. This was either top­down or bottom­up. The five scenarios were
rotated 90 degrees to prevent recognition of the scenarios in the second round. All five scenarios can
be seen in Figures B.1 through B.5.

Figure B.1: Scenario CEL (Cell size) at full transparency.

Scenario CEL (Cell size) In Figure B.1, scenario CEL can be seen. The first question in this scenario
was of type Q1b. The answer to that question is “Left” as the automation proposed to steer the aircraft
to the left. The answer to Question 2 is “Shortest path”. Note that there is another cell that is feasible,
but that cell resemble a trajectory with an even longer flight path.

Question 3 asked what the dominant reason was for not choosing point A for re­routing. The answer
to this question is “Tile size”. Due to the large tile sizes both cells to the sides of point A are considered
infeasible, because their center points fall within an unsafe field of travel. Furthermore, note that right
next to Point A an state­change dot is drawn. If the tile size shrinks, the center point of the tile of point
A will fall within the safe field of travel and because there is also a state­change dot at that location,
that cell will be under further evaluation and will be considered feasible. Therefore, “Tile size” is the
dominant reason why point A is not chosen.

Question 4 asks what settings of automation should change in order to make point C considered
feasible. The correct answer to this question is “Tile size” and “Time interval”. Point C lies in the middle
of two tiles. Therefore, if any of those cells would be chosen, the trajectory will still not fly directly to
Point C. Furthermore, the time interval needs to be changed, because the algorithm is not looking for a
solution in the area of Point C. Changing the time interval would change the location of the state­change
band and thereby the area of Point C can be evaluated.

Scenario INT (Time interval) In Figure B.2, scenario INT can be seen. The first questions asked what
the target waypoint of automation is. The correct answer for this questions is “EXOBA”. The correct
answer of Q2 is “largest separation margin”. Note that there are feasible cells with much shorter routes
in this scenario.

The correct answer to Q3 is “time interval”. It is asked why point B is not chosen. Note that there
is no state­change band close to point B. Therefore, the time interval should change in order to make
the area around point B under evaluation.

Q4 asked why point C is not feasible. The correct options for this question are “Maximum heading
lines” and “time interval”. Note that point C falls behind the maximum heading lines. In order to make
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Figure B.2: Scenario INT (Time interval) at full transparency.

Point C evaluated, the maximum heading allowed to deviate at the start should be increased. Further­
more, no state­change band is close to Point C. Therefore, the time interval needs to be changed as
well.

Figure B.3: Scenario SEP (Separation criteria) at full transparency.

Scenario SEP (Separation criteria) In Figure B.3, scenario SEP can be seen. The first question in
this scenario was of type Q1b. The answer to that question is “Right” as the automation proposed to
steer the aircraft to the right. The correct answer for Q2 is “Shortest path”. This can be seen by looking
at the different shades of green. Cells closer to the direct path are coloured lighter green than cells that
are further away. Therefore, the agent aims to optimize for shortest path.
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Q3 asks why Point D was not chosen. The correct answer to Q3 is “Strict separation criteria”. Note
that a lot of cells in the safe field of travel are colored red. This indicates that the algorithm is more
strict in determining if a cell would lead to a loss of separation or not.

Q4 asked what settings should change in order to consider Point F as feasible. The correct answers
to Q4 are “Grid size” and “Time constraint”. Point F is outside of the grid. Therefore, the size of the grid
should increase in order to consider point F. Furthermore, the time constraint needs to be loosened.
Otherwise the trajectory to point F would require too much time to complete and will therefore not be
considered feasible.

Figure B.4: Scenario TIM (Time constraint) at full transparency.

Scenario TIM (Time constraint) In Figure B.4, scenario TIM can be seen. The first question in this
scenario was of type Q1a. The answer to that question is “HMM”. The correct answer for Q3 is “Largest
separation margin”. Note that feasible cells get lighter color (and thus lower costs) if they are further
placed from the unsafe field of travel. Therefore, the algorithm optimizes for largest separation margin.

Q3 asked why Point A was not chosen. Note that Point A lies within a blue cell. The meaning of
a blue cell is that it is not considered feasible, because the delay is too large. Therefore, the correct
answer to Q3 is “Time constraint”.

Q4 askedwhat settings of automation should change such that point F would be considered feasible.
Note that Point F falls within two feasible cells and is on the state­change band. The cell is not under
evaluation, because it contains no state­change dot. Therefore, the correct answer to Q4 is “Heading
increments”. If the heading increment becomes smaller, more state­change dots will be present on the
state­change band and thus will Point F be evaluated.

Scenario STR (Cost strategy) In Figure B.5, scenario STR can be seen. The first question was of
type Q1a. The correct answer to that question is “SONEB”. The correct answer of Q2 is “Shortest
path”, because cells that are further away from the direct path are considered to be less optimal and
are coloured in darker shades of green.

Q3 asked why Point B was not chosen. Point B is considered feasible already. The dominant reason
for not choosing Point B is thus that the algorithm is optimizing for largest separation margin.

Q4 asked what settings of automation should change such that Point HMM would be considered
feasible. The correct answers are “Heading increments” and “Time constraint”. Note that Point HMM
is surrounded by blue cells. Thus if that cell would be under evaluation, the time constraint should
definitely change. Furthermore, the heading increments should increase such that the cell of Point
HMM contains a state­change dots and will thus be further evaluated by the algorithm.
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Figure B.5: Scenario STR (Cost strategy) at full transparency.
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Effect of Agent Transparency in Air Traffic Control 
BRIEFING DOCUMENT, DATE: 20-04-2021 

1. Introduction: 
There is a general trend for increasing the level of automation in the ATC System. The dominant 
reason for this is to make the ATC system more efficient and safe. At the same time, humans are 
expected to play a central role in such as automated ATC system. Therefore, humans and machines 
need to be able to collaborate. An important aspect of this collaboration, will be maintaining 
sufficient understanding of what automation is doing and why. This research aims to investigate how 
visualizations can support operators in understanding automation in ATC. 

This research focuses on a rerouting task as part of managing airspace disruptions (e.g., traffic 
conflicts, no-fly zones and weather cells). Figure 1 gives an overview of this situation. The blue 
aircraft is planned to fly across the sector to the exit waypoint (the triangle on the right). However, 
the direct route is obstructed due to a perturbation, which is the red circle in the middle. This 
perturbation could be induced by bad weather or by other aircraft traversing the sector. The task of 
automation is to find a safe route to the exit waypoint. In the example in Figure 1, automation has 
chosen the orange route. This may leave the human air traffic controller with the question why it did 
not choose another route such as the blue one. In the experiment, you will act as an air traffic 
controller and your task is to find out why the automation has chosen a particular route.

 

Figure 1: Rerouting situation. Bad weather makes it necessary to reroute. Automation has proposed the red route. But why 
did it not choose the blue route? Understanding of automation’s inner process is required to answer that question. 

An experiment is performed in order to investigate how the automated agent can be made more 
transparent. The experiment is done in an ATC simulation.  Static traffic scenarios in which 
automation has proposed a new route will be shown. You need to answer questions about the 
choice of automation within a certain time limit. Detailed information about the experiment can be 
found in Section 3. 



 

2. Interface 
The Travel Space Representation (TSR) was chosen as baseline in order to provide insights into the 
traffic situation. Additional interface elements are used to show information about the automation’s 
decision process.  In the first part of this section, the TSR is explained. The second part gives a 
general overview of the additional interface elements. 

TSR 
The TSR supports rerouting of aircraft using intermediate waypoints. The TSR shows the space in 
which a feasible solution can be found within the constraints of the problem. In this research, it is 
assumed that aircraft fly with constant speed.  

Figure 2 shows an example of the TSR interface. The basic form of the TSR is an ellipse. The 
mathematical property of the ellipse indicates that all points on it will result in exactly the same 
track length. Therefore, considering that speed is constant, each ellipse resembles a certain amount 
of delay. In Figure 2, route A and B result in equal delay. The boundary of the TSR is determined by 
the maximum allowable delay. An indication of aircraft delay is shown in the TSR by the different 
shades of grey. Darker grey ellipses indicate a larger delay and travel distance than lighter ones.  

Inside these ellipses, three types of areas can be found. Grey areas resemble the safe field of travel. 
In these areas, the placement of an intermediate waypoint will result in safe travel. The red areas 
indicate the restricted field of travel. Placing an intermediate waypoint in these areas will result in a 
trajectory that will lead to a loss of separation. This means that two aircraft will have less than 5 nm 
separation. Finally, the yellow areas show a safety margin between the safe and restricted fields of 
travel. For the TSR, a safety margin of 1.0 nm is chosen.  

  

Figure 2: Example of TSR. The grey area resembles the safe field of travel. The red area shows the restricted field of travel. 
The TSR outer ellipse is limited by the maximum allowable delay, which is 100s in this example. The different shades of grey 
give an indication in terms of the optimality of that area in terms of time delay. Routes A and B have equal track length and 
delay. 

  



Additional Interface Elements 
In the experiment you will be provided with additional layers of information, next to the TSR, that 
gives insight in how the automation makes its decision. The visual information is based on the crucial 
elements of automation. It focuses on how automation is: 

1. Discretizing the problem  
2. Selecting points for evaluation 
3. Determining feasibility of evaluated cells 
4. Determining the optimality of feasible cells  

In this briefing, the design will not be discussed in detail. During the training phase of the 
experiment, you will be provided with a thorough explanation of the interface itself and the 
information it is portraying. 

 

Figure 3: Interface at full transparency. Detailed information will follow in the experiment session. 

Information shown is dependent on the level of transparency. At higher levels of 
transparency, more information will be given. In total, there are 4 levels. These levels 
will be discussed during training. Figure 3 gives an indication of what the interface 
looks like at maximum transparency level. In Figure 4, the transparency slider can be 
found. During the experiment it is not possible to adjust the slider. However, it can be 
used to check the current level of transparency.  

 

 

 

 Figure 4: 
Transparency Slider 



3. Experiment Setup & Goal: 
The experiment is held at the Faculty of Aerospace Engineering of the TU Delft. It will take up to 2 
hours. The traffic scenarios will be presented on a display and interactions with the simulation are 
done through mouse inputs.   

During the experiment, you will be given a large variety of static traffic situations. In these situations, 
rerouting is necessary and automation has already proposed a new route. Your goal in the 
experiment is to answer questions about the choice of automation to the best of your ability. There 
is a time limit for each scenario. However, these are set such that it should be no problem to finish 
the scenario within the time limit given to it. You will be warned in time if you are getting to close to 
the time limit. Before the experiment is performed, you will be explained all features of the 
interface. You will have the opportunity to train with the interface and questions before the real 
experiment starts.  

Each scenario has 4 questions. You are asked to answer these questions at 4 different levels of 
transparency. Once all questions are answered at a level, the transparency increases and you are 
able to change your answers if you come to new insights due to new information at this higher level 
of transparency. Additionally, you will be asked how confident you are about your answers.   

 

Figure 5: Overview of display during experiment 

Figure 5 gives an overview of what the display will look like during the experiment. The airspace 
sector is the same throughout the experiment. In the current situation, two aircraft fly across the 
sector. One aircraft is selected and automation has proposed a new route. To the right the 
transparency slider, can be seen. On the left, 4 questions are popped-up. These questions needs to 
be answered. Next to the questions, a small clock will pop-up when you only have 30 seconds left to 
answer the questions of that level of transparency. 

 

 

 

 



 

During the experiment: 

1. Answer all question to the left, to the best of your ability. As quickly as possible [but don’t 
feel rushed]. 

2. Once you have answered a question, indicate how confident you are about that answer on 
the confidence slider. 

3. Please do not feel obligated to answer the questions from top to bottom. You are not bound 
by the order in which they are given.  

4. Be aware of the three types of questions: 
a. Radio button question: you are only able to select one answer. See example in figure 

6. 
b. Check box question: you are able to select multiple answers. See example in figure 

7. 
c. Confidence question: you can indicate on a slider how confident you are about your 

answer. These questions always pop-up after answering one of the above 
mentioned questions. 

5. There is always a “Cannot answer” option in the question. Please make use of this option 
when you think you cannot answer the current question with the information provided to 
you. 

6. Once all questions are answered, the next transparency level will be given including the 
same questions as before. Please check if you would like to change your answer or 
confidence level. There are 4 levels. 

7. 30 seconds before the time limit, a clock will appear warning you to answer on time. The 
time limit per level is 1.5min except for Level 0. At Level 0 the time limit is 3min. 

8. If you have answered all questions at the highest level of transparency, the next scenario will 
be loaded directly. 

9. Once you press “start next scenario” the next scenario will be started. 

The final part of the experiment is the debriefing. In this phase, you are asked to fill in a 
questionnaire. There is plenty of opportunity in this phase to leave any comments that you think are 
relevant. All feedback on how the interface  and experiment could be improved is very welcome!  

 

Figure 6: Radio Button Question    Figure 7: Check Box Question 

 

Figure 8: Confidence question 



The overall planning of the experiment is shown in table 1. It is expected that the experiment will 
take about 3.5hrs.   

 Schedule 
Introduction to the experiment 10 min 
Fill in questionnaire & Informed Consent 10 min 
Interface explanation and training 60 min 
Break 10 min 
Measurement round 1 40 min 
Break 10min 
Measurement round 2 40 min 
Fill in debriefing questionnaire 20 min 
Short debrief 10 min 
Total 3.5hrs 

 

 

 

 

 

 

 

  





D
Code Overview

This chapter gives an overview of the software developed during this master thesis. It is divided into
three parts. In Section D.1 an overview of all code files is provided. A flow diagram for the visualisation
of the Flexibility Metric is shown in Section D.2. An overview of the settings is given in Section D.3.

D.1. Files
An overview of the most important files used in the code can be found in Figure D.1. The files are
grouped into two main groups. One group gives an overview of the files that together form the Flexibility
Metric. These have not been created during this research. However, because they form an important
starting point for the visualisation, they have been included in this overview as well and are further
discussed in Section D.1.1. The second group contains files that are used in order to visualize the
Flexibility Metric and/or are important parts of the experiment environment. They are discussed in
Section D.1.2 and Section D.1.3 respectively.

D.1.1. Flexibility Metric
A detailed explanation about how the Flexibility Metric itself works can be found in Section A.3. This
section relates the concepts discussed in Section A.3 to the code of SectorX. First, the core infrastruc­
ture of the the Flexibility Metric is discussed. Subsequently, the strategies of the Flexibility Metric are
explained.

D.1.1.1 Core Elements

If a new trajectory is requested, a new thread is created in which the calculations for a trajectory are
performed. Therefore, it does not limit the performance of the other threads of the SectorX simulation.
In this new thread, the file TrajectorGenerator.java is called. This function will produce a new trajectory
for the aircraft to a target waypoint. The current state of the aircraft and the states and intents of other
aircraft are taken into account for creating a new trajectory. Furthermore, settings for the trajectory
generator are stated in the config file as will be further discussed in Section D.3

The algorithm starts by creating a MetricGrid as is defined in MetricGrid.java. This grid contains
information on all constraints that the algorithms is considering. Important elements of this grid are the
obstacle strategy, interval strategy, state change strategy and grid strategy.

A MetricGrid is created for several delay steps. Furthermore, for each interval percentage and
the number of intermediate waypoints a new MetricGrid is created. During this research, this was
simplified by limiting the number of intermediate waypoints to only one waypoint (Dog Leg). Therefore,
a Metric is created for each interval strategy. In each MetricGrid, the algorithm tries to find a solution.
All MetricGrids are saved in the object MetricGridMap.

The MetricGrid has a TimeCellMap for each interval of the interval strategy. The TimeCellMap
contains TimeCells, which size and shape are determined in the grid strategy. During Forward Prop­
agation it is investigated which of these TimeCells are reachable considering the constraints, such as
those defined in the state change strategy. Branches are created to TimeCells that are within reach
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Flexibility MetricVisualisation of Flexibility Metric

Visualisation

GLTSRTimeBased.java

TSR_Time_Based.frag

TSR_Time_Based.vert

GLAutomationGrid.java

GLTimeClock.java

GLTrajectoryPerformance.java

Dialogs

ConfidenceQuestion.java

MasterQuestionnaire.java

RadioButtonQuestion.ava

SelectionQuestion.java

TransparencySlider.java

SkipToNext.java

Saving information

TrajectoryGrid.java

TrajectoryInfo.java

BlockedCell.java

EvaluatedCell.java

GridCell.java
ObstacleDistanceContainer.java

StaticObstacle.java

Core Elements

TrajectoryGeneratorThread.java

TrajectoryGenerator.java

MetricGrid.java

MetricGridMap.java

Branch.java

TimeCell.java

TimeCellMap.java

Obstacles Strategy

TrackObstacle.java

Shape2DObstacle.java

Obstacle.java

ObstacleList.java

Cost Strategy

ObstacleDistance.java

AbsoluteDistance.java

CostStrategy.java
Interval Strategy

NonLinearTimeIntervalTime.java

IntervalStrategy.java

State Change Strategy

HeadingStrategy.java

SpeedStrategy.java

StateChangeStrategy.java

Grid Strategy

GridStrategy.java

Figure D.1: Files used in SectorX. A distinction is made that between files of the Flexibility Metric and the files used for the
visualisation and usage of the interface elements.

of each other. A Branch and TimeCell are not created if it would lead to a conflict. During backward
propagation, all branches and TimeCells are set feasible that result in a trajectory from start to end
point that full­fill all constraints.

D.1.1.2 Grid Strategy

The grid strategy is defined in GridStrategy.java. The grid strategy takes as inputs the starting point,
end point and the size of the cells. This information is used to create a grid that forms the basis of
the MetricGrid. All cells that are created have been given IDs, which are used throughout the codes.
Built­in functions make it easy to switch from grid­ID to vector locations.

D.1.1.3 Interval Strategy

Multiple methods for creating time intervals have been created. In this research, NonLinearTimeIn­
tervalTime.java is used. This method is able to work with delay and can create intervals at particular
percentages of travel time. As stated before, multiple time intervals are created, because an interval
strategy is created for each delay step and each interval percentage.

D.1.1.4 Obstacle Strategy

Obstacles are saved inObstacleList.java. Both static and dynamic obstacles are saved in this list. Static
obstacles objects are defined in Shape2DObstacle.java and dynamic objects are defined in TrackOb­
stacle.java. This information is used in forward propagation to check for conflicts.

D.1.1.5 State Change Strategy

The State Change Strategy contains two important strategies that are defined in HeadingStrategy.java
and SpeedStrategy.java. The Heading Strategy consists of both the maximum allowed heading change
and the heading increments. The Speed Strategy has a constant speed in this research. It is possible
to use a dynamic speed strategy. If that is desired, a maximum speed, a minimum speed and speed
increments should be defined.

D.1.1.6 Cost Strategy

A cost function is used for selecting the optimal trajectory. Two cost metrics have been used in this re­
search. ObstacleDistance.java assigns costs to cells according to their closest distance to an obstacle.
AbsoluteDistance.java assigns cost to cells according to their total track length.
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D.1.2. Visualisation
An important contribution of this research was creating interface elements that visualizes the inner­
working of the Flexibility Metric algorithm. The following subsections describe the core files that are
used for this purpose.

D.1.2.1 Saving information

The TrajectoryGenerator only has a trajectory as output. This information is a vital part of the decision,
but it does not give a complete image of why exactly that decision has been made. A lot of information
in the software is not saved anywhere and therefore could not be used for visualisation. Therefore, the
first step was to create an infrastructure that saved the necessary information. For that purpose, the
TrajectoryInfo.java file was created. This file saved all relevant information of the algorithm such that
this information could be visualised.

The following information is saved in the TrajectoryInfo object:

1. Trajectory grid

• Track distance
• Closest distance to obstacle
• Cell status
• Costs
• Obstacle IDs

2. Grid strategy

3. Time intervals

4. State Change Next States

Note that the the Trajectory Grid is an object from TrajectoryGrid.java. This object saves information
such as their status or assigned costs, in GridCells. If the GridCell has the “Blocked” status, the ID of
the obstacle which triggers this status is saved.

Important to understand is that the TrajectoryGrid is not the same as a MetricGrid or TimeCellMap.
For each trajectory proposal there will always be only one TrajectoryGrid, while there could be thou­
sands of MetricGrids and TimeCellMaps. This is because for each delay step and interval percentage
new MetricGrids and TimeCellMaps are created. The TrajectoryGrid processes all of this information
in order to build a grid that can be used for visualisation.

D.1.2.2 GLAutomationGrid

Non­interactive visualisation of the Flexibility Metric can be found in GLAutomationGrid.java. This file
draws the proposed trajectory of automation. Additionally, the grid and the outer edges of the evaluated
area are created in this file. Furthermore, the status of the cells is made clear by colouring the cells.
The optimality of feasible cells is indicated using different shades of green. Also the state change bands
and dots are created in this class. Finally, the heading lines can be found in this file as well.

D.1.2.3 GLTrajectoryPerformance

Interactive interface elements can be found in GLTrajectoryPerformance.java. Functions in this file
ensure that a label pops­up while hovering over cells. Depending on the transparency levels and type
of cell, additional information is shown. GLTrajectoryPerformance draws in the label the status of the
cell. In case the cell is a blocked cell, hovering over the cell triggers highlighting of the reason of that
blockage (another aircraft or restricted airspace). Hovering over feasible cells shows more information
about the cost and information that is used for creating the cost. This information can be either the
extra distance flown compared to the direct path or the closest distance to an obstacle at any point of
the trajectory.
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D.1.2.4 GLTSRTimeBased

The TSR is created using a shader. The interaction between the java code of SectorX and the shader
program can be found in GLTSRTimeBased.java. A variety of settings regarding the TSR can be
changed in this file such as colors, separation margin, maximum delay and many more. The shader
program contains the physical relationship that determine the regions of the TSR. The shader program
consists of two files 𝑇𝑆𝑅_𝑇𝑖𝑚𝑒_𝐵𝑎𝑠𝑒𝑑.𝑓𝑟𝑎𝑔 and 𝑇𝑆𝑅_𝑇𝑖𝑚𝑒_𝐵𝑎𝑠𝑒𝑑.𝑣𝑒𝑟𝑡. The .vert file is a simple
code defining the position of world and screen. The .frag file contains the actual dynamics.

D.1.2.5 TransparencySlider

A dialog was implemeted that contained a slider which could be used to adjust the transparency level.
The dialog can be found in TransparencySlider.java. Note that the slider was only used during training to
explain all interface elements. The sliders value determines weather a interface elements is visualised.
This done using booleans and thresholds. When a certain threshold is reached, a boolean will be
switched to truemaking it visible. These thresholds are predefined and differ per transparency direction.
In order to facilitate a smooth transition through the levels, an alpha (transparency) value is used to
slowly fade­in and fade­out interface elements.

D.1.3. Experiment
In order to test the interface, extra elements were created. In the experiment, participant were required
to answer questions about automation. These questions needed to be answered within a certain time
limit and participants were notified 30 seconds in advance if they were running out of time. Finally, a
skip button was created in order to easily skip through the experiment for testing scenarios. All three
elements will be discussed in more detail in the following sections.

D.1.3.1 Questions

Questions were either single or multiple answer. RadioButtonQuestion.java is a dialog that is used for
single answer questions. Multipe answer question are created using SelectionQuestion.java. Once a
question has been answered a confidence slider appears to ask about their confidence in their answer.
The confidence slider can be found in ConfidenceQuestion.java.

Questions differ slightly between scenarios. Therefore, the questions and answer options could be
changed for each scenario and each question position. In the Config file of a scenario, the question­ID
can be indicated per question position. Questions and their answer options can be created in Mas­
terQuestionnaire.java by adding a new element, with the question­ID as key, to the hashmap for ques­
tions. The answer options can be added in a similar manner to the hashmap for answer options.

D.1.3.2 Clock

In order to indicate that the participants had only 30 seconds left, a clock was created. This clock
can be found in GLTimeClock.java. The clock is only shown if the time exceeds a thresholds. This
thresholds increases per transparency level. By doing this, a time per transparency level can be set.
In the experiment, the participants had 3 minutes to complete the Level 0 and 1.5 minutes for each of
the other levels.

D.1.3.3 Skip Button

When designing scenarios and playlists, it is handy to be able to skip through scenarios. Therefore, a
skip button was created that ended the current scenario and loaded the next one. The skip button can
be found in SkipToNext.java.

D.2. Flow Diagram Visualisation of Flexibility Metric
Figure D.2 contains a flow diagram of the visualisation of the Flexibility Metric. This flow diagrams is
meant to give a better overview of the information presented in the previous section. The diagram is
divided into two parts. One part focuses on the Flexibility Metric itself and how it produces a trajectory.
A more detailed overview of this Flexibility Metric is given in Section A.3.
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Figure D.2: Flow diagram of code. Blocks are code blocks. Circles represent information. Hexagon are the outcomes.

The second part of the flow diagram highlights the important files and information for the visualisation
of the Flexibility Metric. Note that information is extracted from the TrajectoryGenerator by Trajectory­
Info and post­processed by it in order to make information ready for visualisation. The two main files
that create the visualisation are the GLTrajectoryPerformance and GLAutomationGrid. The resulting
interface elements are noted in hexagons at the bottom of the flow diagram.

D.3. Config and Playlist
New parameters have been added in the config file of SectorX. An overview of the adjustable param­
eters can be found in Table D.1. The names used in the SectorX environment are presented together
with the default value of these parameters. A description of each parameters has been provided as
well. During the experiment, settings changed in order to develop interesting and non­trivial scenarios.

The playlist used in the experiment can be found in Table D.2. The playlist trigger scenario and
config files. By investigating the playlist, the corresponding scenario and config files can be found
easily. Additionally, a playlist for training and for making screenshots of the interface are indicated in
the table.
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Table D.1: Config settings that were added to the SectorX code during the development of the additional interface elements.

Name Default Description
SHOW_TSR TRUE Show TSR based on time
TRA_GEN_USE_TILE_SIZE TRUE Use tile size instead of number of tiles
TRANSPARENCY_DIRECTION TRUE Use bottom­up (TRUE) or Top­down (False)
TRA_GEN_BOUNDBYSECTOR TRUE Color the evaluated area boundary
TRA_GEN_SHORTESTPATH TRUE Optimizing for shortest path
TRA_GEN_OBSTACLEDISTANCE TRUE Optimizing for largest separation margin
TRA_GEN_ACTIVATE_UP_ON_START TRUE Generate trajectory when scenario is loaded
SHOW_TRA_GEN_DECODE FALSE Show extra (debug) information
SHOW_TRA_GEN_KEEP_SELECTED TRUE Prevents the ability to select other aircraft
SHOW_TRA_GEN_USE_ TRANS­
PARENCY_SLIDER

FALSE Interactively determine the transparency level

SHOW_SKIP_DIALOG TRUE Show the skip dialog
SHOW_TRA_GEN_QUESTIONNAIRE TRUE Show the Questionnaire
QUEST_POS_1_TYPE TRUE Q1 single answer (TRUE) or multiple answer

(FALSE)
QUEST_POS_2_TYPE TRUE Q2 single answer (TRUE) or multiple answer

(FALSE)
QUEST_POS_3_TYPE TRUE Q3 single answer (TRUE) or multiple answer

(FALSE)
QUEST_POS_4_TYPE FALSE Q4 single answer (TRUE) or multiple answer

(FALSE)
TSR_MAX_DELAY 100 Maximum allowed delay of TSR [s]
AIRCRAFT_SEPARATION_ AUTOMA­
TION_MARGIN_NM

0.5 Margin taken by automation [NM]

TRA_GEN_NUM_WAYPOINTS 2 Number of segments used [­]
TRA_GEN_MAX_DELAY 100 Maximum allowed delay of Automation [s]
TRA_GEN_MAX_HEADING 45 Maximum allowed heading change [deg]
TRA_GEN_DELTA_HEADING 5 Heading increment [deg]
TRA_GEN_NUM_GRIDPOINTS 10 Number of tiles [­]
TRA_GEN_TILE_SIZE 4630 Size of a tile [m]
TRA_GEN_START_PERCENTAGE 20 Percentage for first time interval [%]
TRA_GEN_INCREMENT_ PERCENT­
AGE

30 Percentage increment for time interval [%]

QUEST_POS_1 1 Q1 question ID
QUEST_POS_2 2 Q2 question ID
QUEST_POS_3 3 Q3 question ID
QUEST_POS_4 4 Q4 question ID

Table D.2: Playlist used.

Playlist Used for Description
pX_F Experiment 5 Scenarios of participant X in Bottom­Up method
pX_D Experiment 5 Scenarios of participant X in Top­Down method
trainingP0 Training 9 Training scenarios
white Screenshots Altered version with a white background for screenshots



E
Additional Experiment Data

This appendix contains additional data that was not included in the article. Notation of scenarios and
question can be found in Table B.1 and B.2 respectively. Bottom­up is noted as ‘I’ and top­down as ‘II’.
A description of the type of plots is given in the following paragraphs:

Confidence Plots Figures E.1, E.2, E.3 show for each answer that a participant has given whether
that answer was correct and how confident they were in giving that answer. The plots are per participant
per questions. Therefore, there are three figures (Q2, Q3, Q4) each containing ten plots (one for each
participant). Each plot contains the results of the ten experiment conditions (five scenarios times two
directions) and for each condition four bars are made (each for every transparency level). Note that
generally, participants indicate they cannot answer questions or answer question incorrectly at the lower
level of transparency.

Distribution of Answers Figures E.4, E.5 and E.6 show the answers given per scenario per level.
Colours indicate if answers were correct, incorrect or “cannot answer”. The bar always have an height
of ten, because each of the ten participants have given answers for all these experiment conditions.
Note that the lower levels of transparency have more incorrect and “cannot answers” than the higher
levels of transparency. Furthermore, Q4, Figure E.6, has a relative high amount of wrongly answered
questions. Participants said that this question was found a bit ambiguous and that they would have
preferred more what­if probing functionalities to properly answer this question. Furthermore, Q4 was a
multiple­answer question and it was only considered correct if all options were correctly chosen.

Confidence and Hit Ratio Figure E.7 show the distribution of the averaged confidence and hit ra­
tios. Averages were taken per participant per direction and thus each data point is an average over 5
scenarios. The significant relationships stated in the article can be seen in these plots as well. Note
the confidence of “cannot answer” has been inverted.

Assumption Testing Confidence and Hit Ratio Figure E.8 and Figure E.9 show hit ratio and con­
fidence similar to Figure E.7. An important assumption in the hit ratio is that the “Cannot answer” was
counted as an incorrect answer. In order to test the effect of this assumption, hit ratio plots were cre­
ated in which “Cannot answer” were counted 33% and 50% correct. Note that a similar distribution is
found in all plots. An important assumption in the confidence plots is that the confidence is inverted for
“Cannot answer” answers. Confidence plots were created in which the “Cannot answer” confidences
were not inverted and in which “Cannot answer” confidences were only converted at Level 0 (because
it is unlikely they knew the answer at this level).

Confidence versus Hit Ratio Figure E.10 plot the average confidence level and hit ratio to each
other. These type of plots were also included in the article. However, only per direction. In these plot
the average of the hit ratio and confidence was not taken over 5 scenarios (per direction), but over 10
scenarios (both directions).
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Table E.1: Order of question answering. Note that the participants primarily answered questions from top to bottom.

First Second Third Fourth
Q1 398 2 0 0
Q2 1 395 3 1
Q3 0 3 395 2
Q4 1 0 2 397

Answer Order Participants answered questions mainly from top to bottom. The frequency of ques­
tions answered in a particular order can be found in Table E.1. Note that Q1 is primarily answered first,
Q2 secondly, etc. In total, rows and columns sum up to 400 responses, because each questions has
been answered 400 times (4 levels, 10 scenarios, 10 participants).

Combined Time Plot of Group A and B Figure E.11 shows boxplots of the time required to complete
the scenarios. A distinctions is made between group A and B. Lines connect data points belonging the
same participant.

Interaction Figure E.12 contains plots considering the interaction with the interface. Because the
threshold for counting something as a interaction was chosen arbitrary, plots with different thresholds
are shown as well. Note that the other thresholds (0.1 and 1 seconds) both have a similar distribution
of data points.
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(a) Q2: A1 (b) Q2: B1

(c) Q2: A2 (d) Q2: B2

(e) Q2: A3 (f) Q2: B3

(g) Q2: A4 (h) Q2: B4

(i) Q2: A5 (j) Q2: B5

Figure E.1: Confidence per level per scenario for Q2 for all participants. Correctness, incorrectness and
“Cannot answer” is indicated using color.
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(a) Q3: A1 (b) Q3: B1

(c) Q3: A2 (d) Q3: B2

(e) Q3: A3 (f) Q3: B3

(g) Q3: A4 (h) Q3: B4

(i) Q3: A5 (j) Q3: B5

Figure E.2: Confidence per level per scenario for Q3 for all participants. Correctness, incorrectness and
“Cannot answer” is indicated using color.
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(a) Q4: A1 (b) Q4: B1

(c) Q4: A2 (d) Q4: B2

(e) Q4: A3 (f) Q4: B3

(g) Q4: A4 (h) Q4: B4

(i) Q4: A5 (j) Q4: B5

Figure E.3: Confidence per level per scenario for Q4 for all participants. Correctness, incorrectness and
“Cannot answer” is indicated using color.
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CEL-I INT-I SEP-I TIM-I STR-I CEL-II INT-II SEP-II TIM-II STR-II

Figure E.4: The answers given per scenario per level for Q2.

CEL-I INT-I SEP-I TIM-I STR-I CEL-II INT-II SEP-II TIM-II STR-II

Figure E.5: The answers given per scenario per level for Q3.

CEL-I INT-I SEP-I TIM-I STR-I CEL-II INT-II SEP-II TIM-II STR-II

Figure E.6: The answers given per scenario per level for Q4.
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(a) Q2: Confidence (b) Q2: Hit Ratio

(c) Q3: Confidence (d) Q3: Hit Ratio

(e) Q4: Confidence (f) Q4: Hit Ratio

Figure E.7: Confidence and Hit Ratio for Q2, Q3 and Q4 for all levels. Bar plots have error bars of 95 percent.
Each dot is a mean of one participant over 5 scenarios.
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(a) Q2: Assumption A (b) Q2: Assumption B

(c) Q3: Assumption A (d) Q3: Assumption B

(e) Q4: Assumption A (f) Q4: Assumption B

Figure E.8: Confidence for Q2, Q3 and Q4 for all levels for two assumptions. Assumption A does not invert
confidence for “Cannot answer” and in Assumption B “Cannot answer” is only inverted at transparency level 0.

Each dot is a mean of one participant over 5 scenarios.
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(a) Q2: 33% correct (b) Q2: 50% correct

(c) Q3: 33% correct (d) Q3: 50% correct

(e) Q4: 33% correct (f) Q4: 50% correct

Figure E.9: Hit Ratio for Q2, Q3 and Q4 for all levels for the assumptions that “Cannot answer” is 33% and
50% correct. Bar plots have error bars of 95 percent. Each dot is a mean of one participant over 5 scenarios.
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(c) Q4

Figure E.10: Confidence versus hit ratio for Q2, Q3, Q4. Both top­down and bottom­up results are integrated in
these plots.
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CEL-I INT-I SEP-I TIM-I STR-ICEL-II INT-II SEP-II TIM-II STR-II

Figure E.11: Time per scenario. Participants of group A and B are indicated and the data points belonging to the same participant
are connected through lines.

CEL INT SEP TIM STR

(a) Interactions per direction (b) Interactions per scenario

(c) Interaction between participants. Thresholds = 0.1 (d) Interaction between participants. Thresholds = 0.5

(e) Interaction between participants. Thresholds = 1.0

Figure E.12: These plots show the interaction with the interface. Plot (a) shows the difference per direction
(which is significant). Plot (b) shows the difference between interaction (also found significant but pairwise
comparison yielded no significant differences between pairs). Plots (c), (d), (e) are the same plots, but with
different thresholds for counting something as an interaction. Note that the distribution between all three

remains about the same.





F
Post­Experiment Questionnaire Data

In this chapter the data from the post­experiment questionnaire are presented. The data was retrieved
using the online Qualtrics software. The answers to the questions are shown using bar plots. Each bar
plot has the corresponding in the caption. If there were any particularities, these are also indicated in
the captions.

One question asked the participants to list the positive and negative attributes of the bottom­up and
top­down approach. These are shown in Table F.1 and F.2 respectively.
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Table F.1: Positive and negative comments on bottom­up approach by participants

Participant Positive Negative
A1 It is very clear what points the automa­

tion is considering and what should be
changed to involve other points in the
process

Visually, this method is already quite
complex from level 1.

A2 Easier for finding mistakes in the head­
ing increments, heading width and time
interval settings

takes level 2­3 to provide good insight
into why the automation chooses a spe­
cific route.

A3 Easy to follow the steps of the automa­
tion

Harder to know the strategy or con­
straints of the automation

A4 builds principle from the ground: really
shows how the computer gets there in a
natural order

slow

A4 ­ requires higher levels to know more

A5 Immediately understand the discretiza­
tion to understand the algorithms set­
tings

A lot of information, not necessary of algorithm is
known

A5 ­ most useful (decision making) informa­
tion only at level 3

B1 Questions 3 and 4 can already be par­
tially answered with level 1

It takes an extra level of transparency
(level 2) to get information about the
time AND separation constraint. This
information is particularly helpful to an­
swer question 2 which I believe is
slightly more important for an ATC be­
fore starting to evaluate different possi­
ble waypoints

B2 it quickly shows all the evaluated cells
and why they were evaluated or ex­
empted

it adds a lot of information to the screen
quickly

B3 gradual, guided understanding of the
situation; state change band useful to
have early

not always sure about the status of the
evaluated cells. this could have helped
to decide why some points are not con­
sidered at an earlier stage [Blocked,
timeout feasible]

B4 More clear boundary of the solution
space at lower levels

You don’t get to know from the start the
useful for answering the question opti­
mality of the cells which was

B4 It is useful to know the time interval
(especially for answering these type of
question) it is better to get this informa­
tion earlier than later

­

B5 Fast clear picture of available headings Most relevant information (feasi­
ble/selectable cells) only very high on
transparency scale

B5 Fast view on considered cells more Clutter
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Table F.2: Positive and negative comments on top­down approach by participants

Participant Positive Negative
A1 Information at lower levels more tailored

towards the needs of the controller
It is more easy to forget certain elements
in lower transparency levels.

A2 upfront about the strategy used in the
automation (level 1)

Q4 was difficult to answer at lower lev­
els. Most of the time I answered these
confidently at level 3

A3 Easy to find the strategy Difficult to see the boundaries that the
automation used and why certain points
were not considered

A4 Most information can be gained from l1:
good estimate is already made then

Can lead to false conclusions by trying
to be too fast

A5 immediatly aware of the decision mak­
ing

less aware about reasons for discretisa­
tion errors

A5 clear interface, less distractions ­
B1 Having the feasible cells early on in­

creases the confidence level of question
2. Level 1 gives a really nice, compact
overview of the considered solutions. I
can image that this can be an issue if no
cells are feasible

Questions 3 and 4 can only be fully
answered with the last level of trans­
parency

B1 Grid size and max heading changes are
shown only in the last level. That is
good. I believe that an experienced ATC
will naturally have a good feel for the
maximum heading changes and the grid
size, making it redundant to visualize
them. The red and blue cells are (I think)
and should be shown earlier as is done
in Method B

B2 The intent of the algorithm becomes ap­
parent really quickly due to showing all
the feasible cells

there are no feasible cells at a cer­
tain state band you wouldn’t know some
cells are evaluated without changing the
transparancy.

B2 Because there is not a lot of information
to process approximating what the algo­
rithm is doing and why costs less effort

B3 in some scenarios, the fact that there
were less signs (dots, bands, squares)
made it easier to see why some points
were not used. Less information had to
be processed to come to a conclusion.
Thus I perceived it as an easier task.

lack of information at the early stages
delayed the moment when I can con­
fidently say what type of strategy was
used/why a point was not selected

B4 Nice to see the feasible cells at lower
levels

Takes more time to evaluate the solution
space.

B5 Immediate presentation of feasi­
ble/selectable cells

Headings show up quite late (but are not
that useful anyway)

B5 Details come up progressively in a logi­
cal order
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Figure F.1: Question: How would you rate you workload during the experiment? Y axis is number of responses.

Figure F.2: Question: Was information on the interface overwhelming? Y axis is number of responses.
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Figure F.3: Question: Do you agree with the following statements? Y axis is number of responses.

Figure F.4: Question: Higher levels of transparency (compared to lower levels of transparency) helped me in .....? Y axis is
number of responses.
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Figure F.5: Question: At the highest level of transparency, was there any information missing? Y axis is number of responses.

Figure F.6: Question: Do you agree with the following statements? Note that the questions of during the scenarios are meant
here. Y axis is number of responses.
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Figure F.7: Question: What do you think of the length of the training? Y axis is number of responses.

Figure F.8: Question: Did you continue learning during the measurement phase of the experiment? Y axis is number of re­
sponses.
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Figure F.9: Question: What information of the label did you use? Y axis is number of responses.

Figure F.10: Question: What levels of the bottom­up approach did you use for answering questions? Note multiple answers
could be selected here. Y axis is number of responses.
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Figure F.11: Question: What levels of the top­down approach did you use for answering questions? Note multiple answers could
be selected here. Y axis is number of responses.
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