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SUMMARY

In this thesis we will look at Van Kampen’s Theorem, a classical result in the field of alge-
braic topology. The theorem gives a way to calculate fundamental groups of a topological
space from the fundamental groups of a set of covering subspaces.

In chapter 1 we define the fundamental group, which is a topological property, mainly
used for distinguishing topological spaces. The fundamental group of a topological space
is defined by specifying a point in the space, the base point and considering all loops in
the space at this point. We say two loops are homotopic if we can continuously transform
one path into the other. The set of all homotopy classes of these loops will then form the
fundamental group. The fundamental group is often explained as a tool to count holes
in a topological space. This is because a loop around a hole is not homotopic to the
constant path.

In chapter 2 we turn our attention to covering spaces. A particular well-behaving
type of covering map we will encounter, which we call a G-covering, acts as a quotient
map for a group action. Via these G-coverings we will see that covering space have a
deep relation with fundamental groups. We will see that we can classify G-coverings by
relating them to group homomorphisms from the fundamental group. As an example of
this, we will construct all (Z/nZ)-coverings of the circle.

We will use the classification of G-coverings to prove Van Kampen’s Theorem in Chap-
ter 3. The proof of the theorem boils down to proving the existence of a unique group ho-
momorphism from given group homomorphisms. We will link these given group homo-
morphism to G-coverings, which we can then glue together. The result is a G-covering
that is linked to the unique group homomorphism we are looking for. As an example of
gluing, we will construct the torus as a covering space of the Klein bottle.

This version of Van Kampen’s Theorem is unfortunately not able to calculate the fun-
damental group of the circle. The choice of just one base point lies in the way. To be
able to calculate this basic example we need a generalisation of the fundamental group.
A big part of this thesis is about this generalisation, the so-called fundamental groupoid,
which we will define in Chapter 4. In this definition, we lose the requirement to choose
one base point and we consider paths between an arbitrary number of points. The struc-
ture we get is not a group, but a groupoid, which is a term from category theory. We will
therefore also spend some time giving a precise definition of the categorical terms we
need.

We are able to upgrade Van Kampen’s Theorem to calculate fundamental groupoids
and we prove this generalisation in Chapter 5. This is not done via the theory of covering
spaces and in Chapter 6 we will explore the idea of proving Van Kampen’s Theorem for
fundamental groupoids using covering spaces.

v





1
THE FUNDAMENTAL GROUP

We begin with studying the fundamental group. This notion was first introduced by
Poincaré in his Analysis Situs in 1895 [12]. In very basic terms, the fundamental group
measures the number of "holes" a topological has. The plane R2 and the punctured
plane R2\(0,0) should intuitively not be considered the same; the punctured plane has
a hole. However, many topological properties cannot distinguish the two spaces. With
the help of paths we can capture this hole. In the plane any loop, which is a path that
starts and ends at the same point, can be continuously deformed to a single point. A
loop around the origin in the punctured plane cannot be deformed to a single point, as
there is a "hole" in the middle. This leads us to the definition of the fundamental group.
We will define it as the group consisting of all (homotopy classes) of loops at a base point.

1.1. TOPOLOGICAL SPACES
To be able to introduce the fundamental group, we first have to define topological spaces.
These can be interpreted as a generalisation of metric spaces, where we can measure
"closeness", but we do not necessarily need a definition of distance. The only structure
provided are the open sets.

A topological space is a pair (X ,τ), where X is some set and τ Ď P (X ) is a family of
subsets, called the topology, that satisfies the following:

• H, X P τ

• An arbitrary union of sets in τ is again in τ: If σĎ τ, then
Ť

σ P τ.
• A finite intersection of sets in τ is again in τ: If A1, ..., An P τ, then

Şn
i=1 Ai P τ.

The elements of τ are called open and complements of open sets are called closed. We
call any open set containing the point x P X an open neighbourhood of x. If we specify a
basepoint x P X , we call the pair (X , x) a pointed topological space. We often omit τ and
call X a topological space, if τ is clear from context, or specification is not necessary.

Example 1.1.1. All metric spaces are topological spaces by choosing τ as the collection
of open sets according to the definition of open for metric spaces. In case one is not
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familiar with the notion of topological spaces, it suffices to think of metric spaces in the
rest of this report.

It is often more useful to give a smaller family of open sets that generates all open
sets in some way.

Definition 1.1.2. A base of a topological space (X ,τ) is a subfamily B Ď τ, such that
every open set of X is a union of elements of B.

Example 1.1.3. The collection B = {Bd (x,r ) : x P X ,r > 0} of open balls is a base for the
metric space (X ,d). In particular, the collection of open intervals in R is a base of the
standard topology on R.

We can naturally define topologies on new spaces that arise from old ones. We will
show some of them here. Unless otherwise stated we will assume these topologies on
the new spaces.

Let (X ,τ) be a topological space and Y Ď X a subset. Then τY = {O X Y : O P τ} is a
topology on Y , which is called the subspace topology. The pair (Y ,τY ) is called a subspace
of (X ,τ).

Let (X ,τX ) and (Y ,τY ) be two topological spaces. Then the product topology on X ˆY
is the topology generated by the base B = {U ˆ V : U P τX ,V P τY }. This definition can
be extended to a topology on an arbitrary Cartesian product of topological spaces.

Let (X ,τX ) be a topological space. Let „ be an equivalence relation on X and let
Q = X / „ be the set of equivalence classes, with q : X Ñ Q the quotient map, that sends
each element to its equivalence class. Then τQ = {U Ď Q : q´1(U ) is open in X } is a
topology on Q called the quotient topology.

1.2. CONTINUOUS MAPS
In different settings we are concerned with different types of maps. When working with
groups we prefer working with only group homomorphisms. In vector spaces we use lin-
ear maps. When working with topological spaces, just like metric spaces, we are mainly
interested in continuous maps.

Definition 1.2.1. Let (X ,τX ) and (Y ,τY ) be topological spaces. A map f : X Ñ Y is con-
tinuous if the pre-image of every open set in Y is open in X . That is, for all O P τY , we
have f ´1(O) P τX .

For a map f : (X , x) Ñ (Y , y) between pointed topological spaces we require that
f (x) = y .

For metric spaces, this definition coincides with the ε-δ definition.

If a continuous map f : X Ñ Y has a continuous inverse f ´1 : Y Ñ X , we call f
a homeomorphism. If a homeomorphism exists between X and Y we call the spaces
homeomorphic. In topology we consider homeomorphic spaces to be "the same" and
we are thus often looking at properties of spaces that are invariant under homeomor-
phisms. Topology is sometimes called "rubber-sheet geometry", as you can interpret a
homeomorphism as stretching a rubber object, where you are not allowed to tear the
object1.

1Famously a coffee mug is homeomorphic to a donut.
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The identity map id : X Ñ X that sends every element to itself is continuous and in
fact a homeomorphism. The composition of two continuous maps is again continuous
and the composition of two homeomorphisms is again a homeomorphism. From this
we conclude that "being homeomorphic" forms an equivalence relation on the class of
topological spaces.

Just like we can continuously transform topological spaces into each other using
homeomorphisms, we can also continuously transform continuous maps into each other,
using a homotopy.

Definition 1.2.2. Let X and Y be topological spaces and f , g : X Ñ Y be two continu-
ous maps. A homotopy from f to g is a continuous map F : [0,1] ˆ X Ñ Y , such that
F (0, x) = f (x) and F (1, x) = g (x).

If there exists a homotopy from f to g , we call f and g homotopic and write f » g .

Through these homotopies we can also compare two spaces in a weaker sense than
the homeomorphism.

Definition 1.2.3. Let X and Y be two topological spaces. A homotopy equivalence be-
tween X and Y is a continuous map f : X Ñ Y , such that there exists a continuous map
g : Y Ñ X , with f ˝ g » i dY and g ˝ f » i dX . If such a homotopy equivalence exists, we
call X and Y homotopy equivalent.

From the definition we can immediately see that any continuous map is homotopic
to itself. This yields that any two homeomorphic spaces are automatically homotopy
equivalent, as any homeomorphism f is a homotopy equivalence, with g = f ´1.

Let f , g ,h : X Ñ Y be continuous maps and suppose F and G are homotopies from
resp. f to g and g to h. Then

F Ð : [0,1] ˆ X Ñ Y , given by (t , x) ÞÑ F (1 ´ t , x)

is a homotopy from g to f and

F ˚G : [0,1] ˆ X Ñ Y , given by (t , x) ÞÑ

{
F (2t , x), for 0 ď t ď 1

2 ,

G(2t ´ 1, x), for 1
2 ď t ď 1,

is a homotopy from f to h. This means "being homotopic" is an equivalence relation on
the set of continuous maps from X to Y .

In similar fashion we see that "being homotopy equivalent" is an equivalence rela-
tion on the class of topological spaces.

Example 1.2.4. We call any topological space that is homotopy equivalent to the space
consisting of a single point2 contractible.

All Rn are contractible: Let f : Rn Ñ {˚} be given by x ÞÑ ˚ and g : {˚} Ñ Rn be given
by ˚ ÞÑ 0 = (0,0, ...,0). Then f ˝ g = i d{˚}, so we only need to show g ˝ f : Rn Ñ Rn , given

2We can talk about the space consisting of a single point, as all spaces consisting of exactly one point are
homeomorphic.
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by x ÞÑ 0 is homotopic to the identity on Rn . To see this let F : [0,1] ˆRn Ñ Rn be given
by

(t , x) ÞÑ (1 ´ t )x = ((1 ´ t )x1, (1 ´ t )x2, ..., (1 ´ t )xn).

This is a continuous map and F (0, x) = x = idRn (x) and F (1, x) = 0 = (g ˝ f )(x). We see that
this is a homotopy from g ˝ f to the identity on Rn and we conclude Rn is contractible.

From this we can also conclude that the Euclidean spaces Rn and Rm are homotopy
equivalent for n,m ě 1.

The spaces Rn and Rm are only homeomorphic if n = m (Fulton [5], Section 23c).

Example 1.2.5. We define the n-sphere Sn as the points in Rn+1 with norm 1. Then Sn

and Sm are homotopy equivalent if and only if n = m (Fulton [5], Section 23c).

Special types of continuous maps we are particularly interested in and that will help
us construct the fundamental group are paths. In topological spaces that are somewhat
picturable this definition coincides with what one would expect to be a path.

Definition 1.2.6. 1. A path in X is a continuous map γ : [0,1] Ñ X . The points x =
γ(0) and y = γ(1) are respectively called the starting and ending points and we call
γ a path from x to y .

2. The reversal of a path γ : [0,1] Ñ X , is the path γ´1 : [0,1] Ñ X , given by t ÞÑ

γ(1 ´ t ).
3. A path from x to itself is called a loop at x and x is called the base point of the path.
4. The loop cx : [0,1] Ñ X , given by t ÞÑ x is called the constant loop.

We can interpret [0,1] as a time interval. Then γ(t ) gives the point in space where the
path is at time t .

The concatenation of two paths γ1 and γ2 is defined, if γ1(1) = γ2(0), as

γ1 dγ2 : [0,1] Ñ X

t ÞÑ

{
γ1(2t ), for 0 ď t ď 1

2 ,

γ2(2t ´ 1), for 1
2 ď t ď 1,

which is again a path.

Let γ1 and γ2 be two paths from x to y . A path homotopy from γ1 to γ2 is a homotopy
Γ : [0,1]2 Ñ X , where we also require Γ(t ,0) = x and Γ(t ,1) = y for all t P [0,1]. This
implies that for all fixed t P [0,1], s ÞÑ Γ(t , s) is a path from x to y . If such a path homotopy
exists we call γ1 and γ2 path homotopic and again write γ1 » γ2. This is an equivalence
relation on the set of paths from x to y .

x y

γ1

γ2

X

Figure 1.2.1: A path homotopy from γ1 to γ2 drawn for some values of t .
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1.3. THE FUNDAMENTAL GROUP
We write P (X ; x, y) for the set of all paths in X from x to y . For the set of all loops at x
we write P (X ; x) instead of P (X ; x, x). We can now take the quotient of the equivalence
relation » on this set, which results in the fundamental group.

Theorem 1.3.1. Let (X , x) be a pointed topological space. P (X ; x)/» is a group under the
operation ¨, defined by [γ] ¨ [γ1] = [γdγ1]. The identity element is the equivalence class of
the constant loop cx . The inverse of [γ] is given by [γ]´1 = [γ´1], the equivalence class of
the reversal of γ.

Proof. We first confirm that the operation ¨ is well-defined.
Let γ1,γ2,γ1

1,γ1
2 P P (X ; x) and suppose that [γ1] = [γ1

1] and [γ2] = [γ1
2]. We want to

prove that [γ1 dγ2] = [γ1
1 dγ1

2]. Let Γ1 be a path homotopy from γ1 to γ1
1 and let Γ2 be a

path homotopy from γ2 to γ1
2.

We define ∆ as follows:

∆ : [0,1] ˆ [0,1] Ñ X

(t , s) ÞÑ

{
Γ1(t ,2s), for 0 ď s ď 1

2 ,

Γ2(t ,2s ´ 1), for 1
2 ď s ď 1.

Then∆(0, s) = (γ1 dγ2)(s) and∆(1, s) = (γ1
1 dγ1

2)(s). Furthermore∆(t ,0) = Γ1(t ,0) = x
and ∆(t ,1) = Γ(t ,1) = x. As ∆ is continuous, we find that ∆ is a path homotopy from
γ1 dγ2 to γ1

1 dγ1
2 and in particular [γ1 dγ2] = [γ1

1 dγ1
2] as we wanted.

We now prove the group axioms for P (X ; x)/» under this operation.

Let γ1 P P (X ; x). To prove neutrality of [cx ] we need to construct path homotopies Γ1

from γ1 d cx to γ1 and Γ2 from cx dγ1 to γ1.
To prove the existence of the inverse element, we need to construct path homotopies

Γ3 from γ1 dγ´1
1 to cx and Γ4 from γ´1

1 dγ1 to cx .
Now let γ2,γ3 P P (X ; x) be loops at x as well. To prove associativity we need to con-

struct a path homotopy Γ5 from (γ1 dγ2) dγ3 to γ1 d (γ2 dγ3).
We give five maps below and we claim they are path homotopies as specified above.

This can be confirmed by carefully checking the requirements.
These prove all group axioms, which concludes our proof.

Γ1 : [0,1] ˆ [0,1] Ñ X

(t , s) ÞÑ

{
γ1( 2s

1+t ), for 0 ď s ď 1+t
2 ,

x, for 1+t
2 ď s ď 1.

Γ2 : [0,1] ˆ [0,1] Ñ X

(t , s) ÞÑ

{
x, for 0 ď s ď

1´t
2 ,

γ1( s´(1´t )/2
1´(1´t )/2 ), for 1´t

2 ď s ď 1.



1

6 1. THE FUNDAMENTAL GROUP

Γ3 : [0,1] ˆ [0,1] Ñ X

(t , s) ÞÑ

{
γ1(2s(1 ´ t )), for 0 ď s ď 1

2 ,

γ1(2(1 ´ s)(1 ´ t )), for 1
2 ď s ď 1.

Γ4 : [0,1] ˆ [0,1] Ñ X

(t , s) ÞÑ

{
γ1((1 ´ 2s)(1 ´ t )), for 0 ď s ď 1

2 ,

γ1((2s ´ 1)(1 ´ t )), for 1
2 ď s ď 1.

Γ5 : [0,1] ˆ [0,1] Ñ X

(s, t ) ÞÑ


γ1( 4s

t+1 )), for 0 ď s ď t+1
4 ,

γ2(4s ´ 1 ´ t ), for t+1
4 ď s ď t+2

4 ,

γ3( 4s´2´t
2´t ), for t+2

4 ď s ď 1.

γ1 cx
s

ÝÑ

t
Ý

Ñ

Γ1 :
γ1

0 1

1

cx γ1
s

ÝÑ

t
Ý

Ñ

Γ2 :
γ1

0 1

1

γ1 γ´1
1s

ÝÑ

t
Ý

Ñ

Γ3 :
cx

0 1

1

γ´1
1

γ1
s

ÝÑ

t
Ý

Ñ

Γ4 :
cx

0 1

1

γ1 γ2 γ3
s

ÝÑ

t
Ý

Ñ

Γ5 :
γ1 γ2 γ3

0 1

1

Figure 1.3.1: Visualisation in [0,1]2 of the path homotopies used in the proof of
Theorem 1.3.1.

Definition 1.3.2. We write π1(X , x) = P (X ; x)/» and call this the fundamental group.

The fundamental group is thus the set of all homotopy classes of loops in X at x. We
can concatenate these loops, which gives it the structure of a group. The fundamental
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group would not be interesting if it were not invariant under homeomorphism. Luckily
it is, and it is even invariant under homotopy equivalence. To prove this, we first have to
show that a continuous map between topological spaces induces a map of fundamental
groups.

Proposition 1.3.3. Let (X , x) and (Y , y) be pointed topological spaces and let f : (X .x) Ñ

(Y , y) be a continuous map.

(a) There is unique group homomorphism f˚ : π1(X , x) Ñ π1(Y , y), such that for all
γ P P (X ; x) we have f˚([γ]) = [ f ˝γ].

(b) Let g : (Y , y) Ñ (Z , z) be some other continuous map between pointed topological
spaces. Then g˚ ˝ f˚ = (g ˝ f )˚ as group homomorphisms.

We will see a proof of this proposition in Theorem 4.4.2 in slightly different language.
The induced group homomorphism f˚ does not necessarily preserve injections or sur-
jections. In particular an inclusion of topological spaces need not induce an inclusion of
fundamental groups. We will see examples for this later.

We can now state and prove our main theorem, but we first need two lemmas, that
can be found in (Hatcher [8], Section 1.1).

Lemma 1.3.4. Let X be a topological space and x, y P X such that there exists a path δ

from x to y. Then βδ :π1(X , x) „ÝÑπ1(X , y) given by [γ] ÞÑ [δ´1 ˝γ˝δ] is an isomorphism.

Proof. We firstly see that βδ is a group homomorphism:

βδ[γ1 dγ2] = [δ´1 dγ1 dγ2 dδ]

= [δ´1 dγ1 dδdδ´1 dγ2 dδ]

= [δ´1 dγ1 dδ] ¨ [δ´1 dγ2 dδ]

=βδ[γ1] ¨βδ[γ2].

Now the group homomorphism βδ´1 gives an inverse:

(βδ´1 ˝βδ)[γ] =βδ´1 [δ´1 dγdδ]

= [δdδ´1 dγdδdδ´1] = [γ]

and similarly βδβδ´1 [γ] = [γ]. This proves our claim.

Lemma 1.3.5. Let f , g : X Ñ Y be continuous maps. Let F : [0,1]ˆ X Ñ Y be a homotopy
from f to g and let x P X . Let δ be the path in Y defined by δ(t ) = F (t , x). Then the diagram

π1(Y , f (x))

π1(X , x)

π1(Y , g (x))

βδ

f˚

g˚

commutes3.
3Note that a commuting diagram means that following all paths in the diagram with the same starting and

ending points result in the same map.
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Proof. Write Ft (y) = F (t , y) for fixed t as function from X to Y . Let δt be the restriction
of δ to the interval [0, t ], δt (s) = δ(t s).

Let γ be a loop at x. Then δ´1
t d (Ft (γ)) dδt is homotopic to δ´1

s d (Fs (γ)) dδs for
0 ď s, t ď 1. The desired equality now follows from the case s = 0 and t = 1.

Theorem 1.3.6. Let X and Y be topological spaces and let f : X Ñ Y be a homotopy
equivalence. Then the induced group homomorphism f˚ : π1(X , x) „ÝÑ π1(Y , f (y)) is a
group isomorphism.

Proof. Let g : Y Ñ X a continuous map, such that f ˝ g » i dY and g ˝ f » i dX .
Now consider the maps

π1(X , x) π1(Y , f (x)) π1(X , g ( f (x))) π1(Y , f (g ( f (x))))
f˚ g˚ f˚

We have g ˝ f » idX , so there is a homotopy F : X Ñ X from idX to g ˝ f . Now we
see from Lemma 1.3.5 that for δ= F (t , x) we have βδ ˝ idx =βδ = g˚ ˝ f˚. This means the
composition of the first two maps is an isomorphism, by Lemma 1.3.4. In particular, we
see that f˚ is injective. Similar reasoning with the second and third maps show that g˚

is injective.
We now use that g˚ ˝ f˚ is an isomorphism again, together with the fact that g˚ is

injective, to see that f˚ is surjective. We now have that f˚ is injective and surjective, so it
is an isomorphism.

As two homeomorphic spaces are also homotopy equivalent, the following result is
obvious.

Corollary 1.3.7. Let (X , x) and (Y , y) be homeomorphic pointed topological spaces and
let f : X Ñ Y be a homeomorphism with f (x) = y. Then f˚ : π1(X , x) „ÝÑ π1(Y , y) is an
isomorphism.

The contrapositive is such an important statement that we will state it here for em-
phasis.

Let (X , x) and (Y , y) be pointed topological spaces with non-isomorphic fun-
damental groups. Then (X , x) and (Y , y) are not homotopy equivalent, nor
homeomorphic.

This statement is the main reason we are interested in calculating fundamental groups
of topological spaces. Proving that two spaces are homeomorphic or homotopy equiv-
alent usually consists of constructing an explicit homeomorphism or homotopy equiv-
alence. Showing that two spaces are not homeomorphic or not homotopy equivalent
would require excluding that any map can be a homeomorphism or homotopy equiva-
lence, which is often much harder. By calculating the fundamental group we can draw
this conclusion quite easily. Note that the converse of this statement is not true in gen-
eral. We cannot conclude that two spaces are homeomorphic or homotopy equivalent
by them having isomorphic fundamental groups.
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1.4. PROPERTIES OF TOPOLOGICAL SPACES
We can use Theorem 1.3.6 to calculate the fundamental groups of some spaces. First
of all note that the fundamental group of the space consisting of just one point is triv-
ial, since the constant path is the only path in the space. We call any space with trivial
fundamental group4 simply connected.

Corollary 1.4.1. Any contractible space is simply connected.

This follows directly from the definition of a contractible space and Theorem 1.3.6.
We saw in Example 1.2.4 that everyRn is contractible, so we conclude thatπ1(Rn ,0) – {e},
where e is the identity element of a group. We will see more exotic examples of funda-
mental groups in the next chapter.

Another property we can classify topological spaces by is (path-)connectedness, in a
global and local setting. We usually want to work with spaces that have as many of these
properties, as they tend to behave well.

Definition 1.4.2. A topological space X is connected if there are exactly two subsets of X
that are both open and closed5.

A non-empty topological space X is path-connected if for any two points x, y P X
there exists a path in X from x to y .

If a space is not (path-)connected, but it consists of (path-)connected subsets, it is
interesting to look at those. We define the (path-)connected components of a topological
space to be the maximal subsets that are (path-)connected.

We can also look at these connected properties locally.

Definition 1.4.3. A topological space X is locally (path-)connected if it has a base con-
sisting of (path-)connected subsets.

Any space that is (locally) path connected is automatically (locally) connected. The
converse statement is not necessarily true. (Path-)connectedness does not imply locally
(path-)connectedness. A connected and locally path-connected space is automatically
path-connected. The quotient of a (path-)connected space is again (path-)connected.
For proofs of the true and counterexamples of the false statements, see (Croom [2],
Chapter 5) and (Engelking [4], Section 6.3).

We can also look at the simply connected property locally.

Definition 1.4.4. Suppose X is a connected and locally path-connected topological space.
Then X is semi-locally simply connected if every point x P X has a open set U containing
x, such that every loop at x completely contained in U is path homotopic in X with the
constant loop at x.

4That is, every path is homotopic to the constant path.
5In a nonempty space X the subsets H and X are alway both open and closed, so these are the only two such

spaces allowed.
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All spaces with a base consisting of simply connected sets are semi-locally simply
connected, but not all semi-locally simply connected spaces need to have such a base.

Logically path-connectedness has a connection with the fundamental group.

Theorem 1.4.5. Let X be a path-connected topological space and let x, y P X two points.
Then π1(X , x) –π1(X , y).

This result follows directly from the definition of path-connectedness and Lemma
1.3.4. For this reason it makes sense to talk about the fundamental group π1(X ), without
specifying a basepoint, if X is a path-connected space.



2
COVERING SPACES

We now move our attention to a particular class of maps, namely covering maps. A cov-
ering map has the fundamental property that for a small enough subspace of the co-
domain, the preimage looks like a stack of copies of that subspace. Some covering maps
are even more well-behaved and act as the quotient map for a group action of a group
G on the domain, which we then call G-coverings. It turns out that these maps have a
deep connection with the fundamental groups we saw in chapter 1 and we can even use
covering maps to calculate fundamental groups.

In this chapter we will also see the classification of G-coverings, which gives and ex-
plicit description of all G-coverings a space can have.

2.1. COVERING MAPS
We begin by giving the definition of a covering map.

Definition 2.1.1. A covering map is a surjective continuous map p : Y Ñ X with the
following property:

There is an open cover U of X , such that for all U P U the subspace p´1(U ) Ď Y is a
disjoint union of open subsets V Ď Y , for which the maps p|V : V Ñ U are homeomor-
phisms. For a point x P X we call the set p´1{x} the fiber of x.

The pair (Y , p) is called a covering space of X .

We call p : (Y , y) Ñ (X , x) a pointed covering map if p : Y Ñ X is a covering map and
p(y) = x.

Intuitively, (Y , p) being a covering space of X means that for some small open subsets
U of X the pre-image of the small set looks like a union of copies of U . From this we can
immediately see that X is locally (path-)connected if and only if Y is locally (path-)-
connected.

The best way to get intuition for the definition is to look at some examples.

11
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Figure 2.1.1: Covering of the circle S1 by R.

Example 2.1.2. Let T be any non-empty set with the discrete topology, meaning every
subset is open. Then the projection on the second coordinate p : T ˆ X Ñ X is a cov-
ering map of X , which we call the trivial covering. In this case we can take U = {X } in
Definition 2.1.1. In paricular, the identity map X Ñ X is a trivial covering.

Example 2.1.3. If we interpret the circle S1 as the complex numbers with norm 1, we see
a covering of S1 by the real line R as follows:

p :RÑ S1,

t ÞÑ e2πi t .

We can view this covering as rolling up the real line as a spiral above the circle and pro-
jecting downwards. We see that p´1{1} =Z.

We also see that the circle covers itself. Let n PZě1, then

pn : S1 Ñ S1,

z ÞÑ zn .

is a covering map. The fiber p´1
n {1} is given by the set of n-th roots of unity.

A special case of a covering map is when the covering space is simply connected. We
do need some requirements for the space X .

Definition 2.1.4. Suppose X is connected and locally path-connected1. A covering map
u : X̃ Ñ X is called universal if X̃ is simply connected. The pair (X̃ ,u) is called a universal
covering space.

The name comes from the following universal property.

1Note that this implies X is path-connected as well.
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Theorem 2.1.5. Let u : (X̃ , x̃) Ñ (X , x) be a pointed universal covering map. Let p :
(Y , y) Ñ (X , x) be another pointed covering map. There exists exactly one continuous map
f : (X̃ , x̃) Ñ (Y , y) such that the diagram

(Y , y)

(X̃ , x̃) (X , x)

p
f

u

commutes.

A proof can be found in (Fulton [5], Section 13c).

From this we can conclude universal coverings are unique.

Corollary 2.1.6. Let u1 : (X̃1, x̃1) Ñ (X , x) and u2 : (X̃2, x̃2) Ñ (X , x) be two pointed uni-
versal covering maps. Then there is a unique isomorphism of pointed covering spaces
f : (X̃1, x̃1)

„
ÝÑ (X̃2, x̃2), such that u1 = u2 ˝ f .

This result will be proven in Example 5.1.2.

Example 2.1.7. The covering p :RÑ S1 from Example 2.1.3 is universal.

Not every topological space has a universal cover.

Theorem 2.1.8. Suppose X is a connected and locally path-connected space. Then X has
a universal covering if and only if it is semi-locally simply connected.

The universal covering X̃ can be constructed by defining X̃ as the set of homotopy
classes of paths in X that start at x. The covering is then defined as

p : X̃ Ñ X

[γ] ÞÑ γ(1).

The rest of the proof is putting a topology on X̃ and showing p is indeed a covering map.
This proof can be found in (Fulton [5], Theorem 13.20).

2.2. G-COVERINGS
Some covering maps Y Ñ X behave exceedingly well. These coincide with a group ac-
tion on Y and X being the quotient space of Y under this action. For this, we need the
action to be even.

Definition 2.2.1. A group action ¨ : G ˆ Y Ñ Y is called even, if every point in Y has an
open neighbourhood V Ă Y , such that g ¨V and h ¨V are disjoint if g ,h P G are not equal.

Note that we write the even action of a group on a topological space from the left.

Example 2.2.2. Let Z act on R by means of translation: m ¨ x = m + x. This action is
even. For any point x PR, we can take the open neighbourhood V = (x ´ 1

4 , x + 1
4 ), which

satisfies the requirement.



2

14 2. COVERING SPACES

For an even action of G on Y and y, y 1 P Y we set y „ y 1 if there is some g P G with
g ¨ y = y 1. We can then look at the quotient space, see Section 1.1.

We state two properties of quotient spaces.

Lemma 2.2.3. (a) Let X be a topological space and „ an equivalence relation on X
and let q : X Ñ Q = X / „ be the quotient map. Let f : X Ñ Y be a continuous map,
such that for all x, x1 P X with x „ x1 we have f (x) = f (x1). Then there is a unique
continuous map f : Q Ñ Y , with f = f ˝ q.

(b) Any surjective and open continuous map is a quotient map for some equivalence
relation. In particular a covering map is a quotient map.

See (Engelking [4], Section 2.4) for a proof.

Theorem 2.2.4. Suppose G acts evenly on Y . Then the quotient map p : Y Ñ Y /G is a
covering map.

Proof. The map p is clearly surjective and by definition continuous. We first prove the
image of an open set in Y is open in Y /G . Let V Ď Y open. Then p´1(p(V )) =Ť

g PG gV ,
which is the union of open subsets of Y , which is again open. By the definition of the
quotient topology, it now follows that p(V ) is open in Y /G .

Now take x P Y /G and y P p´1{x}. Take an open neighbourhood V Ď Y of y that
satisfies the property in Definition 2.2.1. Then U = p(V ) is an open neighbourhood of x,
as p is open, and by definition the set p´1(U ) is the disjoint union of gV , where g runs
through G . For each g P G , we prove the map p|gV : gV Ñ U is a homeomorphism.

It is clearly surjective. Let y, y 1 P V and suppose p(g y) = p(g y 1). Then there is some
h P G , such that g y = hg y 1. By definition of the even action, it follows that g = hg , which
implies h is the identity, so y = y 1. As the map is also open, it follows that the inverse is
also continuous, so we conclude it is a homeomorphism.

The subsets U now form an open cover of Y /G , that satisfies the criteria from Defi-
nition 2.1.1.

Theorem 2.2.5. Suppose p : Y Ñ X is a continuous map and G acts evenly on Y . The
following are equivalent:

(1) The map p : Y Ñ X is a covering map, where the fibers are exactly the orbits under
the action of G.

(2) The map p : Y Ñ X is a quotient map for the action of G.

Proof. (1) ùñ (2): this follows from Lemma 2.2.3(b). (2) ùñ (1): this follows from
Theorem 2.2.4.

Definition 2.2.6. We call p : Y Ñ X a G-covering if p satisfies the equivalent conditions
of Theorem 2.2.5.

Example 2.2.7. From Example 2.1.3 and 2.2.2 we see that p : R Ñ S1, t ÞÑ e2πi t is a
Z-covering. This also means that the quotient space R/Z is homeomorphic to S1.

We write Aut(Y ) for the group of all homeomorphisms from Y to itself, with the com-
position as operation. If p : Y Ñ X is a G-covering we can view G as a subgroup of Aut(Y ).
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2.3. MONODROMY ACTION
The defining property of a covering map makes that the pre-image of a path is a union
of paths. We can see this as lifting the path to the covering space.

Theorem 2.3.1 (Path lifting). Let p : Y Ñ X be a covering map and let γ be a path in X
and write γ(0) = x. Let y P p´1{x}. Then there is a unique path γ̃y with γ̃y (0) = y and
p ˝ γ̃y = γ.

A full proof can be found in (Fulton [5], Proposition 11.6). The construction of γ̃y is
done by splitting the path γ in smaller paths that all lie in an open subset that has the
property that the pre-image is a disjoint union of homeomorphic sets. We can then glue
the pre-images of the smaller paths together to get the path we need.

The path γ̃y is called the lift of γ with starting point y .

Similarly we can lift homotopies. A full proof can be found in (Fulton [5], Proposition
11.8).

Theorem 2.3.2 (Homotopy lifting). Let X be a topological space and x P X . Let p : X Ñ Y
be a covering and let y P p´1{x}.

Suppose γ and γ1 are homotopic paths with γ(0) = γ1(0) = x and let Γ : [0,1]2 Ñ X be
a path homotopy from γ to γ1. Then there is a unique path homotopy Γ̃ : [0,1]2 Ñ Y from
γ̃y to γ̃1

y , such that p ˝ Γ̃= Γ.

As we have now linked covering spaces and paths, it is not very surprising that we can
also link the fundamental group with covering spaces. It turns out that there is a group
action of the fundamental group of a topological space on the fiber of the base point. We
denote this action from the right.

We remind the reader that a group action of a group G on a set Y is transitive if for
every y and y 1 in Y , there is some g P G , such that y ¨ g = y 1. The action is called free if
y ¨ g = y implies that g = e.

Theorem 2.3.3. Let X be a topological space and let x P X . Let p : Y Ñ X be a covering
map and write Yx = p´1{x}.

(a) The map

˚ : Yx ˆπ1(X , x) Ñ Yx ,

(y, [γ]) ÞÑ y ˚ [γ] = γ̃y (1)

defines a right action of the fundamental group π1(X , x) on the fiber set Yx .

(b) If Y is path connected, the right action in (a) is transitive.

(c) If Y is simply connected, the right action in (a) is free.

Proof. (a)
We first prove that the map is well-defined. Suppose γ and γ1 are two homotopic

loops at x in X , so [γ] = [γ1]. Then Theorem 2.3.2 tells us that γ̃y and γ̃1
y are homotopic

as well, and in particular that γ̃y (1) = γ̃1
y (1), so ˚ is well-defined.
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We now prove that the map is a group action. The property y ˚[cx ] = y follows directly
from the fact that (c̃x )y = cy , which can be easily seen from the definition of path lifting.

The other property we have to show is that for all γ,γ1 P P (X ; x) we have

(y ˚ [γ]) ˚ [γ1] = y ˚ ([γ] ¨ [γ1]).

Let us write y1 = γ̃y (1) and y2 = γ̃1
y1

(1). Then we have by definition

y1 = y ˚ [γ]

y2 = y1 ˚ [γ1]

= (y ˚ [γ]) ˚ [γ1]

On the other hand we can see that the ending point of γ̃y is the same as the starting point
of γ̃1

y1
and the the concatenation γ̃y d γ̃1

y1
is the unique lift of γdγ1 with starting point y .

From this we see that

y2 = (γ̃y d γ̃1
y1

)(1)

= ã(γdγ1)y (1)

= y ˚ [γdγ1]

= y ˚ ([γ] ¨ [γ1])

which is what we had to show.

(b)
p is surjective so Yx is non-empty. Now let y1, y2 P Yx . Since Y is path-connected

there is a path γ̃ from y1 to y2. The path γ= p ˝ γ̃ is a loop at x and the lift of γwith initial
point y1 is exactly γ̃. We now get that y1 ˚ [γ] = γ̃(1) = y2. From this we can conclude the
right action is transitive.

(c)
Let y1 P Yx . We have to show that the stabiliser of y1 in π1(X , x) is trivial. Suppose [γ]

is an element of this stabiliser. Then by definition γ̃y1 (1) = y1, so γ̃y1 is a loop at y1. As
Y is simply connected, this loop is homotopic in Y to the constant loop at y1. From this
we get that γ is homotopic in X to the constant loop at x, so [γ] = [cx ] and the stabiliser
of y is trivial. From this we can conclude the right action is free.

We call this right action of π1(X , x) on the fiber set Yx the monodromy action of the
fundamental group.

Let p : Y Ñ X be a G-covering. The group G has a natural action on the fiber Yx =
p´1{x} as well. We sometimes denote g (y) instead of g ¨ y to avoid confusion with the
group action of the fundamental group. We can now relate the right monodromy action
of π1(X , x) on the fiber Yx with the left action of G on that fiber.

First of all we note that the actions are compatible with each other. That is, for y P Y
with p(y) = x, g P G and α P π1(X , x) we have that g (y ˚α) = g (y) ˚α, see (Fulton [5],
Section 14a).
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Furthermore, for every α P π1(X , x) there is a g P G , such that g (y) = y ˚α. This is
because the action of G on Yx is free (Definition 2.2.1) and transitive (Theorem 2.2.5),

This means we have a well-defined map ρ = ρp : π1(X , x) Ñ G that links every ele-
ment α P π1(X , x) with the element g P G , such that g (y) = y ˚α. This map does depend
on the choice of y P Yx .

Theorem 2.3.4. Let p : Y Ñ X be a G-covering.

(a) The map ρ :π1(X , x) Ñ G is a group homomorphism.

(b) The kernel of ρ is equal to the stabiliser of y, Staby = p˚(π1(Y , y)).

(c) The group homomorphism ρ is surjective if and only if the monodromy action is
transitive. If Y is path connected, both conditions are satisfied.

Proof. (a)
Suppose γ and γ1 are loops at x. From the definition of ρ and the compatibility of the

group actions we see

ρ([γ])ρ([γ1])(y) = ρ([γ])(y ˚γ1)

= ρ([γ])(y) ˚γ1

= (y ˚γ) ˚γ1

= y ˚ (γdγ1)

= ρ([γdγ1])(y)

= ρ([γ] ¨ [γ1])(y).

From this it follows that ρ is a group homomorphism.

(b)
The equality Ker(ρ) = Staby follows from the definition of ρ.
Let [ζ] P p˚(π1(Y , y)), then [ζ] = [p ˝γ] for some loop γ at y in Y . Then we have that

y ˚ [ζ] = ζ̃y (1) = �p ˝γy (1) = γ(1) = y,

so [ζ] P Staby .

Now let [ζ] P Staby . Then ζ̃y (1) = y ˚ [ζ] = y . This means that ζ̃y is a loop at y , so

[ζ̃y ] Pπ1(Y , y). But then p˚([ζ̃y ]) = [ζ] P p˚(π1(Y , y)).
From this we see that Staby Ď p˚(π1(Y , y)) and p˚(π1(Y , y)) Ď Staby , so we conclude

Staby = p˚(π1(Y , y)).

(c)
The equivalence follows from the definitions. If Y is path-connected, we get from

Theorem 2.3.3 that the monodromy action is transitive.

Definition 2.3.5. We call the group homomorphism ρ : π1(X , x) Ñ G the monodromy
representation belonging to the G-covering p.

The following lemma about the monodromy representation of the restriction of a
G-covering will be useful in proving Van Kampen’s Theorem.
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Lemma 2.3.6. Let G be a group, X a topological space and x P X . Let p : (Y , y) Ñ (X , x) be
a pointed G-covering and let ρ : π1(X , x) Ñ G the corresponding monodromy representa-
tion. Let X 1 Ă X a subspace such that x P X 1. Write i˚ : π1(X 1, x) Ñ π1(X , x) for the group
homomorphism induced by the inclusion. Then

(a) The restriction p|p´1 X 1 : (p´1X 1, y) Ñ (X 1, x) is a pointed G-covering.

(b) The monodromy representation ρ1 corresponding to p|p´1 X 1 satisfies the equality

ρ1 = ρ ˝ i˚.

Proof. (a)
The proof that p|p´1 X 1 is a covering map follows from the definition and is left to the

reader. The group G acts evenly on p´1X 1 in the natural way. As p is a G-covering the
fibers are exactly the orbits under G . Let x1 P X 1. Then p´1{x1} is exactly the orbit of
y 1 P p´1{x1}. As p´1{x1} Ă p´1X 1 this orbit is fully contained in p´1X 1 and the fibers of
the covering map p|p´1 X 1 are exactly the orbits under G as well, so it is a G-covering.

(b)
Let α P π1(X 1, x). Then ρ1(α) = ϕ P G , such that ϕ(y) = y ˚α, where ˚ is the mon-

odromy action of π1(X , x) on the fiber Y 1
x = (p|p´1 X 1 )´1{x}. Let us denote ‹ for the mon-

odromy action of π1(X , x) on Yx = p´1{x}. We will prove that ϕ(y) = y ‹ i˚(α).
We have that

y ˚α= α̃y (1)

y ‹ i˚(α) =�i˚(α)y (1)

Furthermore p|p´1 X 1 (α̃y ) = α, so p(α̃y ) = [α] = i˚(α). By uniqueness of path-lifting we
have

α̃y (1) =�i˚(α)y (1),

so we conclude that ρ1 = ρ ˝ i˚.

Using the monodromy representation we can finally calculate some non-trivial fun-
damental groups. First we state two corollaries of Theorem 2.3.4.

Corollary 2.3.7. Let p : (Y , y) Ñ (X , x) be a pointed G-covering and suppose Y is path-
connected. Then the monodromy representation induces a group isomorphism

π1(X , x)/p˚(π1(Y , y))
„
ÝÑ G .

This corollary follows from Theorem 2.3.4(c) and the isomorphism theorem for groups.

As p˚(π1(Y , y)) is trivial when π1(Y , y) is trivial, we immediately see the following
result.

Corollary 2.3.8. Let p : (Y , y) Ñ (X , x) a pointed G-covering and suppose Y is simply
connected. Then the monodromy representation induces a group isomorphism

π1(X , x)
„
ÝÑ G .
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Example 2.3.9. The continuous map p : RÑ S1, given by t ÞÑ e2πi t is a Z-covering, see
Example 2.2.7. As R is simply connected, we have the isomorphism π1(S1) –Z.

The inclusion of the circle into R2 now shows that an inclusion of topological spaces
does not induce an inclusion of fundamental groups.

Figure 2.3.1: Intuitively, Z shows the number of times we wrapped a loop around the
circle.

2.4. CLASSIFICATION OF G-COVERINGS
We have now constructed a group homomorphism ρp : π1(X , x) Ñ G for every pointed
G-covering p : Y Ñ X . We can ask ourselves if we can also do the opposite; given a group
homomorphism ρ :π1(X , x) Ñ G , can we construct a G-covering pρ : Y Ñ X ?

The answer is yes, under certain conditions. The constructions are even the inverse
of each other. We show this in the Classification of G-coverings, Theorem 2.4.3.

First we have to rule out a technicality, to avoid counting G-coverings that can be
considered the same twice. We can define what it means for coverings to be the same,
via morphisms of coverings.

Definition 2.4.1. Let X be a topological space and let p : Y Ñ X and q : Z Ñ X be two
covering maps. A morphism of covering spaces over X is a continuous map f : Y Ñ Z ,
such that p = q ˝ f . If f is a homeomorphism, we call F an isomorphism of covering
spaces.

Suppose p and q are G-coverings. Then f is a morphism of G-coverings (resp. isomor-
phism) if it is a morphism (resp. isomorphism) of covering spaces and it is compatible
with the action of G . That is, if for all g P G and for all y P Y , we have that f (g ¨y) = g ¨ f (y).

A morphism of covering spaces makes the diagram

Y Z

X

f

p q

commute.
From the definition we can clearly see that isomorphic G-coverings yield the same

monodromy representation.

Next we look at the condition a topological space has to satisfy to be able to classify
its G-coverings.



2

20 2. COVERING SPACES

Definition 2.4.2. We call a topological space X unloopable if it is connected, locally
path-connected and semi-locally simply connected.

The condition that a topological space must be unloopable seems like a rather strict
requirement, but there are many often studied spaces that are unloopable. For exam-
ple every connected topological manifold, a topological space where every point has an
open neighbourhood that is homeomorphic to Rn for some n, is unloopable (Lee [11],
Chapter 2).

Theorem 2.4.3 (Classification of G-coverings). Let X be an unloopable topological space
and let x P X . Let G be (fixed) group. The assignment of ρp to a G-covering map p yields
a bijection of sets between the set of group homomorphisms from π1(X , x) to G and the set
of isomorphism classes of pointed G-coverings:

Hom(π1(X , x),G) ÐÑ {pointed G-coverings}/isomorphism.

The full proof of this theorem is rather technical and long and can be found in (Fulton
[5], section 14a). We will only show the construction of both bijective maps here and omit
the proof that these are indeed bijective and are each other’s inverse.

The construction of a group homomorphism from a G-covering is the monodromy
representation, Definition 2.3.5.

Let ρ : π1(X , x) Ñ G be a group homomorphism. We will construct a G-covering
pρ : Yρ Ñ X .

First we choose a pointed universal covering of u : (X̃ , x̃) Ñ (X , x). This is possible
as we assume X is unloopable. We give G the discrete topology, meaning any subset is
open. Then the space X̃ ˆG is a stack of copies of X̃ . There is a group action from the
left of π1(X , x) on this space. Let [γ] Pπ1(X , x), z P X̃ and g P G . We define

[γ] ‚ (z, g ) = (z ˚ [γ´1], g ¨ρ([γ]´1)).

Here ˚ is the monodromy action and ¨ is the group operation of G . We then define Yρ to
be the quotient of X̃ ˆG by this action

Yρ = (X̃ ˆG)/π1(X , x).

Write 〈(z, g )〉 for the equivalence class of (z, g ) P X̃ ˆ G under this action. We set
yρ = 〈(x̃,e)〉.

We define the map pρ : Yρ Ñ X by taking 〈(z, g )〉 to u(z).
We omit the proof that this is indeed a covering map and that the action of G defined

on Yρ makes it a G-covering and refer the interested reader once again to (Fulton [5],
section 14a).

Example 2.4.4. Suppose ρ is the trivial homomorphism, which sends every element of
π1(X , x) to the neutral element of G . Then

[γ] ‚ (z, g ) = (z ˚ [γ´1], g ¨ρ([γ]´1)) = (z ˚ [γ´1], g ).

From this we see that the projection X̃ ˆG Ñ X ˆG , given by (z, g ) ÞÑ (u(z), g ) is a quo-
tient map for the action of π1(X , x) on X̃ ˆ G , so we have a natural homeomorphism
Yρ

„
ÝÑ X ˆG . But the covering X ˆG Ñ X is trivial, so pρ is as well.
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Example 2.4.5. Suppose ρ is surjective. Then we claim that the continuous map X̃ Ñ Yρ
given by w ÞÑ 〈(w,e)〉 is surjective. Let (z, g ) P X̃ ˆG and take [γ] P π1(X .x) with ρ([γ]) =
g . Then 〈(z, g )〉 = 〈(z ˚ [γ´1], g ¨ g ´1)〉 = 〈(z ˚ [γ´1],e)〉, so w = z ˚ [γ´1] works. Since X̃ is
connected, Yρ is connected as well.

This result is already very interesting at its own, but it will also help us with the proof
of Van Kampen’s Theorem.

There is also an classification of G-coverings without base points, see (Fulton [5],
Exercise 14.3). In this there is a bijection between G-coverings modulo isomorphism
and the set Hom(π1(X , x).G) modulo conjugation. Two group homomorphisms ρ,ρ P

Hom(π1(X , x).G) are conjugate if there is some g P G , such that ρ1(α) = g ¨ρ(α) ¨ g ´1 for
all α P π1(X , x). If G is an abelian group a group homomorphism π1(X , x) Ñ G is only
conjugate to itself, so Hom(π1(X , x),G)/{conjugation} = Hom(π1(X , x),G).

2.5. Zn -COVERINGS OF THE CIRCLE
To give an example of the classification theorem, we will look at all pointed Z/nZ-cover-
ings of the circle S1 for n ě 2. For convenience we will write Zn for Z/nZ.

The fundamental group of the circle is isomorphic toZ and there are exactly n group
homomorphisms from π1(S1) –Z to Zn . This is because

Hom(Z,Zn) = {ϕa : k ÞÑ ka : a PZn}.

The classification of G-coverings 2.4.3 now tells us there are exactly n different Zn-
coverings of the circle. As Zn is an abelian group, we can look at Zn-coverings without
base point.

We will explicitly show all Z4-coverings of the circle and briefly state a generalisation
for all Zn-coverings.

The group homomorphismϕ0 : k ÞÑ k0 = 0 is the trivial homomorphism. By Example
2.4.4, this homomorphism corresponds to the trivial covering p0 :Z4 ˆ S1 Ñ S1.

The group homomorphisms ϕ1 and ϕ3 are surjective, as 1 and 3 are both generators
for Z4. Example 2.4.5 now tells us that the corresponding covering should be connected.
We claim that in both cases the covering space is the circle itself.

We define two left actions λ1 and λ3 of Z4 on the circle S1.

λ1 :Z4 ˆ S1 Ñ S1,

(a, z) Ñ i a ¨ z,

λ3 :Z4 ˆ S1 Ñ S1,

(a, z) Ñ i 3a ¨ z = (´i )a ¨ z.

It follows directly that these actions are even.
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Figure 2.5.1: The actions λ1 (left) and λ3 (right) on the circle. The orbit of the point 1 is
shown.

The set A = {e2πi t : 0 ď t ď 1
4 }, which is homeomorphic to the interval [0,1] via

f : A Ñ [0,1], given by e2πi t ÞÑ 4t now has a representative of all equivalence classes un-
der the equivalence relation induced by bothλ1 andλ3. Furthermore the points e2πi 0 = 1

and e2πi 1
4 = i are in the same equivalence class under both relations. These points cor-

respond to 0 and 1 under f . This means that S1/λ1 = A/λ1 and S1/λ3 = A/λ3 are both
homeomorphic to the interval [0,1] with endpoints identified. This is the same as the
quotient space of R under the even action of Z from Example 2.2.2. This latter space is
homeomorphic to the circle, so the spaces S1/λ1 and S1/λ3 are as well.

We write Y1 for S1 with the action λ1 and Y3 for S1 with the action λ3. The coverings
p1 : Y1 Ñ S1 and p3 : Y3 Ñ S1 are then both Z4-coverings of the circle.

To show that these coverings do not represent the same element in the bijection of
Theorem 2.4.3, we have to show the coverings are not isomorphic as Z4-coverings. We
will prove this by contradiction.

Suppose f : Ya Ñ Yb is an isomorphism of Z4-coverings. Then in particular, f : S1 Ñ

S1 is a homeomorphism. By definition f is compatible with the actions λ1 and λ3, so
f (i a ¨ z) = (´i )a ¨ f (z).

By potentially adding a rotation of the circle, which is an isomorphism of G-coverings,
we may without loss of generality assume that z = 1 is the (unique) element such that
f (z) = 1.

Then from the compatibility we see that f (i ) = ´i , f (´1) = ´1 and f (´i ) = i . As
1 and ´1 are resp. the unique points with f (1) = 1 and f (´1) = ´1 and we have that
f (i ) =´i , we see that ℑ( f (z)) < 0 whenever ℑ(z) > 0. But ℑ(´i ) =´1 < 0 and ℑ( f (´i )) =
ℑ(i ) = 1≮ 0. We have reached contradiction and conclude p1 and p2 are not isomorphic
as G-coverings.

For the Z4-covering that corresponds to the element 2, we consider an action of Z4

on the disjoint union S1 \ S1. To separate the two circles we write S1 \ S1 = S1 Y S2. For
a z P S1 Y S2, we write z = z1 if z P S1 and z = z2 if z P S2.



2.5. Zn -COVERINGS OF THE CIRCLE

2

23

We divide both these circles in two parts as follows:

Si ,1 = {e2πi t : 0 ď t < 1

2
}

Si ,2 = {e2πi t :
1

2
ď t < 1}.

The left action is then defined as follows:

λ2 :Z4 ˆ (S1 Y S2) Ñ S1 Y S2

(1, z1) ÞÑ

{
´z1, if z1 P S1,1,

´z2, if z1 P S1,2,

(1, z2) ÞÑ

{
´z2, if z2 P S2,1,

´z1, if z2 P S2,2.

The action by the other elements a ofZn are deduced from the action of 1, by writing
a = 1+1+ ¨ ¨ ¨+1. This action is even.

Figure 2.5.2: The action λ2 on the disjoint union of two circles. The orbit of the point 11

is shown.

By an argument very similar to the case for λ1 and λ3 we can see that the quotient
space of S1 Y S2 under this action is also homeomorphic to the circle. We write Y2 for
the space S1 Y S2 under the action λ2 and p2 for the Z4-covering p2 : Y2 Ñ S1. This
Z4-covering is not isomorphic to pi for i = 0,1,3 as the disjoint union of two circles is
not homeomorphic to one circle nor to the disjoint union of four circles.

By the Classification of G-coverings 2.4.3 we can now conclude that the coverings pi

for i = 0,1,2,3 are all four Z4-coverings of the circle S1 up to isomorphism.

We can generalise the construction of these four coverings to construct all Zn-cover-
ings of the circle. We will only state what the covering spaces and the actions of Zn on
them look like, without proofs.

We write ζk = e
2πi

k .
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Let n ě 2 and let a PZn . The covering space corresponding to a is the disjoint union
of gcd(a,n) circles

gcd(a,n)
ğ

i=1

S1.

If gcd(a,n) = 1, this is only one circle. Then the action λa ofZn on the circle S1 is defined
by (1, z) ÞÑ ζa ¨z. We write Ya for the space S1 together with the actionλa and pa : Ya Ñ S1

for the corresponding Zn-covering.

For the case gcd(a,n) ‰ 1 we need some notation. Let us write ã := n/gcd(a,n) and
â := a/gcd(a,n).

In this case the covering space consists of multiple copies of the circle, for which

we will write
Ťgcd(a,n)

i=1 Si . We again write z = zi if z P
Ťgcd(a,n)

i=1 Si is an element of Si .
For convenience we may write z = zgcd(a.n)+1 instead of z = z1. We divide each of these
circles into ã parts Si , j as we did for the Z4-covering p2.

The action λa of Zn on this space is as follows:

(1, zi ) =
{
ζâ

ã ¨ zi , if zi P Si , j and j + â ď ã

ζâ
ã ¨ zi+1, if zi P Si , j and j + â > ã.

Figure 2.5.3: The action λ3 of Z15 on the disjoint union of three circles. The orbit of the
point 11 is shown.

We again write Ya for the space
Ťgcd(a,n)

i=1 Si together with the actionλa and pa : Ya Ñ S1

for the corresponding Zn-covering.

One can prove that the maps pa are indeed Zn-coverings of the circle and that they
are not mutually isomorphic as Zn-coverings. As we have found n coverings pn , Theo-
rem 2.4.3 tells us we have found all.
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VAN KAMPEN’S THEOREM

We are now ready to state and prove Van Kampen’s Theorem.
The first formulation of the theorem was given and proved by German mathemati-

cian Herbert Seifert in his dissertation in 1931 (Seifert [13]). The theorem is for this rea-
son also known as the Seifert-Van Kampen Theorem. In 1933 Van Kampen published a
more general version of this theorem (Van Kampen [10]). The proof we will give is due to
Alexander Grothendieck and can be found in (Godbillon [6]).

The theorem states a relation between the fundamental group of a topological space
X and the fundamental group of a collection of open subsets that cover X , which all
have to satisfy certain conditions. The theorem is usually stated for the case of two open
subsets covering X and a quick proof of that version can also be found in (Fulton [5],
Section 14c). We will prove the statement for an arbitrary large cover of X .

3.1. GLUING COVERINGS
Crucial in Grothendieck’s proof of Van Kampen’s Theorem is the gluing of topological
spaces.

Suppose we are given a collection of spaces Ya , for a in an index set A and suppose
for each pair a,b P A we are given an open subset Yab Ă Ya and a homeomorphism

ϑab : Yab Ñ Yba .

In case of the pair a, a we demand that Yaa = Y and ϑaa is the identity on Y.

These homeomorphisms should satisfy the co-cycle condition:
For any three a,b,c P A we must have

ϑab(Yab X Yac ) Ď Ybc ,

ϑac =ϑbc ˝ϑab on Yab X Yac .

Note that this implies that ϑba ˝ϑab is the identity on Yab .

25
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Through these homeomorphisms we define an equivalence relation on the disjoint
union

Ů

aPA Ya . Let y, y 1 P
Ů

aPA Ya and suppose y P Ya and y 1 P Yb . Then we set y „ y 1

if y P Yab and ϑab(y) = y 1.
As ϑaa is the identity on Y the relation is reflexive. Symmetry and transitivity follow

from the cocycle condition. We write Y ϑ
A

= Ů

aPA Ya/ „. If A = {a,b} we also write
Ya Yϑ Yb for the quotient space.

Figure 3.1.1: The gluing of the spaces Ya , Yb and Yc .

Let ϕa : Ya Ñ Y be the map that takes a point in Ya to its equivalence class. We will
state some properties of this map. The proofs are mainly set-theoretic and can be found
in (Fulton [5], Appendix A3).

Lemma 3.1.1. (a) Each ϕa(Ya) is open in Ya .

(b) ϕa : Ya Ñϕa(Ya) is a homeomorphism.

(c) Y is the union of the sets ϕ(Ya).

(d) ϕa(Yab) =ϕb(Yba).

(e) On Yab , ϑab =ϕ´1
b ˝ϕa .

Let T be a topological space and let { fa : Ya Ñ T |a P A } be a collection of continuous
maps, that satisfies fa = fb ˝ϑab on Yab for all a,b P A . We can then glue these maps
together to a (unique) map

f A
ϑ : Y ϑ

A Ñ T,

with the property that f A
ϑ

˝ϕa = fa on Ya for all a P A . This follows from the universal
property of quotient spaces, Lemma 2.2.3.

Let X be a topological space and let O = {Ua : a P A } be an open cover of X that is
closed under finite intersections and suppose there is some x P X , such that x P Ua for
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all a P A . Let G be a fixed group and suppose we have a pointed G-covering of every
member of the open cover, pa : (Ya , ya) Ñ (Ua , x) for every a P A .

Suppose for every pair a,b P A we have an isomorphism of pointed G-coverings (and
in particular a homeomorphism)

ϑab : (p´1
a (Ua XUb), ya)

„
ÝÑ (p´1

b (Ua XUb), yb).

Suppose again that ϑaa is the identity on Ya and the homeomorphisms satisfy the co-
cycle condition.

We call the tuple

({pa : a P A }, {ϑab : a,b P A })

gluing data over the open cover O = {Ua : a P A } with respect to the basepoint x.
We can now glue these coverings together as above, which results in the following

map

p : (Y ϑ
A , y) Ñ (X , x),

where y is the equivalence class of ya . Since each ϑab is an isomorphism of pointed
G-coverings this definition of y is unambiguous.

This map satisfies the equality p˝ϕa = pa , whereϕa once again is the map that sends
a point in Ya to its equivalence class in Y ϑ

A
.

Lemma 3.1.2. The map p : (Y ϑ
A

, y) Ñ (X , x) is a G-covering of X .

Proof. From Lemma 3.1.1 we know thatϕa is a homeomorphism from Ya onto p´1(Ua).
As Y ϑ

A
is the union of p´1(Ua) for a P A we can conclude that p is a covering map.

We define an action of G on Y ϑ
A

in the following way: Let y 1 P Y ϑ
A

. Then y 1 = ϕa(y 1
a)

for some a P A and y 1
a P Ya . We set g ¨ y 1 = g ¨ϕa(y 1

a) =ϕa(g ¨ y 1
a).

This definition is well-defined. Suppose there is also some b P A and y 1
b P Yb such

that y 1 =ϕb(y 1
b). Then y 1

a „ y 1
b , so ϑab(y 1

a) = y 1
b . But ϑ is an isomorphism of G-coverings,

so

ϑab(g ¨ y 1
a) = g ¨ϑ(y 1

a) = g ¨ y 1
b .

This means that g ¨ y 1
a „ g ¨ y 1

b and ϕa(g ¨ y 1
a) =ϕb(g ¨ y 1

b).

Through this compatibility of ϕa with the action of G we can similarly see that the
action of G on Y ϑ

A
is even.

To show that p is indeed a G-covering, we will show that the orbits of G coincide with
the fibers of p. Let y 1 P Y ϑ

A
and once again let a P A , such that y 1 =ϕa(y 1

a). Set x1 = p(y 1),

then x1 = pa(y 1
a). The covering pa is a G-covering, so p´1

a {x1} is the orbit of y 1
a under the

action of G . Then by definition of the action of G on Y ϑ
A

we have that ϕa(p´1
a {x1}) is the

orbit of y 1 under the action of G .
We now immediately see that ϕa(p´1

a {x1}) Ď p´1{x1}. Suppose there is some ỹ P

p´1{x1} that is not in ϕa(p´1
a {x1}). Let b P A , such that ỹ P Yb . Then pb(ỹ) = x1 and

x1 P Ua XUb . But then

ỹ P p´1
b (Ua XUb).
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But then also ϑba(ỹ) P p´1
a (Ua XUb) and pa(ϑba(ỹ)) = x1, so ϑba(ỹ) P p´1

a {x1} and ỹ P

ϕa(p´1
a {x1}), which is a contradiction. We conclude that

ϕa(p´1
a {x1}) = p´1{x1}.

This means that p is a G-covering.

Conversely, let p : (Y , y) Ñ (X , x) be a given pointed G-covering of X . Then we can
assign gluing data over O with respect to x to p:

({p|p´1Ua
: a P A }, {idp´1(Ua XUb ) : a,b P A })

From the construction it is immediately clear that gluing a G-covering from this glu-
ing data yields a G-covering that is isomorphic as pointed G-covering to p. We can
also see from the construction that the gluing data assigned to the pointed G-covering
p : (Y ϑ

A
, y) Ñ (X , x) is isomorphic to the gluing data p was constructed from. This gives

us the following result.

Lemma 3.1.3. Let G be a fixed group. Let X a topological space and let x P X . Let O =
{Ua : a P A } be an open cover of X , such that x P Ua for all a P A .

There is a bijection between the set of gluing data ({pa}, {ϑab}) over O with the respect to
x modulo isomorphism and pointed G-coverings p : (Y , y) Ñ (X , x) modulo isomorphism.

The bijection is given by the assignment of the gluing data ({p|p´1Ua
}, {idp´1(Ua XUb )})

to a pointed G-covering p : Y Ñ X and the assignment of the G-covering p : (Y ϑ
A

, y) Ñ

(X , x) to the gluing data ({pa}, {ϑab})

3.2. VAN KAMPEN’S THEOREM
From now we suppose that X is an unloopable space and O = {Ua : a P A } is an open
cover that is closed under finite intersection. Suppose there is some x P X with x P Ua

for all a P A and suppose each Ua is unloopable.
Then we can make use of the Classification of G-coverings 2.4.3 to translate Lemma

3.1.3 into group-theoretic terms.

Let a,b P A and suppose that Ua Ď Ub . We then write iab : Ua ãÝÑ Ub for the inclu-
sion. We write ia : Ua ãÝÑ X for the inclusion of a member of the open cover in X . These
inclusions form a commutative diagram of pointed topological spaces. In the standard
case of O = {U ,V ,U XV }, this diagram is as follows:

(U XV , x) (U , x)

(V , x) (X , x) .

iUXV ,V

iUXV ,U

iU

iV
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This commutative diagram induces a commutative diagram of fundamental groups,
see Proposition 1.3.3. In the case of O = {U ,V ,U XV } this looks as follows:

π1(U XV , x) π1(U , x)

π1(V , x) π1(X , x) .

iUXV ,V ˚

iUXV ,U˚

iU˚

iV ˚

Van Kampen’s theorem now gives a relation between π1(X , x) and the other funda-
mental groups and maps in between them in the diagram. We first concretely define a
diagram of groups

Definition 3.2.1. Let {Ga : a P A } a collection of groups and suppose that for some pairs
a,b P A a group homomorphism fab : Ga Ñ Gb is given, such that if fab and fbc are
defined, fac is defined as well and fac = fbc ˝ fab .

We write
A ˆ f A = {(a,b) P A : fab is defined}.

We then call the tuple

({Ga : a P A }, { fab : (a,b) P A ˆ f A })

a diagram of groups.

If A is finite, we can draw a diagram of groups by writing down all groups Ga and
drawing arrows between Ga and Gb if fab is defined.

Definition 3.2.2. Suppose ({Ga : a P A }, { fab : (a,b) P A ˆ f A }) is a diagram of groups.
Let G be a group and suppose for every a P A a group homomorphism fa : Ga Ñ G is
given, such that fa = fb ˝ fab for all (a,b) P A ˆ f A .

We call the tuple (G , { fa : a P A }) a pushout of the diagram of groups ({Ga}, { fab}) if
the following property holds:

Let H be an arbitrary group and let ga : Ga Ñ H be a group homomorphism for all
a P A and suppose that ga = gb ˝ fab for all (a,b) P A ˆ f A . Then there is a unique map
h : G Ñ H , such that ga = h ˝ fa for all a P A .

In short, the definition says the diagram

Gb

Ga G H

Gc

fb

gb

fab

fac

D!h

fc

gc

should commute, if (a,b), (b,c) P A ˆ f A .
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Remark. Pushouts are unique up to unique isomorphism if they exist, see Example 5.1.6.

Corollary 3.2.3. A pushout is generated by the images of Ga under the group homomor-
phisms fa .

Proof. Suppose (G , { fa}) is the pushout of the diagram of groups consisting of the groups
Ga and homomorphisms fab . Let G 1 be the group generated by fa(Ga). Then G 1 Ď G and
we write h1 = h|G1 : G 1 Ñ H . Let a P A . Then ga = h ˝ fa by assumption. But fa(Ga) Ă G 1,
so h ˝ fa = h1 ˝ fa and we see that

ga = h1 ˝ fa .

As pushouts are unique we must have G =G 1.

Remark. Usually we call G together with the group homomorphisms { fa} a colimit of
the diagram and reserve the term pushout for the case

Ga Gb

Gc G .

fac

fab

fb

fc

If (G , { fb , fc }) is a pushout, we call the diagram above a pushout diagram.
We will see a slightly different definition for colimit in Definition 5.1.5 and use pushout

for now for the general case as well.

Let X be a topological space and O = {Ua : a P A } be an open cover. Let a,b P A and
write Uc =Ua XUb . Then the diagram

π1(Ua , x)

π1(Uc , x) π1(X , x)

π1(Ub , x)

ia˚ica˚

icb˚ ib˚

is commutative, so it satisfies the condition in Definition 3.2.2
It now may not be a surprise that π1(X , x) together with the group homomorphisms

{ia˚} is the pushout of the diagram consisting of the groups π1(Ua , x) and the group ho-
momorphisms iab˚. This is exactly what Van Kampen’s Theorem says.

Theorem 3.2.4 (Van Kampen’s Theorem). Suppose X is a topological space and let x P

X . Let O = {Ua : a P A } be an open cover of X that is closed under finite intersection
and suppose that x P Ua for every a P A . Furthermore, suppose that X and Ua are all
unloopable.

Then π1(X , x) together with the group homomorphisms {ia˚} is the pushout of the di-
agram consisting of the groups π1(Ua , x) for a P A and the group homomorphisms iab˚

for a,b P A , such that Ua Ď Ub .
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Corollary 3.2.5 (Van Kampen’s Theorem for the usual covering). Suppose X is a topolog-
ical space and let U ,V be two open subspaces, such that X = U Y V . Let x P U X V and
suppose that X ,U ,V ,U XV are all unloopable.

Then π1(X , x) together with the group homomorphisms iU˚ and iV ˚ is the pushout of
the diagram

π1(U XV , x) π1(U , x)

π1(V , x)

iUXV ,V ˚

iUXV ,U˚

Proof of Theorem 3.2.4. Let G be an arbitrary fixed group. Let for all a P A a group ho-
momorphism ga : π1(Ua , x) Ñ G be given and suppose that ga = gb ˝ iab˚ for every pair
a,b P A , with Ua Ď Ub .

Via the Classification of G-coverings we can link these group homomorphisms ga to
pointed G-coverings pa : (Ya , ya) Ñ (Ua , x).

Let a,b P A and let c P A , such that Uc = Ua XUb , so Uc Ă Ua and Uc Ă Ub . Then
by assumption we have the equality ga ˝ ica˚ = gb ˝ icb˚. By Lemma 2.3.6 ga ˝ ica˚ is the
monodromy representation belonging to the restriction

pa |p´1
a Uc

: (p´1
a Uc , ya) Ñ (Uc , x).

Similarly gb ˝ icb˚ is the monodromy representation belonging to the restriction

pb |p´1
b Uc

: (p´1
b Uc , yb) Ñ (Uc , x).

The equality ga ˝ ica˚ = gb ˝ icb˚ now induces an isomorphism of pointed G-coverings

ϑab : (p´1
a Uc , ya)

„
ÝÑ (p´1

b Uc , yb).

In this way we obtain gluing data

({pa : a P A }, {ϑab : a,b P A }).

Lemma 3.1.3 now gives us a (unique) G-covering

p : (Y ϑ
A , y) Ñ (X , x),

with the property that pa = p ˝ϕa We write h : π1(X , x) Ñ G for the monodromy rep-
resentation belonging to this covering. The group homomorphism h is now such that
ga = h ˝ ia˚, which follows from Lemma 2.3.6. The only thing left to show is that this h is
unique.

Suppose there is some h1 : π1(X , x) Ñ G that also satisfies ga = h1 ˝ ia˚ for all a P A

and suppose h ‰ h1. Let ph1 : (Yh1 , yh1 ) Ñ (X , x) the pointed G-covering corresponding
to h1 from the bijection in Theorem 2.4.3. Then p and ph1 are not isomorphic as G-
coverings as h ‰ h1.



3

32 3. VAN KAMPEN’S THEOREM

Now let
({ph1 |p´1Ua

: a P A }, {idp´1
h1 (Ua XUb ) : a,b P A })

be the gluing data corresponding to the pointed G-covering ph1 from the bijection in
Lemma 3.1.3. Then this gluing data is not isomorphic to the gluing data ({pa}, {ϑab}) from
which we constructed the G-covering p, as p and ph1 are not isomorphic as G-coverings.

The covering map pa was constructed from the monodromy representation ga using
the bijection from Theorem 2.4.3. From Lemma 2.3.6 we know that the monodromy
representation that corresponds to ph1 |p´1Ua

is equal to h1˝ia˚. But the equality ga = h1˝

ia˚ gives us that these coverings are isomorphic as G-coverings. This means the gluing
data ({pa}, {ϑab}) is isomorphic to the gluing data ({ph1 |p´1Ua

}, {idp´1
h1 (Ua XUb )}), which is

a contradiction to what we have proven before.
We conclude that our assumption was wrong, so h1 = h and h is the unique group

homomorphism that satisfies ga = h ˝ ia˚ for all a P A .

Van Kampen’s Theorem is intended to calculate fundamental groups from spaces
consisting of smaller spaces that we know the fundamental group of. We will show some
examples of this.

Example 3.2.6. We write
Sn = {x PRn+1 : ||x|| = 1}

for the n-dimensional unit sphere. Let n ě 2 and let x P Sn be the point x = (0, ...,0,1).
Note that S1 is the circle and we already saw that π1(S1, x) – Z. We consider the open
subsets of Sn

U = Sn\(1,0, ...,0)

V = Sn\(´1,0, ...,0)

The spaces U and V are the unit spheres with opposite points missing. Through stereo-
graphical projection, both spaces are homeomorphic to Rn , see (Lee [11], Example 3.21).
Rn is contractible and thus simply connected, see Example 1.2.4 and Corollary 1.4.1. We
then get the following diagram of groups

π1(U XV , x) {e}

{e}

iUXV ,U˚

iUXV ,V ˚

As U , V and U X V are all unloopable, Van Kampen’s Theorem now says that π1(Sn , x)
together with the group homomorphisms iU˚ and iV ˚ is the pushout of this diagram.
The group homomorphisms iU˚ and iV ˚ must be trivial as their domain is the trivial
group. By Corollary 3.2.3, π1(Sn , x) is now generated by the images of {e} under iU˚ and
iV ˚, which are trivial, so π1(Sn , x) must be trivial itself as well.

We conclude that the unit sphere Sn is simply connected for n ě 2.
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Figure 3.2.1: The subspaces U (left) and V (right) for Sn with n = 2.

Example 3.2.7. Next we will consider the bouquet of n circles. This space is the disjoint
union of n circles which are glued together at one point. We write S = Ťn

i=1 S1
i for the

disjoint union of n circles. On each circle we specify one point zi P S1
i . We then identify

these points zi under the equivalence relation „. Then the bouquet of n circles is Bn =
S/ „ and we set the equivalence class z of these zi as basepoint.

The bouquet is the union of n open subspaces U1, ...,Un that are all homotopy equiv-
alent to the circle. Let ai be the loop that generates the fundamental group of the sub-
space Ui . The intersection of two or more of the subspaces Ui is contractible, so the
fundamental group is trivial.

Figure 3.2.2: The covering of Bn for n = 2.

For the case n = 2, we have the following diagram of groups

{e} 〈a1〉

〈a2〉 π1(B2, x) .

i1˚

i2˚ j1˚

j2˚

The group π1(Bn , z), which is the pushout of the diagram consisting of the groups 〈ai 〉
and the homomorphisms induced by inclusions, is called the free group on the genera-
tors a1, ..., an .

As each 〈ai 〉–Zwe also say

π1(Bn , z) –Z˚Z˚ ¨¨ ¨ ˚Z= n
˚

i=1
Z,

which we call the n-fold free product of Z.
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There also other definitions of the free product of spaces or the free group on the
generators. An extensive description can be found in (Lee [11], Chapter 9). The free
group on the generators a1, ..., an is then defined as a group consisting of so-called words,
an ordered tuple of finite length containing elements of the groups 〈a1〉, 〈a2〉, ..., 〈an〉.
The operation is concatenation of the tuple and there is an equivalence relation, so-
called elementary reduction, on these tuples.

Figure 3.2.3: The bouquet of 6 circles.

Though this theorem is very useful to calculate fundamental groups of very complex
spaces, it falls short for the most fundamental example in algebraic topology: the circle.
If we choose an open cover of the circle consisting of unloopable subsets that all con-
tain the base point, these are all homeomorphic to an open interval. The intersections
of the subsets are in all cases homeomorphic to the union of multiple open intervals.
This means that the intersection is not unloopable, since it is not (path-)connected. We
cannot use Van Kampen’s Theorem to calculate the fundamental group of the circle.

The main problem is the requirement to choose one base point. If we were able to
choose multiple base points and consider the homotopy classes of all paths inbetween
the base points, we have a much bigger overview of the situation. We can then cover
the circle with two open subsets, each homeomorphic to an open interval, and consider
base points in both path-connected components of the intersection. This motivates the
definition of the fundamental groupoid, which will be introduced in Chapter 4. We can
then generalise Van Kampen’s Theorem to the case of fundamental groupoids and cal-
culate the fundamental group of the circle through this upgraded theorem.

3.3. COVERING OF THE KLEIN BOTTLE
As an example of the stitching of covering spaces we used in the proof of Van Kampen’s
Theorem, we will construct the torus as an Z2-covering of the Klein bottle.

The spaces we will look at can all be described as a quotient space of the plane R2.
For this we define a,b :R2 ÑR2 as follows:

a : (x, y) ÞÑ (x, y +1)

b : (x, y) ÞÑ (x +1,´y).
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These maps are both homeomorphisms of the plane with itself, so we can view them as
elements of Aut(R2). We can then let the subgroups generated by a and b act onR2 in the
natural way and take the quotient to these actions. Using this we can give the following
definitions.

Definition 3.3.1. • The Klein bottle is the quotient space K =R2/〈a,b〉.
• The Möbius band is the quotient space12 M = (Rˆ (´ 1

2 , 1
2 ))/〈b〉.

• The torus is the quotient space T=R2/〈a,b2〉.
• The cylinder is the quotient space C = (Rˆ (´ 1

2 , 1
2 ))/〈b2〉.

It is left to the reader to verify that these definitions yield homeomorphic topological
spaces as other definitions of these spaces that may be found in literature. Note these
four spaces are all unloopable.

K : M : T: C :

Figure 3.3.1: The Klein bottle can be constructed in four-dimensional space (Fulton [5],
Section 8b). The Möbius band can be constructed in three dimensional space (Lee [11],

Chapter 6).

Before we begin with covering the Klein bottle, we first note some interesting prop-
erties of the spaces we defined, which we can use in the covering of the Klein bottle.

Lemma 3.3.2. The Möbius band M and the cylinder C are homotopy-equivalent to the
circle S1. This implies that π1(M) –π1(C ) –Z.

Proof. Let a1 : RÑ R be given by x ÞÑ x +1. We see that the natural action of 〈a1〉 on R
is the same as the action of Z on R in Example 2.2.2. In example 2.2.7 we saw that the
quotient space R/Z is homeomorphic to the circle S1, so the quotient space R/〈a1〉 is as
well.

1We only look at the restriction of b to Rˆ (´ 1
2 , 1

2 ), but still denote it by b.
2Normally the Möbius band and the cylinder are defined with [0,1] instead of (0,1), but for the purpose of this

example we look at this definition.
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Similarly as in Example 1.2.4 we can retract the interval (´ 1
2 , 1

2 ) to {0}, which is a
homotopy equivalence. Then Rˆ (´ 1

2 , 1
2 ) is homotopy equivalent to Rˆ {0}, so

M = (Rˆ (´
1

2
,

1

2
))/〈b〉 » (Rˆ {0})/〈b〉,

C = (Rˆ (´
1

2
,

1

2
))/〈b2〉» (Rˆ {0})/〈b2〉,

Note that retracting the interval (´ 1
2 , 1

2 ) to any other point than 0 would have been a
problem for the Möbius band as (x,b) and (x +1,´b) represent the same point. The fact
that 0 =´0 makes that retracting to 0 is well-defined.

We will show explicit homeomorphisms (Rˆ {0})/〈b〉 – R/〈a1〉 and (Rˆ {0})/〈b2〉 –

R/〈a1〉, which show the Möbius band M and cylinder C are homotopy-equivalent to the
circle. It is left to the reader to verify that these are indeed homeomorphisms.

We write (x,0) for the equivalence class of (x,0) PRˆ{0} under the action of 〈b〉, resp.
〈b2〉 and x̃ for the equivalence of x PR under the action of 〈a1〉. We then define

f : (Rˆ {0})/〈b〉ÑR/〈a1〉,
(x,0) ÞÑ x̃,

and

g : (Rˆ {0})/〈b2〉ÑR/〈a1〉,

(x,0) ÞÑ
x̃

2
.

We do not want to lose the geometry of the situation, so we usually keep writing
π1(M) and π1(C ) instead of immediately replacing it with Z. From the homotopy equiv-
alence we can also see that the path γC which follows the central circle (Rˆ{0})/〈b〉 is the
loop that generates π1(M).

γC

Figure 3.3.2: The path γC that follows the central line

As we now know the fundamental group of the Möbius band, we also now the num-
ber of Z2-coverings of M . There are exactly two group homomorphisms from π1(M) =Z
toZ2, the trivial and surjective homomorphisms. From Example 2.4.4 and 2.4.5 we know
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that these are the trivial covering and a covering by a connected space. We will show that
the connected covering space is the cylinder.

We describe an even group action by Z2 on the cylinder C = (Rˆ (´ 1
2 , 1

2 ))/〈b2〉. We
then prove that the quotient space of this action is homeomorphic to the Möbius band,
which proves that the cylinder covers the Möbius band.

We again write (x, y) for the equivalence class of (x, y) PRˆ (0,1) under the action of
〈b2〉. Then we define

¨ :Z2 ˆC Ñ C

0 ¨ (x, y) = (x, y)

1 ¨ (x, y) = (x +1,´y)

The action is clearly even. Note that

1 ¨ (1 ¨ (x, y)) = 1 ¨ (x +1,´y) = (x +2, y) = (x, y).

Lemma 3.3.3. The quotient space C /Z2 for the action ¨ is homeomorphic to the Möbius
band M. This means that the cylinder is Z2-covering space of the Möbius band.

Proof. This is the same as proving the equivalence relation on Rˆ (´ 1
2 , 1

2 ) induced by
(〈b2〉/Z2) is the same as the equivalence relation induced by 〈b〉. We will note two equiv-
alent elements under the first equivalence by « and under the latter by „.

Let (x, y), (x1, y 1) P Rˆ (´ 1
2 , 1

2 ) and suppose (x, y) « (x1, y 1). Then (x, y) „ (x1, y 1) as

1 ¨ (x, y) = b(x, y).
Now suppose that (x, y) „ (x1, y 1). Then there is a n PZ with bn(x, y) = (x1, y 1). If n is

even then bn(x, y) = 0 ¨ (x, y). If n is odd, then bn(x, y) = 1 ¨ (x, y). In either case we have
(x, y) « (x1, y 1).

Figure 3.3.3: The pre-image of the Möbius band in the cylinder.

We now turn our attention to the Klein bottle and use the proof of Van Kampen’s
Theorem 3.2.4 to construct the torus as a Z-covering of the Klein bottle.

We consider the open cover {U ,V } of K , where

U =
(
Rˆ (´

1

4
,

1

4
)

)
/〈a,b〉–

(
Rˆ (´

1

4
,

1

4
)

)
/〈b〉,

V =
(
Rˆ (

1

6
,

5

6
)

)
/〈a,b〉 –

(
Rˆ (

1

6
,

5

6
)

)
/〈b〉.
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We get the homeomorphisms as the automorphism a does not affect U or V anymore
as there are no two distinct points (x, y) and (x1, y 1) in U or V with a(x, y) = (x1, y 1).

U

V

V

Figure 3.3.4: The open cover {U ,V } of the Klein bottle.

The intersection of U and V is

U XV =
(
Rˆ ((´

1

4
,´

1

6
) Y (

1

6
,

1

4
))

)
/〈a,b〉

–

(
Rˆ ((´

1

4
,´

1

6
) Y (

1

6
,

1

4
))

)
/〈b〉–

(
Rˆ (

1

6
,

1

4
)

)
/〈b2〉.

The last homeomorphism comes from the fact that {x} ˆ (´ 1
4 ,´ 1

6 ) is identified with

{x +1} ˆ ( 1
6 , 1

4 ) for every x PR.

We see that U and V are both Möbius bands and U XV is a cylinder. This yields the
following commutative diagram of set inclusions and the induced commutative diagram
of fundamental groups:

C M π1(C ) π1(M)

M K π1(M) π1(K )

i1

i2 j1

i1˚

i2˚ ji˚

j2 j2˚

According to Van Kampen’s Theorem 3.2.4, the latter is a pushout diagram.

We saw that the generating loop of the fundamental group of the Möbius band is the
path γC that follows the central circle. The generating loop γ of the cylinder U X V is
homotopic to γC dγC as it walks the length of U twice. This can also be seen from the
well-known fact that the boundary of the Möbius band wraps around the center circle
twice. This means that the map i1˚ : π1(C ) Ñ π1(M) is given by γ ÞÑ γC dγC . If we use
the isomorphism π1(C ) –π1(M) –Z, this corresponds to the map x ÞÑ 2x. By symmetry
we have i2˚ = i1˚.

We will now glue covering spaces of U and V to get a covering space of the Klein
bottle. We first specify a basepoint x P X with x P U XV . We let p1 : (C1, y1) Ñ (U , x) and
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p2 : (C2, y2) Ñ (V , x) be the covering maps of the cylinder, denoted by C1 and C2 onto the
Möbius band from Lemma 3.3.3.

The monodromy representations ρ1 and ρ2 belonging to these coverings are the sur-
jective homomorphisms ZÑ Z2. The monodromy representation belonging to the re-
striction

p1|p´1
1 (UXV ) : (p´1

1 (UXV ), y1) Ñ (UXV , x) and p2|p´1
2 (UXV ) : (p´1

2 (UXV ), y2) Ñ (UXV , x)

are ρ1 ˝ i1˚ and ρ2 ˝ i2˚, which are the same. The kernels of ρ1 and ρ2 are 2Z, which
are exactly the images of i1˚ and i2˚. The monodromy representations belonging to
p1|p´1

1 (UXV ) and p2|p´1
2 (UXV ) are therefore trivial.

The Z2-covering of U X V in this construction should thus be the trivial covering
p 1 : C \C Ñ C .

This corresponds to the fact that

p´1
1 (U XV ) = p´1

1 (

(
Rˆ ((´

1

4
,´

1

6
) Y (

1

6
,

1

4
))

)
/〈b〉)

=
(
Rˆ ((´

1

4
,´

1

6
) Y (

1

6
,

1

4
))

)
/〈b2〉

=
(
Rˆ (´

1

4
,´

1

6
)

)
/〈b2〉Y

(
Rˆ (

1

6
,

1

4
)

)
/〈b2〉

– C \C .

The same holds for p´1
2 (U XV ). These are isomorphic asZ2-coverings in the natural

sense, with homeomorphism ϑ : p´1
1 (U XV )

„
ÝÑ p´1

2 (U XV ).

We now show that in theZ2-covering p : C1 YϑC2 Ñ K , we have an homeomorphism
C1 YϑC2 –T.

We note the following homeomorphisms:

U – (Rˆ (´
1

2
,

1

6
))/〈b〉, and V – (Rˆ (0,

2

3
))/〈b〉,

C1 – (Rˆ (´
1

2
,

1

6
))/〈b2〉, and C2 – (Rˆ (0,

2

3
))/〈b2〉.

Then

U XV –

(
Rˆ ((´

1

2
,´

1

3
) Y (0,

1

6
))

)
/〈b〉

is covered by

C 1
1 \C 1

2 = (Rˆ (´
1

2
,´

1

3
))/〈b2〉\ (Rˆ (0,

1

6
))/〈b2〉.

Stitching C1 and C2 along the identity on C 1
2 gives the cylinder C 1 = (Rˆ(´ 1

2 , 2
3 ))/〈b2〉.

Identifying C 1
1 Ď C1 and C 1

1 Ď C2 is exactly identifying points on C 1 where the y-coordinates
differ by one, which is taking the quotient to 〈a〉. This results in the homeomorphism

C1 YϑC2 – (Rˆ (´
1

2
,

2

3
))/〈a,b2〉

–R2/〈a,b2〉–T.
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p´1U

p´1V

p´1V

p´1U

p´1V

p´1V

Figure 3.3.5: The embedding of two Klein bottles in a torus, made by glueing p´1U and
p´1V

We have now constructed the torusT as aZ2-covering of the Klein bottle K by gluing
coverings of subsets of K that satisfy the requirements of Van Kampen’s Theorem.



4
THE FUNDAMENTAL GROUPOID

In this section we will look at a generalisation of the fundamental group, the so-called
fundamental groupoid. Here we lose the need to choose just one basepoint from which
we form loops and instead focus on multiple points — possibly all points — and the
paths between them. Mathematician Alexander Grothendieck wrote the following words
about this in his Esquisse d’un Programme [7]:

" [...] people still obstinately persist, when calculating with fundamental
groups, in fixing a single base point, instead of cleverly choosing a whole
packet of points which is invariant under the symmetries of the situation,
which thus get lost on the way. In certain situations (such as descent the-
orems for fundamental groups à la Van Kampen Theorem) it is much more
elegant, even indispensable for understanding something, to work with fun-
damental groupoids with respect to a suitable packet of base points, [...] "

In general a groupoid looks like a group, except that the group operation is not de-
fined on every pair of elements. To rigorously define the notion of a groupoid we turn to
category theory.

4.1. CATEGORIES
Many concepts and structures in different branches of mathematics are formulated very
precisely in short terms by category theory. Normally when we do mathematics we first
specify what we are working with - groups, topological spaces, sets. In category theory
these are all objects and the interesting maps between them are morphisms.

Definition 4.1.1. A category C consists of:

1. a collection of objects, ob(C ),

2. for every two objects A and B of C a set HomC (A,B), whose elements are called
morphisms or arrows,

41



4

42 4. THE FUNDAMENTAL GROUPOID

3. for every object A of C a specified element idA P HomC (A, A) called the identity
element,

4. for every three objects A,B and C of C a map ˝ : HomC (B ,C ) ˆ HomC (A,B) Ñ

HomC (A,C ), called the composition,

such that the following axioms hold:

1. (Neutrality of the identity) For every pair of objects A and B of C and every f P

HomC (A,B) we have idB ˝ f = f = f ˝ idA ,

2. (Associativity of the composition) For objects A, B , C and D of C and morphisms
f P HomC (A,B), g P HomC (B ,C ), h P HomC (C ,D) we have (h ˝ g ) ˝ f = h ˝ (g ˝ f ).

Remark. We often write Hom(A,B) instead of HomC (A,B) if it is clear in which category
we are working.

Remark. Note that the objects form a collection and not necessarily a set. If the objects
of a category do form a set, we call it a small category.

The abstract definition of a category is best explained by giving some examples. Of-
ten morphisms are some sort of map, but the definition gives enough freedom to allow
some not so obvious morphisms.

Example 4.1.2. The category Set is the category of sets. The objects are all sets and for
two sets A and B , Hom(A,B) is given by the set B A of all set-theoretic maps from A to B .
The composition is the usual composition of maps. Set-theoretic maps are associative
and the identity possesses the properties of axiom 1, so all axioms are satisfied.

We can also interpret a set S as a category itself, called S. The objects of S are all
elements of S. For s, t P S we have Hom(s, t ) = H if s ‰ t . The set Hom(s, s) is given by
one element, which then must be the identity. This is an example of a category, where
the morphisms are not the usual maps.

The category Grp is the category of groups. The objects are all groups. For G and
H groups, the set Hom(G , H) is the set of group homomorphisms from G to H . The
composition is the usual composition, which yields another group homomorphism. The
identity element is the usual identity map, which is also a group homomorphism. As we
can view Grp as some sort of subcategory of Set, the axioms follow naturally.

By restricting Grp to only abelian groups, we get the category Ab of abelian groups.
Just like a set, a group G can be interpreted as a category itself as well, the category

BG. This category exists of just one element, ˚. The set Hom(˚,˚) = G consists of all
elements of G and composition of two elements is the result of the group operation on
these elements. The identity element is the neutral element in the group. We sometimes
just write G instead of BG, when it is clear from context we are looking at the group as a
category.

The category Top is the category of topological spaces. The objects are topological
spaces and Hom(X ,Y ) consists of all continuous maps from X to Y . Composition and
the identity element are again given by the usual composition and the identity map. The
axioms follow again from the axioms in Set.
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We can also construct the categories Top˚ and Top’ which are respectively the cate-
gories of pointed topological spaces and the categories of topological spaces with a spec-
ified subset. In the latter the objects are pairs (X , A), with A Ă X . The set of morphisms
Hom((X , A), (Y ,B)) are continuous maps f : X Ñ Y , with f (A) Ă B .

Another useful category is Cov(X ) for a topological space X . This is the category with
objects (Y , p), with p : Y Ñ X a covering map. The morphisms are given by morphisms
of covering spaces, Definition 2.4.1.

Categories can also be less obvious than the ones below. We consider the category
(N,ď). The objects are all elements of N and there is (exactly) one morphism from n to
m, if n ď m. This definition can be generalized to any preordered set.

4.2. GROUPOIDS
The concepts of bijections, group isomorphisms, homeomorphisms etc. fall in cate-
gorical terms under the term isomorphism. With this definition, we can also define
groupoids.

Definition 4.2.1. A morphism f : A Ñ B is called an isomorphism if there exists an in-
verse, i.e. if there exists a morphism g : B Ñ A, such that g ˝ f = idA and f ˝ g = idB .

An isomorphism f : A Ñ A is called an automorphism of A. The set of all automor-
fisms of A, AutC (A), forms a group under composition.

Definition 4.2.2. A groupoid is a category where all morphisms are isomorphisms. The
category of groupoids is Gpd. The morphisms between groupoids are given by functors,
see Definition 4.3.1.

Every group G can be viewed as a groupoid, via the category BG. All elements of G
have an inverse, so all morphisms in BG has an inverse. In particular, every groupoid
with only one object is a group.

Though the definition of a groupoid is very concise, the structure of a groupoid is
not immediately clear. We can give another, equivalent definition of a groupoid, in the
case that it is small1, that resembles the definition of a group more, see (Szamuely [14],
Chapter 2).

A groupoid consists of a set X , which we may view as objects, and a set A, which we
may view as arrows. There are also the following maps:

The source map s : A Ñ X ,

The target map t : A Ñ X ,

The identity e : X Ñ A,

The inverse i : A Ñ A,

A partial operation m : A ˆX A Ñ A.

The set A ˆX A, called the fiber product over X , is the subspace

{(a,b) P A ˆ A : t (a) = s(b)}

1That is, the objects form a set.
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of A ˆ A.

We can interpret the source and target map as the points where the arrow respec-
tively start and end. The partial operation on two arrows is then only defined when the
target and source coincide.

As in the definition of groups, these maps should satisfy three axioms:

1. Suppose (a,b), (b,c) P A ˆX A. Then (m(a,b),c), (a,m(b,c)) P A ˆX A and

m(m(a,b),c) = m(a,m(b,c)).

2. The map e is a section of s and t . That is, s ˝ e = idX , t ˝ e = idX . Furthermore

m(e(s(a)), a) = a and m(a,e(t (a))) = a.

3. We have (a, i (a)) P A ˆX A and (i (a), a) P A ˆX A. Furthermore

m(a, i (a)) = e(s(a)) and m(i (a), a) = e(t (a)).

It is helpful to check these axioms for the groupoid with

X = {x1, x2}, A = {a, i (a),e(x1),e(x2)},

of the following form

x1‚ ‚x2e(x1)

a

i (a)

e(x2)

We get a group out of this definition - again - by looking at a groupoid with one object,
X = {x}. Then s(a) = t (a) = x for all a P A, so AˆX A is just AˆA and the partial operation
m is just the group operation.

It is left to the reader to verify that these two definitions of a groupoid are equivalent.

4.3. FUNCTORS
Just like we can connect objects with each other within a category via morphisms, we
can also connect categories with each other. We use functors for this. It is important that
the structure is preserved, so a functor must satisfy some axioms.

Definition 4.3.1. Let C and D categories. A functor F : C Ñ D consists of

1. For every object A of C an object F (A) of D,

2. For every pair of objects A and B of C a map

F (´) : HomC (A,B) Ñ HomD(F (A),F (B))

,
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such that the following axioms are satisfied:

1. For every object A of C we have F (idA) = idF (A),

2. For each three objects A, B and C of C and all f P Hom(B ,C ), g P Hom(A,B) we
have F ( f ˝ g ) = F ( f ) ˝ F (g ).

Note that isomorphisms are preserved by functors.
It is again a good idea to look at some examples of functors to get a feeling for it.

Example 4.3.2. The identity functor i dC : C Ñ C is the functor that sends every object
and every morphism to itself. This is also the identity element in Gpd. The composition
of the functors F : C Ñ D and G : D Ñ E is given by (G ˝ F )(A) =G(F (A)) for objects A of
C and (G ˝ F )( f ) =G(F ( f )) for morphisms f in C .

For categories such as Top, Grp, Gpd, etc. there is the forgetful functor to Set, that
sends objects to itself as a set and morphisms to the same morphism as a set-theoretic
function. This functor "forgets" the original structure of the objects.

The power set functor P : Set Ñ Set sends a set to its power set and a map f : A Ñ B
to the map F ( f ) : P (X ) Ñ P (Y ) that sends U Ď X to f (U ) Ă Y .

A group action of G on a set X is a functor F : BG Ñ Set, with F (˚) = X and F (g ) = g X ,
where g X : X Ñ X is given by x ÞÑ g ¨ x. Note that since all elements of G are isomor-
phisms in BG, all g X are bijections. In fact every functor BG Ñ Set can be interpreted as
a group action. We call these functors G-sets or permutation group representations of G
and denote the category of G-sets by SetG .

The fundamental group is a functor Top˚ Ñ Grp. We will prove this in Theorem 4.4.2.

We can also go one step further and connect functors with each other.

Definition 4.3.3. Let C and D categories and F,G : C Ñ D functors. A natural transfor-
mation α : F Ñ G consists for each object A of C of an element αA : HomD(F (A),G(A)),
such that for every two elements A and B of C and for every f P HomC (A,B) the diagram

F (A) G(A)

F (B) G(B)

αA

F ( f ) G( f )

αB

in D commutes.
If every αA is an isomorphism, we call α a natural isomorphism.

4.4. FUNDAMENTAL GROUPOID
We can now define a generalisation of the fundamental group, the fundamental groupoid.
Instead of choosing just one basepoint and considering the loops at this basepoint, we
choose multiple points and consider the paths between them. As we cannot concatenate
all paths, the result is not a group, but a groupoid, as the name would suggest.



4

46 4. THE FUNDAMENTAL GROUPOID

Definition 4.4.1. Let X a topological space and A Ď X . The fundamental groupoid
Π(X , A) is the category with the points x P A as objects. The morphisms x Ñ y are given
by the path homotopy classes of paths from x to y .

We writeΠ(X ) instead ofΠ(X , X ) and call it the full fundamental groupoid.

Remark. Viewing the fundamental group π1(X , x) as the category Bπ1(X,x) is a special
case of the fundamental groupoid, with A = {x}.

If we know the fundamental groupoidΠ(X , A) we can extract the fundamental group
π1(X , x) from that if x P A, by taking the automorphism group AutΠ(X ,A)(x). This yields
the path homotopy classes from x to itself, which are just the loops at x.

When defining the fundamental group, we already saw that this is a way to assign a
group to a pointed topological space. In category theory, this is captured in the definition
of a functor, so it is natural to ask if the fundamental group(oid) is a functor. This is
indeed the case as we will see in the theorem below.

Theorem 4.4.2. The fundamental groupoid is a functorΠ : Top’ Ñ Gpd.

Proof. We define Π : Top’ Ñ Gpd as follows: Let (X , A) be an object of Top’, then Π :
(X , A) ÞÑ Π(X , A). For f P Hom((X , A), (Y ,B)), the functor Π( f ) : Π(X , A) Ñ Π(Y ,B) is
given byΠ( f )(x) = f (x) for x P ob(Π(X , A)) = A andΠ( f )[γ] = [ f ˝γ] for γ : x Ñ y , x, y P A.

We have seen thatΠ(X , A) indeed is an object of Gpd, soΠ is well-defined on objects.
Let (X , A) and (Y ,B) be objects of Top’ and f P Hom((X , A), (Y ,B)). We only need to check
thatΠ( f ) is well-defined and that the axioms hold.

As f satisfies f (A) Ď B , f (x) is an object of Π(Y ,B) for x P A, so Π( f ) is well-defined
on objects. Let [γ] a morphism of Π(X , A) and γ1 a path in X that is path homotopic to
γ. We have to show that [ f ˝γ] = [ f ˝γ1]. Let Γ be a path homotopy from γ to γ1. Then
f ˝Γ : [0,1]2 Ñ Y is a path homotopy from f ˝γ to f ˝γ1.

Next we show thatΠ( f ) satisfies the axioms of a functor fromΠ(X , A) toΠ(Y ,B). The
identity element of x P ob(Π(X , A)) = A is the path homotopy class of the constant path
cx . We see that

Π( f )[cx ] = [ f ˝ cx ] = [c f (x)] = id f (x) = idΠ( f )(x) .

Furthermore for γ and γ1 two arbitrary paths in X with starting and endig points in A
and γ(1) = γ1(0) we have

Π( f )[γdγ1] = [ f ˝ (γdγ1)] = [( f ˝γ) d ( f ˝γ1)] = [ f ˝γ] ˝ [ f ˝γ1] =Π( f )[γ] ˝Π( f )[γ1].

The equalities all follow from carefully checking the definition of d and ˝ in the context
provided.

This proves thatΠ( f ) :Π(X , A) ÑΠ(Y ,B) is a functor. We now only need to show that
the functor axioms hold forΠ.

The functorΠ(id(X ,A)) :Π(X , A) ÑΠ(X , A) should be the identity functor. Let x, y P A
and γ : x Ñ y . Then Π(id(X ,A))(x) = id(X ,A)(x) = x and Π(id(X ,A))[γ] = [id(X ,A) ˝γ] = [γ], so
this is indeed the identity functor.

Next composition should be preserved.
Let f P Hom((X , A), (Y ,B)) and let g P Hom((Y ,B), (Z ,C )). Note that

Π(g ˝ f )(x) = (g ˝ f )(x) = g ( f (x)) =Π(g )(Π( f )(x)) = (Π(g ) ˝Π( f ))(x)
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and

Π(g ˝ f )[γ] = [(g ˝ f ) ˝γ] = [g ˝ ( f ˝γ)] =Π(g )(Π( f )[γ]) = (Π(g ) ˝Π( f ))[γ].

This proves the axioms and thus we can conclude thatΠ is indeed a functor.

Corollary 4.4.3. The fundamental group is a functor π1 : Top˚ Ñ Grp.

Proof. This follows from Theorem 4.4.2 and the fact that π1(X , x) –Π(X , {x}) is a group.





5
GENERALISED VAN KAMPEN’S

THEOREM

One of the main reasons to use category theory in this report is because the structure de-
scribed in Van Kampen’s Theorem, the pushout, is defined very naturally in categorical
terms. We will see this in the definition of the colimit. With use of this very general def-
inition, we can upgrade Van Kampen’s Theorem to the case of fundamental groupoids.
In this chapter we will state and prove the theorem.

5.1. COLIMITS
We start with defining initial and final objects.

Definition 5.1.1. Let C be a category. An object I of C is an initial object if for every
object A of C the set Hom(I , A) consists of exactly one element.

Initial objects are unique up to a unique isomorphism. Suppose A and B are both ini-
tial objects of a category C . Then Hom(A,B) = { f } and Hom(B , A) = {g }, so Hom(A, A) =
{g ˝ f } and Hom(B ,B) = { f ˝ g }. But the identity element is always an automorphism, so
we must have g ˝ f = idA and f ˝ g = idB , so A and B are isomorphic.

Example 5.1.2. Let X be a unloopable topological space. Then we can reformulate The-
orem 2.1.5 as "The universal cover is an initial object in Cov(X )". Corollary 2.1.6 now
follows from the fact that initial objects are unique up to a unique isomorphism.

In the category (N,ď) the object 0 is initial. The only object in the category S of a set
S with one element is initial.

Initial objects need not exist. In the category (R,ď) there does not exist an initial
object. In fact, in any preorder, an initial object only exists if it also a well-order.

Definition 5.1.3. Let C a category and I a small category. A diagram in C is a functor
X : I Ñ C .
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In frequently occuring examples of diagrams, I only consists of a finite number of
objects and morphisms, so we can draw them. We then frequently leave out the identity
arrows, as they are always present. A typical case of a diagram is if I is of the form

‚ ‚

‚ ‚

We can then interpret the diagram as filling in the bullets with objects of C and the ar-
rows with morphisms in C , such that the diagram commutes.

Definition 5.1.4. Let C be a category and X : I Ñ C a diagram. A co-cone of X is an
object A of C , together with a collection of maps fi : X (i ) Ñ A for i P I , such that for
every arrow i Ñ j in I the diagram

X (i ) X ( j )

A
fi f j

commutes.

Given a diagram X : I Ñ C we have the corresponding category of co-cones. The
objects are co-cones (A, { fi }iPI ). A morphism between the co-cones (A, { fi }iPI ) and
(B , {gi }iPI ) is given by a morphism ϕ : A Ñ B in C , such that the diagram

X (i ) X ( j )

A

B

hi

gi g j

h jϕ

commutes.

Definition 5.1.5. Let X : I Ñ C be a diagram. An initial object in the category of co-
cones of X is called a colimit, which we denote by colim X .

Example 5.1.6. As the colimit is an initial object, it is unique up to unique isomorphism,
if it exists.

This definition covers in one short definition many frequently occurring structures.
We will give some examples below, that immediately give some intuition to the defini-
tion.

Example 5.1.7. Consider the diagram X : I Ñ Ab for I of the form:

‚ ‚
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and label the bullets 1 and 2. The colimit of this diagram is the direct sum of X (1) and
X (2). Suppose X (1) = G and X (2) = H and for an arbitrary third abelian group A the
homomorphisms ϕ : G Ñ A and ψ : H Ñ A are given. In other words, (A, {ϕ,ψ}) is a
co-cone of X . Then the diagram

G H

G ‘ H

A

ϕ

i1 i2

ψϕ‘ψ

commutes, where i1 and i2 are the inclusions i1 : g ÞÑ (g ,1H ) and i2 : h ÞÑ (1G ,h) and
ϕ‘ψ the homomorphism given by (g ,h) ÞÑϕ(g )˚ψ(h). This homomorphism is unique,
so we conclude that the direct sum G ‘ H indeed is the colimit of this diagram.

In Set the colimit of this diagram is given by the disjoint union of X (1) and X (2).

Example 5.1.8. If I is of the form

‚ ‚

‚

we call colim X a pushout. For groups this definition coincides with the definition of
pushout of groups, Definition 3.2.2.

5.2. GENERALISED VAN KAMPEN’S THEOREM
We are now ready to finally state and prove the Generalised Van Kampen’s Theorem.

Theorem 5.2.1 (Generalised Van Kampen’s Theorem). Let X a topological space and O

an open cover of X which is closed under finite intersection. Write U = Ť

j PJ U j for the
decomposition of U into path-connected components.

Let A Ă X , such that for every U P O and every path-connected component U j we have
that A XU j ‰ H1. Write AU = A XU . Let OA the category, with pairs (U , AU ) as objects
and inclusions U Ă V as morphisms.

ThenΠ|OA
: OA Ñ Gpd is a diagram of groupoids. The fundamental groupoidΠ(X , A)

is the colimit of this diagram. That is,Π(X , A) – colimΠ|OA

Before we give the full proof, we will first briefly outline the idea. Since we are work-
ing with colimits, we first give a co-cone (C , {ηU : U P O }) of the diagram Π|OA

. The
groupoid morphismsΠ(U , AU ) ÑΠ(X , A) induced by the inclusion U ãÝÑ X makeΠ(X , A)
a co-cone of the diagram. We construct a map η :Π(X , A) Ñ C from the maps ηU , which
is unique by construction.

1That is, A meets every path connected component of every member of the cover.
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For a path that fully lies in some member of the cover, it is clear how we can define η
on this path, but for a path that does not fully lie in one member, we have to define the
mapping of η differently. We divide such a path into smaller pieces that all fully lie in a
member of the cover. The problem now is that the starting and ending points of these
smaller paths in general are not elements of A. We can fix this by replacing the smaller
paths with homotopic paths that do have starting and ending points in A. This is done
in the following way.

Let γ be a path in X and write γ = Πn
i=1γi , where every γi fully lies in some Ui P O .

For 1 ď i ď n ´ 1 we have that γi (1) = γi+1(0) P Ui XUi+1 P O . Write Wi for the path
connected component of Ui XUi+1 that contains γi (1) = γi+1(0). Write W0 for the path
component of U1 that contains γ1(0) = γ(0) and Wn for the path components of Un that
contains γn(1) = γ(1). Choose a zi P AWi for 0 ď i ď n, which is possible, as the set is by
assumption non-empty. As Wi is path connected, there is a path

βi : γi (1) Ñ zi ,

that lies fully in Ui XUi+1 for 1 ď i ď n ´ 1, in U1 for i = 0 and in Un for i = n.
We then define

γ̂i =β´1
i´1 dγi dβi

for 1 ď i ď n and set γ̂=Πn
i=1γ̂i . We see that

γ̂=
n

ź

i=1

γ̂i =β´1
0 dγ1 dβ1 dβ´1

1 dγ2 dβ2 dβ´1
2 d¨¨¨dβn´1 dβ´1

n´1 dγn dβn

is homotopic to γ =
n

ś

i=1
γi ,if the starting and ending points agree, as all βi dβ´1

i are

homotopic to the constant path at γi (1).
We can then define η(γ) through the mappings of γ̂i by ηUi .

It is not immediately clear that the map η is well-defined and the main part of the
proof is to check that it is indeed well-defined. This is mainly a problem for homotopic
paths that do not fully lie in one of the members of the cover.

For these paths γ and γ1 we divide a path homotopy into smaller pieces that all map
into a member of the cover. Then we construct a sequence of paths, including γ and γ1

and show these are all mapped to the same element by η.

In this proof we use a property of compact metric spaces, the Lebesgue Number
Lemma, which we will state for completeness. The proof can be found in (Engelking
[4], Section 4.3).

Lemma 5.2.2 (Lebesgue Number Lemma). Let (X ,d) be a compact metric space and let
an open cover of X be given. There exists a δ > 0, such that every subset of X of diameter
δ is contained in some member of the cover. Any δ with this property is called a Lebesgue
number of the cover.
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Proof of Theorem 5.2.1. For U ,V P O with U Ď V , write iU ,V ˚ : Π(U , AU ) Ñ Π(V , AV ) for
the morphism induced by the inclusion. Note that this morphism is well-defined as also
AU Ď AV . For the morphism induced by the inclusion U ãÝÑ X we write ιU :Π(U , AU ) Ñ

Π(X , A). By functoriality of Π the diagram with the inclusion-induced morphisms com-
mutes. Thus (Π(X , A), {ιU : U P O }) is a co-cone ofΠ|OA

.
Now let C be an arbitrary groupoid and let ηU :Π(U , AU ) Ñ C be functors such that

(C , {ηU : U P O }) is a co-cone of Π|OA
. We will construct a unique morphism of co-cones

η :Π(X , A) Ñ C , proving thatΠ(X , A) is the colimit of the diagram.

The morphism of co-cones is a morphism of groupoids and hence a functor. Let x P

A = ob(Π(X , A)) and let U P O , such that x P AU (O is a cover of X , so there always exists
such a U ). Then we set η(x) := ηU (x). Now let γ : x Ñ y a path that is fully contained in
some U P O . This means that also x, y P ob(Π(U , AU )). Then we set η[γ] = ηU [γ].

Let γ : x Ñ y be an arbitrary path in X . As [0,1] is a compact metric space and γ´1(O )
forms an open cover of [0,1] we can use the Lebesgue Number Lemma 5.2.2 to write

γ =
n

ś

i=1
γi , with each γi completely contained in some Ui P O . We can now look at the

path γ̂, as defined above. Since γ and γ̂ are homotopic we see that [γ] = [γ̂] as elements
ofΠ(X , A).

We then define η[γ] = η[γ̂] = η[
n

ś

i=1
γ̂i ] =

n
ś

i=1
ηUi (γ̂i ).

From the construction it is clear that (if the map is well-defined) this is a morphism
of co-cones (the diagram commutes) and that η is unique. The only thing we need to
show is that η is well-defined.

Let U ,V P O with U Ď V and let x P U . By assumption, C is a co-cone ofΠ|OA
in Gpd,

so we have that ηU = ηV ˝ iU ,V ˚. Then ηU (x) = ηV (iU ,V ˚(x)) = ηV (x), so η is well-defined
on objects.

Similarly for y P U and γ : x Ñ y a path fully in U we have

ηU [γ]U = (ηV ˝ iU ,V ˚)[γ]U = ηV [γ]V ,

so paths fully in some U P O are also mapped well-defined by η.

Now let γ : x Ñ y be an arbitrary path in X with endpoints in A and let γ1 be path
homotopic to γ with path homotopy Γ. Note that the collection Γ´1(O ) is an open cover
of [0,1]2. As [0,1]2 is a compact metric space, we can use the Lebesgue Number Lemma
5.2.2 again. Let δ be a Lebesgue number of this covering and let k P Zě1 be such that
1
k ď δ. We can then divide [0,1]2 into k2 squares that all fully map into some U P O . We
can now number these squares per row from the bottom ([0,1]ˆ{0}) to the top ([0,1]ˆ{1})
and in each row from left to right.

Now let ζr be the path in [0,1]2, with starting point (0,0) and ending point (1,1),
that seperates the first r squares from the rest. Then Γ(ζ0) = γd cy » γ and Γ(ζk2 ) =
cx d γ1 » γ1.

The paths ζr and ζr+1 only differ on the (r +1)-th square, which is mapped fully into
U P O . The path components that differ, ζ1

r and ζ1
r+1 are clearly homotopic in [0,1]2, so
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γ1

γ
(0,0)

(0,1) (1,1)

(1,0)

1 2 3 4

5 6 7 8

9 10 11 12

13 14 15 16

ζ10

Figure 5.2.1: Numbered division of [0,1]2 into squares, with the path ζ10 drawn.

Γ(ζ1
r ) and Γ(ζ1

r+1) in X are as well. The starting and ending point of ζ1
r and ζ1

r+1 need not

lie in A, so in similar fashion as earlier in the proof, we can make paths �Γ(ζ1
r ),áΓ(ζ1

r+1) :
x1 Ñ y 1 out of these, with x1, y 1 P AU , by concatenating paths from the begin/endpoint
to respectively x1 and y 1. These paths are homotopic as well and thus represent the same
element inΠ(U , AU ). As both paths fully lie in U , they are mapped in a well-defined way

by η: η[ �Γ(ζ1
r )] = η[áΓ(ζ1

r+1)]. As the rest of the paths ζr and ζr+1 are the exact same, we can
extract from this that η[Γ(ζr )] = η[Γ(ζr+1)]. We can now apply this result multiple times
to get

η[γ] = η[Γ(ζ0)] = ¨ ¨ ¨= η[Γ(ζk2 )] = η[γ1],

as we wanted.

We conclude that η maps morphisms in Π(X , A) in a well-defined way and thus that
Π(X , A) is the colimit of the diagramΠ|OA

.

5.3. FUNDAMENTAL GROUPOID OF THE CIRCLE
Now we have upgraded Van Kampen’s Theorem to fundamental groupoids, we can fi-
nally calculate the fundamental group of the circle with Van Kampen.

We cover S1 with two open subsets that are homeomorphic to an open interval. Then
the intersection has two path-connected components that are both homeomorphic to
an open interval. We let A = {x, y} be the set of base points, where x and y each lie in a
different path-connected component of U XV .

The fundamental groupoidΠ(U XV , A) then consists of two objects x and y , with the
idenitity morphism at both objects. There is no path between x and y and every loop at
x (resp. y) is homotopic to the constant loop at x (resp. y).

The fundamental groupoids Π(U , A) and Π(V , A) both consist of two objects x and
y as well. This time there is a path from x to y in both sets. We call this path γU in U
and γV in V . These paths have an inverse and obviously the groupoid consists also of
the identity morphisms on x and y . These are the only morphisms in the groupoids, as
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U V

U XV

U XV

x

y

Figure 5.3.1: Covering of the circle by U and V .

every other path is homotopic to one of these. The groupoids Π(U , A) and Π(V , A) thus
look like

x‚ ‚y x‚ ‚y

γU

γ
´1
U

γV

γ
´1
V

Note that we leave out the identity morphisms in drawing the diagram.
The fundamental groupoid Π(S1, A) is now generated by the images ξ1 and ξ2 of γU

and γV respectively under the mapsΠ(U , A) ÑΠ(S1, A) andΠ(V , A) ÑΠ(S1, A). We now
retract to the vertex x by looking at AutΠ(S1,A)(x). We then see that ζ= ξ1 ˝ξ´1

2 generates
the automorphism group. As π1(X , x) = AutΠ(S1,A)(x) we see (just like we have seen in
Example 2.3.9) that π(X , x) is freely generated by one element, i.e. it is an infinite cyclic
group. This means

π1(X , x) –Z.





6
GROUPOIDS AND COVERINGS

The proof we have given in Chapter 5 of Van Kampen’s Theorem in the case of funda-
mental groupoids follows very different lines than the proof of Van Kampen’s Theorem
for fundamental groups in 3. One can ask if the approach of translating group homomor-
phisms into covering spaces and gluing these together also would work for fundamental
groupoids. This question was also asked by Brown in [1] and he notes that such a proof
is not available in literature.

6.1. GROUPOID COVERINGS
In the case of fundamental groups the proof of Van Kampen’s theorem consisted of con-
structing a unique map h : π1(X , x) Ñ G for an arbitrary group G . In the case of fun-
damental groupoids we had to give a unique functor η : Π(X , A) Ñ C for an arbitrary
groupoid C .

We connected the group homomorphism h to a G-covering of X , so we can ask
ourselves if there is also a notion of a C -covering of a topological space, where C is a
groupoid. This does exist and the notion of a groupoid cover can be found in (Szamuely
[14], Chapter 2). It is a map p :ΠÑ X ˆ X .

In Theorem 2.1.8 we saw that we could construct a universal covering p : X̃ Ñ X by
considering X̃ the set of homotopy classes of paths in X that start at x, if X is semi-locally
simply connected. The map was then defined by mapping [γ] to γ(1). In similar fashion
we have a cover p̂ : X̂ Ñ X ˆ X , where X̂ now is the set of homotopy classes of all paths
in X . The map p̂ maps [γ] to (γ(0),γ(1)). This map is a groupoid cover and it also has a
universal property. For every groupoid cover p :ΠÑ X ˆ X there is a unique morphism
of groupoid covers X̂ ÑΠ.

6.2. FUNDAMENTAL THEOREM OF COVERING SPACES
The next question that arises is if we can upgrade the Classification of G-coverings 2.4.3.
The answer is that we indeed can and the result is known as the fundamental theorem of
covering spaces. We first need two new definitions to understand the theorem.
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Definition 6.2.1. Let C and D be categories. We say a functor F : C Ñ D is an equiva-
lence of categories if there exists a functor G : D Ñ C such that there are natural isomor-
phisms η : G ˝ F Ñ i dC and η : i dD Ñ F ˝G .

Example 6.2.2. Let X be a path-connected topological space and let A Ă X and x P A. If
we considerΠ(X , A) and π1(X , x) as categories, the inclusion functor π1(X , x) ÑΠ(X , A)
is an equivalence of categories. Let y P A and choose an isomorphism αy : y Ñ x in
Π(X , A). In the case y = x we choose αx : x Ñ x the identity morphism. We then define
the functor G :Π(X , A) Ñπ1(X , x) by y ÞÑ x for an object y P A and

[γ : y1 Ñ y2] ÞÑ [αy2 ˝γ˝αy1 ].

It is left to the reader to verify that there are now natural isomorphisms η : GF Ñ i dπ1(X ,x)

and η : i dΠ(X ,A) Ñ FG .

Definition 6.2.3. A representation of a category C is a functor ϕ : C Ñ Set. The repre-
sentations of C form a category SetC , with natural transformations as morphisms.

We can now state the fundamental theorem of covering spaces.

Theorem 6.2.4 (Fundamental Theorem of Covering Spaces). Let X be a locally path-
connected and semi-locally simply connected topological space. The categories Cov(X)
and SetΠ(X ) are equivalent through the functor Mon: Cov(X) Ñ SetΠ(X ) and the functor
Rec: SetΠ(X ) Ñ Cov(X).

A full proof can be found in (tom Dieck [3], Theorem 3.3.2) and formulated differently
in (Higgins [9], Chapter 13). Here we will only give the construction of the functors.

We start with the monodromy Mon: Cov(X) Ñ SetΠ(X ).
Let (Y , p) be an object of Cov(X). We construct a functor MonY : Π(X ) Ñ Set as fol-

lows:
Let x P X be an object of Π(X ). Then MonY (x) = p´1{x}, so we send x to its fiber.

Now let γ : x Ñ y be a path in X . We define

MonY ([γ]) : p´1{x} Ñ p´1{y},

x1 ÞÑ γ̃x1 (1),

where γ̃x1 is the unique lift of γ with initial point x1.

Next we construct the functor called the reconstruction of a covering space Rec: SetΠ(X )

Ñ Cov(X).
Let ρ an object of SetΠ(X ), so ρ : Π(X ) Ñ Set is a functor. We construct a covering

space (Yρ , Recρ) as follows:
We set Yρ = Ů

xPX ρ(x) the disjoint union of all sets appearing in the representation
ρ. Let U Ă X open and path connected, such that every element of π1(U , x) is trivial in
π1(X , x), for x P U . This is possible as we assume X is semi-locally path-connected. For
x̂ P ρ(x) with x P U we define

VU ,x̂ = {ρ(γ)(x̂) : x1 P U and γ : x Ñ x1}
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We claim without proof that these sets VU ,x̂ form the base of a topology, which we call
τρ . The pair (Yρ ,τρ) is then a topological space.

We define the covering map

Recρ : Yρ Ñ X

ρ(x) Q x̂ ÞÑ x.

If f : ρ1 Ñ ρ2 is a morphism of representations of Π(X ) we define the morphism of
covering spaces:

Rec( f ) : Yρ1 Ñ Yρ2 ,

ρ1(x) Q x̂ ÞÑ fx (x̂) P ρ2(x).

The composition of functors Rec ˝ Mon: Cov(X) Ñ Cov(X) is naturally isomorphic to
the identity functor on Cov(X). We also get that the composition of functors Mon ˝ Rec:
SetΠ(X ) Ñ SetΠ(X ) is naturally isomorphic to the identity functor on SetΠ(X ).

This equivalence of categories is thus even stronger than the ordinary equivalence of
categories.

Though we have upgraded the classification theorem to the case of fundamental
groupoids, we have lost the connection with G-coverings and there is also no imme-
diately clear connection to groupoids coverings. The question whether we can prove
Van Kampen’s Theorem for fundamental groupoids in terms of covering spaces remains
open.
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