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ABSTRACT
Language model-based code completion models have quickly grown 
in use, helping thousands of developers write code in many different 
programming languages. However, research on code completion 
models typically focuses on imperative languages such as Python 
and JavaScript, which results in a lack of representation for func-
tional programming languages. Consequently, these models often 
perform poorly on functional languages such as Haskell. To inves-
tigate whether this can be alleviated, we evaluate the performance 
of two language models for code, CodeGPT and UniXcoder, on 
the functional programming language Haskell. We fine-tune and 
evaluate the models on Haskell functions sourced from a publicly 
accessible Haskell dataset on HuggingFace. Additionally, we man-
ually evaluate the models using our novel translated HumanEval 
dataset. Our automatic evaluation shows that knowledge of im-
perative programming languages in the pre-training of LLMs may 
not transfer well to functional languages, but that code completion 
on functional languages is feasible. Consequently, this shows the 
need for more high-quality Haskell datasets. A manual evaluation 
on HumanEval-Haskell indicates CodeGPT frequently generates 
empty predictions and extra comments, while UniXcoder more 
often produces incomplete or incorrect predictions. Finally, we re-
lease HumanEval-Haskell, along with the fine-tuned models and 
all code required to reproduce our experiments on GitHub [41].
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1 INTRODUCTION
Automatic code completion has already proven to be an asset for
programmers [18, 19, 27, 35, 38], with many Large LanguageModels
(LLMs) accurately predicting developers’ intent given sufficient
expert context. GitHub Copilot has been very successful [28, 39],
and case studies on automatic code completion such as IntelliCode
Compose [38], Tabnine, and Amazon CodeWhispherer [45], prove
that developers benefit from these completions.

Most of the training data for LLMs for code consists of imperative
and Object-Oriented Programming (OOP) languages, with the most
prominent programming languages being Python, JavaScript, and
Java [21]. While such languages have embraced many functional
programming concepts and features over the past years, they are
still mainly object-oriented. In contrast to these popular languages,
there is little research on code completion for strongly typed func-
tional languages with advanced type class techniques. As a result,
most datasets contain little to no functional code, leading to poor
performance in functional languages such as Haskell. These lan-
guages are, however, still frequently used in practice, albeit not
nearly as often as imperative languages. In this study, we aim to fill
this gap by evaluating the performance of line completion in the
Haskell programming language. Haskell in particular is interesting,
as the syntax and language constructs are more concise and con-
sidered more difficult by many programmers. However, whether
this also applies to language models has not been investigated.

We fine-tune two multilingual pre-trained code completion mod-
els, UniXcoder [15] and CodeGPT [25], using Haskell functions
from the Blastwind dataset, a publicly accessible dataset contain-
ing Haskell function implementations1. We evaluate the models
automatically using the aforementioned dataset and introduce a
new dataset – a version of HumanEval [10] manually translated to
Haskell – that we use to manually evaluate the models. For this,
we translate 164 Python functions into their Haskell equivalent
and introduce points of interest for our manual evaluation in the
Haskell sources for the models to perform code completion on.

1https://huggingface.co/datasets/blastwind/github-code-haskell-function

This work licensed under Creative Commons Attribution-NonCommercial-ShareAlike 
4.0 International License.

91

2024 IEEE/ACM First International Conference on AI Foundation Models and Software Engineering (Forge)

https://orcid.org/0009-0009-3659-7068
https://orcid.org/0009-0006-5922-1221
https://orcid.org/0000-0002-3722-5428
https://orcid.org/0009-0008-8146-550X
https://orcid.org/0009-0006-6525-8127
https://orcid.org/0000-0001-5093-5523
https://doi.org/10.1145/3650105.3652289
https://doi.org/10.1145/3650105.3652289
https://huggingface.co/datasets/blastwind/github-code-haskell-function
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3650105.3652289&domain=pdf&date_stamp=2024-06-12


FORGE ’24, April 14, 2024, Lisbon, Portugal Tim van Dam, Frank van der Heijden, Philippe de Bekker, Berend Nieuwschepen, Marc Otten, and Maliheh Izadi

Our results show that models fine-tuned on Blastwind outper-
form basemodels by a significantmargin, indicating that knowledge
of a broad array of imperative programming languages does not
transfer well to functional languages. For our newly created Hu-
manEval dataset translated into Haskell, the average performance,
as measured by Exact Match (EM) and Edit Similarity (ES), indi-
cates lower performance than on the Blastwind dataset. Our manual
evaluation of the performance of the models on the HumanEval
dataset indicates several key differentiators in the behavior of the
fine-tuned CodeGPT and UniXcoder. CodeGPT often generates
empty predictions and unnecessary comments, while UniXcoder
has more incomplete, wrong syntax, or undefined predictions.
This indicates that CodeGPT is more ‘careful’ when predicting,
while UniXcoder prefers to predict incorrect output. Additionally,
our manual evaluation shows no common pitfalls for Haskell code
completion based on the distribution of annotations. Both models
lack the performance to excel in any particular category, indicating
a need for better datasets and models. In short, CodeGPT was found
to be relatively reliable and accurate than UniXcoder, resulting in
CodeGPT being the safer choice for practical usage. However, the
manual analysis indicates that our fine-tuned models are not reli-
able enough to conclude that any particular aspect of functional
programming is more difficult for code completion models.
To summarize, this paper highlights the potential for LLMs to com-
prehend functional concepts and languages, as shown by the per-
formance increase resulting from fine-tuning. Additionally, the
large performance gap between base models and fine-tuned mod-
els indicates that code completion models that are proficient in a
wide array of imperative programming languages do not neces-
sarily transfer this proficiency to functional languages. Based on
the lack of performance in all annotated categories of the man-
ual evaluation, no specific pitfalls are detected for Haskell code
completion. Instead, the results indicate a high demand for better
overall language support. This paper aims to accelerate this process
by releasing a manually translated HumanEval dataset, originally
written in Python, for Haskell, forming a great foundation for en-
hancing the performance of functional programming languages in
further research.

The contributions of this paper are as follows:

• An extensive evaluation of the performance of pre-trained
and fine-tuned code completion models on Haskell;
• A comprehensive assessment on the primary pitfalls of code
completion when applied to Haskell;
• Publicly availablemanual translation of HumanEval toHaskell
for future evaluation, including marked locations of interest
for code completion;
• Publicly available source code and fine-tuned code comple-
tion models for Haskell.

2 MOTIVATION
Our work investigates the performance of LLM-based code comple-
tion, and in particular, line completion. We perform our evaluation
using the Haskell programming language, as we find Haskell (and
functional languages in general) to be underrepresented within
the realm of Natural Language Processing (NLP) for code. Nearly

all code completion models in the literature are trained on non-
functional languages such as Python, Java, JavaScript, Go, and
Ruby [13–16, 25, 38, 43]. Our primary aim is to investigate how
well code completion models work on Haskell. Being a functional
language, Haskell is syntactically and conceptually very different
from the imperative programming languages that code completion
models are typically trained on. Some languages such as Java and
JavaScript contain functional paradigms, but this is not as close to
a purely functional language such as Haskell. A notable difference,
for instance, is the lack of control-flow statements such as for and
while loops. Hence, to evaluate the usefulness of code comple-
tion models on functional languages, we fine-tune code completion
models on Haskell and evaluate their performance relative to other
programming languages. Concretely, we investigate code comple-
tion performance on a corpus of permissively licensed Haskell
functions sourced from HuggingFace.2 Additionally, we manually
evaluate code completions on a newly created dataset from Hu-
manEval containing 164 problems, which have been translated from
the original Python source into Haskell function implementations
for this purpose.

3 RELATEDWORKS
This section will discuss the related works in the field of NLP with
regard to the task of code completion. First, we will briefly discuss
the model architecture, then we will look into some examples of
models that are currently being used. Lastly, we discuss evaluations
of models and empirical analysis results.

3.1 Transformer Architecture
LLMs for code completion take code as input and predict a segment
of new code related to the input. This can be done using Causal Lan-
guage Modeling in conjunction with specialized ways of masking
inputs to facilitate auto-regressive generation or infilling. State-of-
the-art models that are currently used for code completion use the
transformer architecture [42]. By making use of attention layers,
the transformer models allow for a better understanding of the se-
mantic and syntactic structure of code. This is especially important
in code, as code has very strict syntax, unlike natural language.
There are three main distinctions in the transformer model:

3.1.1 Encoder-only models. This type of architecture is commonly
used for masked token prediction and classification. At each stage,
the attention layers can access all the words in the initial sentence
(i.e. bi-directional attention). The BERT [12] family of models are
implementations of this architecture. It has been studied widely,
and has also been adapted for code [11, 13, 20, 26].

3.1.2 Decoder-only models. The decoder architecture is commonly
used for code-completion and text generation. Decoder-only tokens
have access to the weights of the tokens that come before itself
(i.e. the left context). A family that implements this architecture is
GPT [31]. Large types of these models have been shown to be effec-
tive for dialogue [8] and few-shot learning [24]. Newer variations
in this family are GPT-2 [32], GPT-3 [6], and GPT-4 [30]. They have
been widely used in the industry [29], and evaluated [7].

2https://huggingface.co/datasets/blastwind/github-code-haskell-function
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3.1.3 Encoder-Decoder models. Encoder-Decoder models are a
combination of the previous two architectures and have been popu-
lar in RNNs as “seq2seq”, before the Transformer architecture [37],
but even in recent years it has still shown to be viable and com-
petitive [36]. The Encoder-Decoder architecture excels in machine
translation, as the Encoder processes the source language and the
Decoder processes this to the target language.

3.2 Code Completion
Automatic code completion can be used to predict single tokens,
complete lines of code, or even complete functions. Recently there
has been a surge in developers using better code completion tools,
such as Copilot, which has shown improvements in efficiency by
using the completions and then slightly tweaking them [27]. Most
code completion models follow the decoder-only architecture and
are trained using Unidirectional Language Modeling (ULM) on
datasets containing natural language and code in many different
programming languages. For instance, GPT-C [38] andCodeGPT [25]
are code completion models based on GPT-2 [32] that use unidi-
rectional language modeling to learn from examples. Similarly,
Codex [10] is a GPT-3-based model [6] that can predict the next
token(s) based on the current code. While most models can only
use the left context, i.e., the source code that is to the left of the
cursor, models like InCoder use Causal Masking to be able to han-
dle code from the left and to the right of the cursor despite being
auto-regressive [1, 14]. SantaCoder [2] and StarCoder [23] similarly
are trained to infill code fragments between left and right contexts.
As an alternative technique to improve performance, numerous
models use modalities aside from source code, such as Abstract Syn-
tax Trees (ASTs). CodeFill [18], for instance, uses source code along
with AST token types to enhance the input, leading to improved
performance. UniXcoder [15] similarly uses ASTs for a range of
code generation and understanding tasks, however, does not benefit
from ASTs when used for code completion. While code comple-
tion is a widely studied topic, surprisingly little research has been
conducted on applying code completion to functional languages.
A recent advancement has been made with datasets for OCaml,
Racket and Lua [9], where high-quality datasets were made for
those underrepresented languages in LLMs. However, almost none
of the aforementioned code completion models use functional lan-
guages in their base-model training data, as shown in Table 1. This
indicates a clear need for more awareness.

Only StarCoder has Haskell in its training data [23]. StarCoder
uses the Stack dataset [22], which contains permissively licensed
open-source code sourced from GitHub, including 358 unique pro-
gramming languages. However, Haskell accounts for only 0.291%
of StarCoder’s training data, and no investigation into the perfor-
mance of Haskell was performed.

4 APPROACH
Our approach can be divided into three distinct steps: dataset cre-
ation, fine-tuning, and evaluation. During dataset creation, we pro-
cess and split our data for use by the selected models. Next, during
fine-tuning, we train the models to perform line completion on
Haskell code, using our train set. Finally, during evaluation, we run

Table 1: Code completion models and the languages they are
trained on.

Model Language(s)

GPT-C [38] C#, Python, JavaScript, TypeScript
CodeGPT [25] Python, Java
Codex [10] Python
InCoder [14] 28 PLs, no significant amount of functional code
SantaCoder [2] Python, Java, JavaScript
CodeFill Python [18]
UniXcoder[15] CodeSearchNet [17], containing Python, Ruby,

Java, JavaScript, PHP, and Go
StarCoder 358 PLs, 0.291% Haskell

the fine-tuned models and base models against our test sets. An
overview of the full approach pipeline is displayed in Figure 1.

4.1 Dataset Creation
During the dataset creation phase, we organize datasets for training
and evaluation. We utilize two distinct datasets to achieve this. The
Blastwind dataset, sourced from HuggingFace, consists of publicly
available Haskell function implementations. This dataset serves as
the foundation for the training phase. The second dataset, which
we created ourselves, involves translating HumanEval from Python
to Haskell. This self-created dataset is solely used for evaluation,
which includes a manual evaluation where our objective is to iden-
tify the primary pitfalls to Haskell code completion.

4.1.1 Blastwind Dataset. This dataset contains Haskell function
implementations. This dataset was selected as it was one of the
very few available Haskell datasets and was large enough to be
usable. An example input from this dataset is shown in Figure 2.

Before using this dataset, we apply various processing steps
to remove low-quality samples. Initially, the dataset has 2 287 379
samples. First, we apply a basic filtering step to remove low-quality
samples, ensuring sufficient context for the model. We use the
following rules:
• The code must have a comment;
• The code must have a function signature;
• Parsing must not result in any AST errors;
• The code must be at least two lines of code (excluding com-
ments);
• The code must be at least 75 characters long (excluding com-
ments).

This step removes 83.78% of samples. This suggests a lot of the
samples in this dataset were uninformative samples. Next, we dedu-
plicate the remaining samples as duplicate samples can lead to data
leakage between train and test sets. Such data leakage and conse-
quently result in over-inflated performance scores [3]. Near dupli-
cate deduplication is an expensive O(𝑛2) operation, especially con-
sidering the size of this dataset. Hence, we are limited to performing
exact-match deduplication. This is relatively efficient through the
use of hash-sets, which allow for duplicate checking in amortized
O(1) time per sample. Applying near-duplicate deduplication re-
quires tokenizing all samples and cross-comparing all tokens for
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Figure 1: Approach pipeline.

1 -- | Create a pair generator.
2 pairOf :: Applicative m => m a -> m (a, a)
3 pairOf m = (,) <$> m <*> m

Figure 2: Blastwind sample.

all sample pairs, which adds another layer of complexity of at least
O(𝑛 +𝑚) time depending on the way the tokens are compared.
Despite its limitations, exact-match deduplication removes 25.25%
of the remaining samples.

Our final dataset contains 277 337 samples, which is 12.12% of
the original dataset size. The processed dataset is subsequently
split into a train and a test set using an 80%-20% split. During
splitting, we ensure that functions from the same repositories are
in the same set, which leads to a 72.81%-27.19% split when counting
the number of functions per split, corresponding to 201 921 train
samples and 75 416 test samples. This splitting approach serves
to further prevent data leakage; a file-based split could lead to
situations where a function from the train set is called in a function
in the test set. The samples are still full function implementations
at this point, so we must convert the test samples into input-output
pairs to evaluate our models. Algorithm 1 describes the way these
input-output pairs are created. In short, whitespace characters in
the sample are candidate split-points if it is not in a comment and
has sufficient preceding and succeeding tokens.We choose where to
split by pseudo-randomly selecting from the candidate split-points.
Note that this splitting method may not accurately capture the use
of line completion in practice. One could argue that invoking code
completion after specific trigger-points such as =, (, and . may be
more realistic. However, it has been shown that even this strategy
also does not strongly match programmer behavior in practice [19].

Algorithm 1 Generate Input-Output Pair
1: whitespaceIndices← ∅
2: for character, index in code do
3: if

character is a whitespace ∧
previous character is not a whitespace ∧
has at least five preceding tokens ∧
has at least one preceding token on the same line ∧
has at least two following tokens on the same line ∧
is not on a line starting with "--" ∧
is not in a multi-line comment block

then
4: whitespaceIndices← whitespaceIndices ∪ {index}
5: end if
6: end for
7: chosenIndex← pseudoRandomSelect(whitespaceIndices, seed)
8: Input← code up to chosenIndex
9: Output← code after chosenIndex up to first line-break
10: return (Input, Output)

4.1.2 HumanEval-Haskell Dataset. Wemanually create a new dataset
by translating HumanEval3 from Python to Haskell, a dataset that
is often used for evaluating model performance. An example of a
translated function is shown in Figure 3. The aim of this dataset is
to be able to determine the most common mistakes by the selected
models when applied to Haskell code. As Haskell is such a unique
language, we expect the models to encounter different pitfalls than
in imperative, non-functional languages. The translated dataset

3https://huggingface.co/datasets/openai_humaneval
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1 -- Check if in given list of numbers, are any two

numbers closer to each other than
2 -- given threshold.
3 -- >>> has_close_elements [1.0, 2.0, 3.0] 0.5
4 -- False
5 -- >>> has_close_elements [1.0, 2.8, 3.0, 4.0, 5.0,

2.0] 0.3
6 -- True
7 has_close_elements :: [Float] -> Float -> Bool
8 has_close_elements numbers threshold = any (\(x, y)
-> abs (x - y) < threshold) [(x,y) | x <- numbers, y
<- numbers, x /= y]

Figure 3: HumanEval-Haskell sample.

contains code that follows an identical structure to the original
Python code: the code consists of an instructive comment including
test input and output, a function signature, and an implementa-
tion. While translating, the functional concepts of Haskell, such as
pattern matching, monads, and working without side effects, are
properly implemented. Additionally, any Python syntax embedded
within the instructive comment is translated to Haskell syntax –
e.g., my_fn([1, 2, 3]) is translated to my_fn [1,2,3]. As our
aim is to determine the most common pitfalls using line completion,
we create equivalent Haskell functions from the one in the original
HumanEval and run the new Haskell dataset on these. Each author
translated the same number of HumanEval test cases, after which
each translated Haskell function was reviewed by two different
authors to resolve any issues.

Next, points of interest in the code are manually introduced and
marked using a special symbol. We use the following points of
interest, as they mark logical invocation points of code completion
based on developer interest:
• statements such as if/then/else, generators and guards;
• assignment operators such as =, <- and ->;
• logical operators such as &&, ||, ==, >, and more;
• arithmetic operators such as /, *, and more.

We never place these symbols at the very beginning or end of lines.
Multiple splits can be introduced in a single Haskell function.

4.2 Fine-tuning
During the fine-tuning phase, the chosen code completion models
are trained on the train set of the Blastwind dataset. The models are
fine-tuned to perform line completion. All newline characters (\n)
in the training data are replaced by end-of-line tokens (<EOL>).
These tokens can be detected during inference and will cause the
model to end its prediction loop.

4.2.1 Selected Models. We perform our experiments using two
pre-trained decoder-only models for code completion.

First, UniXcoder [15] is a unified pre-trained model that can
facilitate numerous code understanding and generation tasks, lever-
aging code comments and ASTs. UniXcoder was trained using
Masked Language Modeling [5, 12] and Denoising [33] to facilitate
code understanding, and trained using Unidirectional Language

Modeling [31] for auto-regressive tasks such as code completion.
UniXcoder was first trained on the C4 dataset [33] for English un-
derstanding, after which it was trained on CodeSearchNet [17],
which includes function implementations (including comments)
written in six programming languages: Python, Java, JavaScript, Go,
PHP, and Ruby. While UniXcoder is able to also utilize an encoder-
only or encoder-decoder mode, we have chosen specifically for
decoder-only as this mode suits code completion best.

Second, CodeGPT [25] is a GPT-2-based [32] model for code
completion. Lu et al. created four different versions of CodeGPT:
for both Python and Java the authors create one version that uses
the GPT-2 tokenizer and GPT-2 weights as a starting checkpoint,
and one version that uses a newly trained tokenizer and starts
with random weights. GPT-2 was trained on the WebText dataset,
which Radford et al. introduced as a source of high-quality on-
line text. For our experiments, we use a version of CodeGPT that
uses the GPT-2 tokenizer and checkpoint and is further trained on
CodeSearchNet [17].4 This is similar to UniXcoder: both have been
trained using a broad range of languages, which may be helpful
when predicting new languages. Both models have been trained
on imperative languages, which could transfer to improved perfor-
mance in functional settings.

4.3 Evaluation
The evaluation phase applies the basemodels and fine-tunedmodels
on the test set of Blastwind and on our newly created HumanEval-
Haskell dataset.

4.3.1 Post-Processing. Before evaluation can begin the predictions
need to be post processed. This is to ensure the evaluations are ac-
curate and fair. The main steps in this process are stripping trailing
spaces and newlines. Additionally the predictions are normalised
so the exact match can accurately be calculated.

4.3.2 Blastwind Dataset. We evaluate the performance on the test
set using the Exact Match and Levenshtein Edit Similarity metrics.
These allow us to concretely compare our results with the results
of the baseline models, which have results on other programming
languages.

4.3.3 HumanEval-Haskell Dataset. We manually analyze the per-
formance of our models. To prevent domination of the results by
a few large functions with a lot of splits, a maximum of five splits
per function are pseudo-randomly chosen from the manually in-
troduced splits. Then, on a case-by-case basis, an overview of the
performance is created with respect to each point of interest, such
that common pitfalls can be detected (RQ2), e.g., the ability to pre-
dict list comprehensions. This leads to a total of 603 samples from
the HumanEval-Haskell dataset.

4.3.4 Output. The models are applied on the test sets using beam
search. Beam search is a sampling technique that can result in bet-
ter predictions in exchange for higher inference costs. Instead of
continuously sampling the most likely token (i.e., greedy predic-
tion), beam search tracks the top-𝑘 sequences at every inference
step. In the end, this results in 𝑘 unique sequences, of which the
one with the highest probability is used. Beam search is a common

4https://huggingface.co/AISE-TUDelft/CodeGPT-Multilingual
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technique, that has also been widely used in seq2seq modelling [44].
Additionally, since beam search is deterministic we can be sure that
our observed metric values are easily reproducible.

5 EXPERIMENTS SETUP
In this section, the research questions are presented, after which
the datasets, evaluation settings and metrics, and configuration and
implementation details are discussed.

5.1 Research Questions
In this work, we aim to answer the following Research Questions
(RQs):
• RQ1: How well do code completion models perform on
Haskell? This research question aims to answer whether
there are quantitative differences in code completion perfor-
mance between Haskell and imperative languages. Nearly all
literature focuses on imperative, non-functional languages,
so it is unclear whether Haskell (and functional languages
in general) are more difficult for code completion models.
As the chosen code completion models are pre-trained on a
range of imperative languages, we also aim to gain an insight
into whether this knowledge transfers well to Haskell.
• RQ2:What are the most common pitfalls for code com-
pletion on Haskell? Having considered quantitative differ-
ences in code completion, we now aim to understand what
aspects of Haskell are difficult to code completion models.
This understanding is crucial to improving code completion
models.

5.2 Dataset
We use two datasets for our experiments. The first dataset, Blast-
wind, used for training, consists of permissively licensed Haskell
function implementations. This dataset is publicly accessible on
HuggingFace and contains a total of 3.26 million functions.5 We
create the second dataset ourselves by translating HumanEval [10]
from Python to Haskell, leading to 164 Haskell functions based
on HumanEval. This dataset is used for our manual evaluation,
where we determine common mistakes made by the code comple-
tion models. None of the datasets overlap with the training data
of the selected models, as these models were not trained on any
Haskell code. Both datasets consist of Haskell function implemen-
tations, with the primary difference being that HumanEval always
contains large informative comments, while this is rarely the case
in real code, as found in Blastwind. This could have an effect on the
efficacy of the models, as syntactical elements such as comments
have been shown to have a positive impact on code completion
performance [40].

5.3 Evaluation Setting and Metrics
We choose the same metrics that were used to evaluate UniXcoder
and CodeGPT to compare code completion performance on Haskell
to the performance on other programming languages [15, 25]. This
allows us to directly compare with their results for Python and
Java.

5https://huggingface.co/datasets/blastwind/github-code-haskell-function

Table 2: Fine-tuning times.

Model Time

UniXcoder 19 hours
CodeGPT 12 hours

Table 3: Inference times.

Model Variant Blastwind HumanEval-Haskell

UniXcoder Base 20 h 26 min 13 min
Fine-tuned 1 h 50 min 2 min

CodeGPT Base 8 h 47 min 3 min
Fine-tuned 4 h 35 min 4 min

The first metric, exact match, compares whether the prediction
and the ground truth are the exact same. The second metric, edit
similarity, uses the Levenshtein distance between the ground truth
and the prediction to compute how close the prediction is to the
ground truth. The distance is determined by the number of inser-
tions, deletions, and substitutions required to make the target match
the ground truth. Then, the edit similarity is computed as shown
in Equation 1.

𝐸𝑆 (𝑝,𝑔) = 1 − 𝐿𝑒𝑣𝑒𝑛𝑠ℎ𝑡𝑒𝑖𝑛(𝑝,𝑔)
𝑚𝑎𝑥 ( |𝑝 |, |𝑔|) (1)

The ground truth and prediction are trimmed (i.e., heading and
trailing spaces are removed) and spacing is normalized (i.e., se-
quences of white-spaces of arbitrary length are replaced with a sin-
gle space) before using them to compute metric values. We present
the metric values on a scale of 0 to 100.

5.4 Configuration and Implementation Details
We fine-tune UniXcoder using the default parameters, which were
also used by Guo et al. to fine-tune their model on Python code.6
Similarly, we use the default parameters as used by Lu et al. for
training CodeGPT.7 For both models, we use a batch size of 2. For
inference, we apply beam search with a beam size of three for both
UniXcoder and CodeGPT. Additionally, we set the maximum num-
ber of tokens to predict to 128. This is sufficient for line completion.

Fine-tuning and inference were performed on a server equipped
with an NVIDIA Tesla V100S GPU. The time required to complete
fine-tuning is reported per model in Table 2. The large discrepancy
between the two models is caused by differences in the ways in
which the models organize their training inputs. CodeGPT batches
as many inputs together during training, whereas UniXcoder uses
padding tokens to fill any space left after an input. This leads to
CodeGPT needing fewer steps in total, reducing its training time.

The inference time for all models on Blastwind and HumanEval-
Haskell are displayed in Table 3. The base models nearly always
have a substantially higher processing time than the fine-tuned
6https://github.com/microsoft/CodeBERT/tree/0b522a6d7b2e25456e52b1c99a8e9cc6cd2aa6e0/
UniXcoder/downstream-tasks/code-completion
7https://github.com/microsoft/CodeXGLUE/tree/main/Code-Code/CodeCompletion-
line
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Table 4: Blastwind & HumanEval-Haskell Results. EM and
ES expressed as number between 0 and 100.

Model Blastwind HumanEval-Haskell
EM ES EM ES

UniXcoder Base 1.98 25.93 5.31 27.31
Fine-tuned 28.00 56.90 13.10 44.16

CodeGPT Base 2.05 19.51 5.80 23.17
Fine-tuned 17.40 46.95 15.42 40.01

models, mainly due to the significantly longer predictions they pro-
duce. These models have a weak understanding of Haskell, causing
them to struggle with identifying where to end lines. As a result,
the inference times are increased due to the cost incurred by each
generated token. The difference is especially pronounced between
the base and fine-tuned UniXcoder models. This is to the fact that
the base UniXcoder model was not trained to predict and stop at
<EOL> tokens at the end of each line. We post-process its outputs
such that we only consider the first line it predicts, which ensures
that this does not impact our results. However, this does lead to
higher inference times for the base model.

6 RESULTS
We conduct a quantitative and qualitative analysis to determine
how well UniXcoder and CodeGPT perform on Haskell.

6.1 RQ1: How well do code completion models
perform on Haskell?

We quantitatively evaluate the performance on Blastwind and
HumanEval-Haskell by running all base and fine-tuned models
against the datasets. Then, we compute the average EM and ES
scores over all test samples. The results are shown in Table 4. Over-
all, the base models (i.e., (pre-)trained on six programming lan-
guages, not including Haskell) show significantly worse perfor-
mance than the fine-tuned models. On Blastwind, the two base mod-
els are roughly on-par, but the fine-tuned UniXcoder performsmuch
better than the fine-tuned CodeGPT model across metrics. There
is not such a clear distinction on HumanEval-Haskell: CodeGPT
scores better on ExactMatch, whilst UniXcoder scores better on Edit
Similarity. Performance on Blastwind is substantially better than
performance on HumanEval-Haskell, especially when considering
Exact Match. Nevertheless, there is a large overall improvement in
model performance when the models are fine-tuned.

6.2 RQ2: What are the most common pitfalls for
code completion on Haskell?

We conduct a manual qualitative analysis on HumanEval-Haskell,
to further analyse why UniXcoder outscores CodeGPT and the com-
mon pitfalls both models have with Haskell linecompletion. Note,
only the fine-tuned variants of the models are considered in this
context. After splitting the data as described in Section 4.3.3, we
obtained insights into the common pitfalls by annotating the per-
formance of the splits based on several (sub)categories. By manual
inspection of all the predictions, we also found some predictions to

be ‘valid’, viz. semantically equal, resulting in an updated perfor-
mance overview as illustrated in Table 5.

Table 5: Updated performance of fine-tuned models by man-
ual inspection, where some non-EM predictions have been
marked as ‘valid’. The correct ratio of predictions (%), denoted
by the ‘%’ header, is calculated by dividing the total count of
predictions with the |EM| + Valid count.

Model |EM| Valid |EM| + Valid Total %

UniXcoder 79 18 97 603 16.09
CodeGPT 93 20 113 603 18.74

When looking at the distribution of annotations for both CodeGPT
and UniXcoder (see Appendix C [41]), there is no substantial dissim-
ilarity in their general performance with regard to the prediction
of certain Haskell (sub)categories such as if/then/else statements,
generators, guards, functions, lists, logical operators, arithmetic
operators, and case expressions. However, a clear difference in their
general performance is shown by the distribution of the other an-
notations listed in Table 6. This table shows that CodeGPT has
significantly more empty predictions when compared to UniXcoder,
however, UniXcoder has more incomplete, wrong syntax, and
undefined as predictions. Furthermore, a few specific predictions
of UniXcoder have been separately marked as worth mentioning.
This includes:
• using a variable out of scope, mentioned in a previous func-
tion within the provided context
• using a variable out of scope, mentioned in a comment within
the provided context, yet not defined within the Haskell let
context
• line completion of max characters due to getting stuck in a
repetitive loop of predicting values for a list

Table 6: Distribution of distinctive annotations between
CodeGPT and UniXcoder for predictions that were neither
an exact match nor deemed valid.

Annotation CodeGPT UniXcoder

Wrong type 12 26
Wrong value 69 66
Wrong function 108 81
Empty prediction 106 1
Incomplete prediction 30 130
Wrong syntax 13 96
‘undefined’ keyword 1 31

As there seemed to be a correlated overlap in certain annotations
for each specific prediction done by UniXcoder and CodeGPT, the
commonalities in annotations have also been researched (see Ap-
pendix A9) in order to get more insight into the different behavior of
UniXcoder and CodeGPT. In addition, the commonalities between
CodeGPT’s and UniXcoder’s annotations per prediction itself, here-
after referred to as overlaps, have been researched to get more
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context for the identification of common pitfalls. The most insight-
ful annotation links that have been discovered, e.g. high overlap or
similar annotation type, are illustrated in Table 7. One annotation
in particular, i.e., extra comment, has been analyzed separately in
Appendix B10, as CodeGPT adds an extra comment to a lot of its
predictions, which was found to often be of similar syntax. There
is no clear pattern to where CodeGPT adds these comments , how-
ever, its content was always in the following format: "| Creates a
value of ‘<some class name starting with ProjectsLocations>’ with the
minimum fields required to make a request.".

Table 7: Most insightful overlaps between annotations of
predictions. CodeGPT is denoted by C and UniXcoder by U.

Annotation Annotation Overlap

C: empty U: incomplete 54.72% (58/106)
C: empty U: undefined 14.15% (15/106)
C: incomplete U: incomplete 43.33% (13/30)

U: undefined C: empty 48.39% (15/31)
U: incomplete C: empty 44.62% (58/130)

C: complete function C: wrong function 75.00% (9/12)
C: variable definition C: wrong value 28.57% (8/28)
C: valid C: extra comment 15.04% (17/113)
C: arithmetic logic C: wrong value 14.29% (12/84)

U: undefined U: case expr. (body) 67.74% (21/31)
U: incomplete U: case expr. (body) 58.46% (76/130)
U: wrong type U: case expr. (body) 38.46% (10/26)
U: wrong function U: case expr. (body) 38.27% (31/81)
U: variable definition U: incomplete 31.58% (6/19
U: arithmetic logic U: wrong value 17.24% (15/87)

7 DISCUSSION
This section discusses the results and what they imply. Also the
validity and what conclusions can be drawn from the results.

7.1 RQ1: How well do code completion models
perform on Haskell?

The performance of UniXcoder and CodeGPT on Haskell improved
drastically after fine-tuning.When considering the Blastwind dataset,
our fine-tuned models exhibit worse performance compared to the
models when fine-tuned on Python and Java [15, 25], as displayed
in Table 8. The relative improvements to the base models affirm
that language models can become sufficient in Haskell, despite its

Table 8: PY150 and JavaCorpus results.

Dataset Model EM ES

PY150 UniXcoder 43.12 72.00
CodeGPT 39.11 69.69

JavaCorpus UniXcoder 32.90 65.78
CodeGPT 25.30 61.54

stark differences to typical programming languages. The poor per-
formance relative to Python and Java could indicate differences
in difficulty between the languages, but may also be explained by
differences in dataset size and quality. Our Haskell train set con-
sists of 30 349 824 tokens, whilst PY150 [34] contains 154 241 924
tokens for training, and JavaCorpus [4] contains 24 029 629 tokens
for training.8 Based on the number of tokens used for training and
the observed metric values, we believe that Haskell is in fact more
challenging than Python and Java overall. Nevertheless, further
investigations with larger high-quality Haskell training sets (both
in terms of tokens and in terms of prompt length) are necessary to
validate these claims.

The results for the HumanEval-Haskell dataset are different from
the results on the Blastwind dataset. Overall, the base models score
better on this dataset, whereas both fine-tuned models score sub-
stantially lower. The superior performance of the base models could
be explained by the format and context of HumanEval-Haskell. First
off, each sample contains a relatively large informative comment.
As both UniXcoder and CodeGPT are pre-trained on a large corpus
of natural language, this naturally enhances their ability to infer the
appropriate following tokens. In contrast, the Blastwind dataset con-
tains smaller comments, leaving out details that are unimportant or
obvious to humans. Secondly, samples in the HumanEval-Haskell
dataset are far more self-contained than the samples in the Blast-
wind dataset. Samples in HumanEval-Haskell are typically single
functions, but may also have numerous helper functions located in
the same file. Functions in the Blastwind dataset are not guaranteed
to be self-contained. The samples in this dataset are solely indi-
vidual function implementations, without including any external
helper functions that the model may need. This subsequently makes
it more difficult for the models to accurately predict the following
code: helper functions, despite being in scope, are not known to
the model. The fine-tuned models may suffer from this to a lesser
extent due to the training data resembling the test set more.

Despite the HumanEval-Haskell dataset including more infor-
mative comments, the fine-tuned models perform better on the
Blastwind dataset. This could similarly be explained by the dis-
similarity between the data in the two datasets: the fine-tuned
models were trained on the Blastwind dataset, and therefore are
trained to use little additional data when predicting Haskell. While
the models have natural language understanding, they have not
been trained to relate natural language to Haskell code. This could
explain the difficulty in using the information embedded in the
informative comments. Training approaches data that combines
natural language with code, such as commented functions, or Q&A-
style conversations about code (as seen on StackOverflow) could
alleviate this.

Overall, for both datasets the fine-tuned models outperform the
base models by a substantial margin, indicating that fine-tuning
code completion models on Haskell is crucial to achieving optimal
performance. Our results indicate that Haskell is harder to predict
than Python and Java, but further experiments are required to verify
this.

8All tokens counts are using the UniXcoder tokenizer
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7.2 RQ2: What are the most common pitfalls for
code completion on Haskell?

The distribution of the annotations for the HumanEval-Haskell
predictions in combination with the general performance indicates
a difference in the capabilities of the models. The distinctive factor
in the capabilities can be explained by their differences in behavior.
While CodeGPT is more cautious as evidenced by often predicting
empty lines, UniXcoder tends to not only predict undefined in
such cases but also shows a more aggressive prediction behavior.
This behavior of UniXcoder leads to incomplete predictions (also
often wrong functions in such cases) that would require a new
line to complete in order to successfully continue. Furthermore,
UniXcoder spits out a troublesome number of predictions featuring
fundamental issues such as wrong syntax (e.g., mismatched brack-
ets or capitalized function names), scope issues, or getting stuck in
repetition. Ultimately, this makes CodeGPT a safer choice for prac-
tical usage, purely based on the behavior of the models. In addition,
CodeGPT demonstrated to be the better choice after manually evalu-
ating the correctness of HumanEval-Haskell predictions. It is worth
mentioning that splits are introduced manually on points of inter-
est (based on developer experience) for the HumanEval-Haskell
dataset, while for the Blastwind dataset, the splits are introduced
pseudo-randomly. This variation in the method might well influ-
ence the resulting predictions, as the manually introduced splits
could be above averagely complex for the models to predict. The
exact influence of this variation remains unclear, but it should be
noted that the results of this deviation are included in the EM and
ES values. Regarding the common pitfalls of Haskell code comple-
tion, none of the annotated categories in the manual evaluation
yield a significant performance disparity. In fact, the overall per-
formance indicates a high demand for improved support to excel
in any particular category, which should be the primary focus of
future research.

7.3 Implications
The results of our process of fine-tuning LLMs such as CodeGPT
and UniXcoder on Haskell datasets have several theoretical and
practical implications for the field of functional programming and
code-LLMs.

7.3.1 Theoretical Implications. Fine-tuning LLMs on Haskell has
shown to be effective for these models to grasp functional program-
ming concepts. Furthermore, the nuanced trade-off between empty
and faulty completions during manual evaluations underlines the
complexity of optimal decision-making in AI, suggesting the need
for more advanced metrics in model performance assessment. Addi-
tionally, the fact that multilingual LLMs underperform significantly
compared to their fine-tuned counterparts shows the need for di-
verse high-quality Haskell datasets in the pre-training of these
LLMs. Adding a deep understanding of functional programming
might elevate the predictions for OOP-based languages as well, but
further research is needed to accurately determine the effect of
functional programming pre-training on OOP languages. These
datasets could then be included in the pre-training of LLMs for a
thorough understanding of this functional programming language.

7.3.2 Practical Implications. Practically, the fine-tuned LLMs on
Haskell show to be promising for sophisticated developer tools
in functional programming, for instance for code search, code re-
pair, or code summarization. These models could serve as a helper
tool for developers new to the complex world of functional pro-
gramming. For instance, insights gained from AI interactions with
Haskell might inspire new language features or paradigms. Further-
more, these models could enable more advanced code suggestion
and debugging features, significantly reducing the time and effort re-
quired for developers to write and maintain Haskell code. Training
LLMs on Haskell can also be beneficial for a deeper understanding
of OOP languages that implement functional programming con-
structs, such as higher-order functions, the notion of pure functions,
and recursion.

7.4 Future Work
Future work could strengthen our findings by repeating our ex-
periments on other models, other functional languages, or other
datasets. Constructing new high-quality Haskell datasets would be
particularly interesting for future LM-based tools for Haskell. At
present, there are no high-quality curated Haskell datasets, which
can lead to sub-par models resulting from issues such as duplica-
tion, small dataset size, and uninformative samples. The fact that
our filtering process eliminated nearly 90% of samples further em-
phasizes the necessity of high-quality Haskell datasets. Moreover,
the significant number of discarded samples suggests that conduct-
ing experiments with larger datasets could yield valuable insights.
Alternatively, online data from e.g., StackOverflow could be used
to create an understanding of natural language when related to
Haskell code. Other research could also investigate the effect of
including Haskell datasets in its pre-training steps on mainstream
languages used for evaluating LLMs.

Furthermore, it is worth considering alternative training inputs.
Our chosen dataset only includes one function implementation per
sample. However, utilizing complete files as training inputs may
yield more precise results. Function implementation often depends
on contextual information located in the same file. Hence, training
on full files instead of single-function implementations would also
make our training data align more closely with real-life scenarios.

Finally, determining whether understanding of different pro-
gramming languages transfers to Haskell would provide an inter-
esting insight. In this study, the pre-trained models were trained
on six diverse programming languages before being fine-tuned for
predicting Haskell code. The underlying assumption was that this
wide-ranging knowledge base would yield better results in Haskell.
However, determining whether this approach was indeed beneficial
is beyond the scope of this paper. Hence, future research could
explore whether this assumption is correct by comparing our find-
ings with results from models that were solely trained on natural
language or a single programming language.

7.5 Threats to the Validity
Due to the experimental method of this paper, the validity of the
results in the context of the ‘real world’ must also be considered.
These threads can be divided into three categories: threats to inter-
nal validity, external validity, and construct validity.
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7.5.1 Internal Validity. This section discusses the elements that
impact the model’s performance, external factors that accidentally
affect the outcomes, and mistakes made during the implementation
process. Translation quality in theHumanEval-Haskell dataset is im-
portant because translation errors could lead to incorrect measure-
ments of performance, compromising our ability to gauge which
aspects of Haskell are most difficult to language models. Addition-
ally, any data leakage between train and test sets must be mitigated
to prevent unrealistic perceptions of performance.

We have considered these factors and implemented steps to min-
imize or mitigate the effects of these threats. For instance, the trans-
lated HumanEval functions were reviewed by numerous authors,
and the Blastwind dataset was deduplicated to promote diversity
in the training data as well as to prevent leakage between train and
test sets. Moreover, we split the Blastwind dataset into train and
test sets on a repository basis, meaning that all code from the same
repository will be in either the train or the test set, but never both.
This method further serves to prevent data leakage. To allow further
examination regarding these concerns, we have made all resources,
including datasets and models, publicly available for scrutiny and
further research.

7.5.2 External Validity. This section discusses the elements that
may influence the applicability or broader relevance of our research
results. The usage of line completion in a realistic programming
environment may differ from the experimental setup designed to
answer RQ1. We introduce splits in pseudo-random locations, given
that there is a sufficient number of surrounding tokens. A program-
mer using the line completion functionality would likely invoke
code completion in different places, such as trigger points. Exam-
ples of trigger points are property accesses on variables (e.g., a .,
or ->), or for example an opening bracket ((). This limitation is,
however, partly mitigated in RQ2, in which we manually introduce
the splits in logical places. To prevent skewed results, the datasets
are deduplicated. There is no overlap in pre-train data and test
data, as the pre-train data for both UniXcoder and CodeGPT do not
include Haskell code [15, 17, 25].

In the case of HumanEval-Haskell, the model input includes
a detailed comment on the functionality of the desired function
and example input and output. In reality, however, this context
will often not be available for the model, which means that the
prediction has to be made using less context, resulting in worse
performance.

Furthermore, the setting of this evaluation is relatively pure in
HumanEval-Haskell, each time the full comment is available, no
surrounding other functions (which could influence the model’s
predictions), and it only has to predict a single line. In a real-world
setting, such as code completions within a developer’s project in
an IDE, a lot more context is presented which might distract the
model from giving the proper completions.

Additionally, It is essential that the Blastwind dataset broadly
represents Haskell code patterns to prevent training biases. Insuffi-
cient diversity can lead to a model performing poorly on real-world
Haskell problems.

7.5.3 Construct Validity. This section discusses the validity of
the measurements performed. Metrics must accurately reflect the
model’s ability to generate functional Haskell code – misaligned

evaluation can invalidate the perceived effectiveness of the fine-
tuning process. As described in Section 5.3, the metrics used are
commonly used in literature [15, 25, 38]. While it is known that
these metrics do not capture all nuances of code, such as semantics,
they are still widely used and thus essential to be able to compare
models with one another. Hence, the chosen combination of metrics
ensures a sufficient evaluation of the output of the model. Addition-
ally, small differences in interpretation of the metrics can result in
different conclusions. It is therefore essential to properly elaborate
on the usage and interpretation of the metrics, as done in Section 5.3
and Section 6. The same holds for the process of data processing,
for which a detailed description is given in Section 4.

8 CONCLUSION
LLMs for code completion are often trained only on imperative or
Object-Oriented Programming languages. As functional languages
are severely underrepresented in training data, the performance
of code completion on these languages is substantially worse than
on other languages. In this work, we explore the performance of
two multilingual auto-regressive language models, UniXcoder and
CodeGPT, when tasked to perform line completion on Haskell func-
tion implementations. Results show that both models perform sig-
nificantly better after being fine-tuned, indicating that knowledge
of imperative languages does not necessarily transfer to functional
languages. Base models perform considerably worse, suggesting
that prior knowledge of imperative programming languages may
not transfer well to functional languages, and indicating a need for
future datasets to include high-quality Haskell code. Additionally,
our manual analysis shows that CodeGPT tends to generate more
empty predictions and unnecessary comments, while UniXcoder
generates incomplete, wrong syntax, and ‘undefined’ predictions.
Since the behavior of UniXcoder shows more fundamental comple-
tion issues than CodeGPT during manual evaluation, CodeGPT is a
safer choice for practical usage. Regarding the primary pitfalls of
Haskell code completion, no specific categories annotated in the
manual evaluation indicate a substantial difference in performance
such that a general statement can be made about pivotal focus areas
for the improvement of Haskell code completion – the language in
general requires more support to perform well in any category as
of yet. Lastly, the community should take into consideration the im-
plementation of FP languages when training LLMs, especially since
many modern OOP languages are integrating more functional con-
cepts as time goes on. Giving LLMs a wider understanding of these
fundamental concepts may help models understand such concepts
across many different languages.

9 DATA AVAILABILITY
To ensure reproducibility and replicability, we publish all data used
for our training and evaluation, including all source code used
to conduct our evaluation and analysis. We publish our manually
translated Haskell-HumanEval dataset, and additionally provide
a supplemental detailing overlapping annotations between UniX-
coder and CodeGPT, and highlighting the extra comments predicted
by CodeGPT.
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