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Abstract

The need of computational power for engineering applications has been ever increasing and with clas-
sical computers approaching their physical limits, new ways of improvement have to be investigated.
One of the promising solutions is quantum computing. Most engineering problems require solving a
system of linear equations of higher dimensions and the quantum algorithm known as the HHL al-
gorithm, provides exponential speedup over classical methods. Near-term Noisy-Intermediate Scale
Quantum (NISQ) computers are far from the technological level to implement this algorithm. Thus a
different algorithm suitable for NISQ computers, named Variational Quantum Linear Solver (VQLS), is
devised. Variational algorithms are heuristic in nature, since they use an ansatz which prepares a quan-
tum state based on classical input parameters. VQLS is a hybrid algorithm, where the cost function is
evaluated on a quantum computer and a classical optimizer is used to optimize the ansatz parameters.
The minimum of this cost function corresponds to the solution of the problem.

In this work the Poisson equation is discretized, such that a linear system in the form of Ax = b is
obtained. This system is then solved by means of VQLS. An important part in this process is finding
an efficient decomposition of the A-matrix into a linear combinations of Hermitian operators. A decom-
position into Pauli gates has an exponentially increasing number of terms in the number of qubits [14].
An efficient decomposition by using raising and lowering operators is introduced in [44], however this
work did not mention anything about the trainability of the ansatz and occurrence of barren plateaus.
Barren plateaus are areas in the cost function landscape where the variance of the cost function gra-
dient vanishes exponentially in the number of qubits. Meaning that if such a plateau does occur, the
minimization of the cost function becomes very difficult as the problem size is increased.

The aim of this work is to see what the practical limitations are when solving the Poisson equation
by means of VQLS. It is expected that the main limitation will stem from the fact whether the efficient
decomposition suffers from barren plateaus. This is investigated by using a simulated quantum im-
plementation of the VQLS algorithm, but also by using a simplified method based on retrieving the
quantum state from the ansatz and then applying linear algebra in order to evaluate the cost function.
This second approach obtained identical results to the quantum implementation and was several or-
ders of magnitude faster in run times. Qiskit is used to simulate the quantum machines.

The main results obtained during the study show that, while solving the Poisson equation with an
efficient decomposition into raising and lowering operators, barren plateaus indeed do occur. This
means that smaller problems with 2 and 3 qubit are still solvable, however, as the number of qubits is
increased the algorithm becomes unfeasible to use due to the exponential increase of the number of
shots needed to obtain a sufficient accuracy. This is detrimental to the trainability of the ansatz and
makes solving problems of meaningful size effectively impossible. These barren plateaus are caused
by the scaling of the individual cost function terms as the problem size increases. Primarily this is a
result of the fact that quantum states are normalized vectors and can only interact with Hermitian oper-
ators. This problem seems inherent when solving the Poisson equation in combination with VQLS and
thus is a very challenging task to solve.
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Introduction

During the last few decades, the available computational power has drastically increased. Where com-
puters used to be working with kilobytes and megabytes of data only a few decades ago, currently
data processing in the order of terabytes or even exabytes has become common. The problems that
engineers are trying to solve also grow in size along with this increase. Modern state-of-the-art com-
putational fluid dynamics (CFD) simulations may require up to billions of cells, meaning that immense
amount of computations are being processed. In 1965 Gordon Moore observed that the number of
transistors in a circuit roughly doubled every year and he predicted that this trend would continue in the
future. So far his law has shown to be a very good prediction. However, Shalf et al. [72] have shown
that, as technology keeps advancing, the physical limits of chips will be approached and at some point
in the near future Moore’s Law will not hold anymore. This means that other ways of scaling computa-
tional capacity have to be investigated. One of the promising looking solutions is quantum computing.
Instead of standard bits, which represent zeros and ones, a quantum computer uses qubits which can
represent a zero, a one or a superposition of both. Next to the principle of superposition, quantum com-
puting also requires entanglement, which means that states of different qubits are linked together and
that a single qubit cannot be described independently from the others. By using both superposition and
entanglement, quantum algorithms can achieve up to exponential speedup in scaling of the problem
size compared to classical methods and greatly reduce the computational effort required to solve large
problems.

In 2009 Harrow, Hassidim and Lloyd [30] devised a quantum algorithm that is capable of solving
sparse linear systems with exponential speedup over classical solvers. Although the HHL algorithm is
very promising in theory, it is not feasible for near-term implementation on existing quantum hardware.
Currently quantum computers are at the so-called Noisy Intermediate-Scale Quantum (NISQ) stage
[65]. This is the era where quantum computers contain between fifty to a hundred qubits and still are
suffering from noise effects. This makes the implementation of an algorithm such as HHL infeasible
for the near future. In the paper named Read the Fine Print by Scott Aaronson [1], a list of caveats for
the implementation of the HHL algorithm are layed out. At first sight the HHL algorithm seems a very
promising algorithm. However when one wants to make use of it, there are some major caveats hin-
dering an efficient implementation. Aaronson showed that even though the algorithm itself theoretically
allows for exponential speedup over classical methods, in practice this might be much more difficult to
achieve.

Currently the hopes for quantum advantage are set on variational quantum algorithms (VQA). These
types of algorithms only require a shallow quantum circuit. Since the circuits used for these algorithms
contain fewer gates they minimize the amount of noise induced by the NISQ devices. The VQA alterna-
tive closest to the HHL algorithm is called the variational quantum linear solver (VQLS). This algorithm
is conceived by Bravo-Prieto et al. [10] and solves a linear system in the form of A|x) « |b). Variational
algorithms are hybrid algorithms as they consist of both a classical and a quantum algorithm. Their
objective is to use a classical optimizer to minimize a cost function, which is evaluated on a quantum
computer. An ansatz is used to prepare a quantum state such that [p(8)) = V(8)|0), where [ (6,p¢))

1



2 1. Introduction

equals the solution vector |x). |0) is the initial zero state and V(0) the ansatz operator based on the
input parameters 6. The input parameters for the ansatz are then optimized classically such that the
cost function is minimized. The ansatz plays an important role in VQAs and is the starting point of the
algorithm. In the present day a lot of research is being performed in the area of VQAs and the avoid-
ance of barren plateaus. Barren plateaus are areas in the cost function landscape where the gradient
vanishes exponentially in the number of qubits. With the presence of barren plateaus, a quantum circuit
has to be sampled an exponential number of times in order to obtained the optimized solution [50].

This thesis work aims at gaining a better understanding of why solving the Poisson equation by
means of VQLS, is so difficult. The Poisson equation is chosen as a test case since it is relevant for a
wide variety of engineering and physics problems and plays a role in, for example, the incompressible
Navier-Stokes equations used in most CFD applications. Similarly to the work of Scott Aaronson this
work tries to find what the caveats are for an efficient implementation of the VQLS algorithm when
solving the Poisson equation. On a final note, it is assumed that the reader has some basic knowledge
on quantum mechanics and for example knows what a Hilbert space or Bloch sphere is. The more
specific aspects of quantum computing and quantum circuits will be explained in this work.

1.1. Research Questions and Objectives

The goal and objective of this thesis is to see what the limitations and hurdles are for solving the one-
dimensional Poisson equation by means of a Variational Quantum Linear Solver (VQLS). The Poisson
equation is taken as a test case, as it is an elliptic differential equation and non-trivial to solve by VQLS.
Often times in literature the VQLS algorithm is used to solve very simple problems, which have limited
use cases in the real world. By showing whether the VQLS algorithm can solve a more difficult prob-
lem, conclusions can be made on its usefulness in the future. In previous work [14], it has been shown
that solving this equation by means of VQLS is quite challenging. In that work a decomposition of the
discretized Poisson equation by Pauli operators was used. By following a slightly different approach
in this thesis, based on an efficient decomposition in raising and lowering operators as introduced by
[44], it is hoped that new insights can lead to a better working of the algorithm.

The thesis research objective is as follows:

Investigate whether the Variational Quantum Linear Solver is a suitable method for solving
the Poisson equation, by looking at what the practical challenges of its implementation are.

This objective can be reached by answering the main research question of this work:

What are the practical challenges when solving the Poisson equation by means of the Vari-
ational Quantum Linear Solver?

In order to answer this question, several sub-questions are setup:
1. Does the VQLS algorithm suffer from barren plateaus when an efficient decomposition consisting
of raising and lowering operators is used?
2. What causes vanishing of the gradients for certain cost functions?
3. Can changes to the cost functions help improve the trainability of the ansatz?
4. How can information of the quantum state be efficiently extracted and used classically?

By answering these questions, a structured approach to achieving the main research objective is
used.

1.2. Thesis Outline

The structure of this thesis report is as follows. First some background information on the topic of
quantum computing is given in Chapter 2. Here most of the information for understanding of further
chapters and sections of the report is given. In Chapter 3 further details of the implementation of
the VQLS algorithm are given. In Chapter 4, the methodology which is used to obtain the results is
explained. The results from running the VQLS algorithm and other tests are elaborated Chapter 5.
Finally in Chapter 6, the conclusions drawn from the results are discussed and recommendations for
future works are layed out.



Literature Review

This section covers information important for understanding later parts of the thesis. First a short
introduction to quantum computing is given and the types of quantum computers is explained. After that,
the current state of quantum computing is briefly covered, followed by explanation of the Hadamard test
and swap test. Then the HHL algorithm is explained since it is the original method of solving a linear
system on a quantum computer. Then the variational quantum linear solver (VQLS) is introduced.
Since VQLS is the algorithm that is used to solve the Poisson equation during this thesis, all of its
components are explained in more details. These are: the Ansatz, Cost functions, Barren plateaus,
the decomposition of the A-matrix and the classical optimizer.

2.1. General Introduction to Quantum Computing

Research regarding quantum computing has gained a lot of attention over the recent decades. After
Manin proposed the idea of quantum computing in 1980 [48] and Feynman in 1982 [25], the hopes for
constructing a physical quantum computer raised and the first realization of an algorithm on a quantum
computer was made in 1998 [35]. In the mean time gate-based quantum computers have increased
from 2-qubits to over 100 qubits in size, while adiabatic quantum computers already contain over a
1000 qubits. The goal of quantum computers is to obtain speedup over classical methods for all kinds
of problems. These can range from solving linear systems to improving search algorithms or storing
data. By using faster algorithms, quantum computers might also help with reducing energy usage
of supercomputers [12]. Current supercomputers have an immense amount of energy usage and by
improving the quality of quantum computers and the qubits within them, the processing power of such
computers can increase without a proportional increase in energy costs'.

2.1.1. Differences between Classical and Quantum Computers

Before one can understand how a quantum computer works, it is important to understand some of the
basics of classical computation. In short a classical computer works with bits, that either represent
a zero or a one. By manipulating these bits with gates, all sorts of computations can be performed,
which ultimately lead to applications such as the internet or CFD software. A quantum computer uses
qubits, which represent either a zero, a one, or a superposition of both at the same time. A superpo-
sition of a single qubit can be written as |) = a|0) + 8|1), where a« and 8 are normalized coefficients
such that || + |8|?> = 1. In combination with a quantum phenomenon called entanglement, quan-
tum algorithms can be constructed. Quantum entanglement is the phenomenon where two qubits are
correlated beyond what is classically possible and cannot be completely described independently from
each other. Entanglement and superposition are both fundamentally different from what is classically
possible and gives access to a new way of computations. By combining these two effects and using
them in sophisticated ways, new algorithms can be constructed that provide exponential speedup over
classical methods. Often times quantum computing is viewed as something radically different from
classical computing, however a better way to state it, is that classical computing is a limited form of

"https://qz.com/1566061/quantum-computing-will-change-the-way-the-world-uses-energy/,
https://lwww.azoquantum.com/Article.aspx?ArticleID=136



4 2. Literature Review

quantum computing, where the effects of entanglement and superposition are not usable [8]. However,
given sufficient time any problem solvable on a quantum computer can also be solved on a classical
computer, based on the Church-Turing thesis.

In order to build a quantum computer DiVincenzo introduced 5 criteria: [20]:
1. A scalable physical system with well characterized qubits
2. The ability to initialize the state of the qubits to a simple fiducial state, such as |000)
3. Long relevant decoherence times, much longer than the gate operation time
4. A’universal’ set of quantum gates
5. A qubit-specific measurement capability

When these 5 criteria are met, a fully functioning quantum computer is constructed. If one of the points
is missing in a quantum device it will not be fully functional or scalable. Currently quantum computers
are still challenged on multiple of these criteria. For example, scaling of the number of qubits is difficult,
as the number of direct connections between each qubit drastically increases. As a result qubits are
only partially connected in most current devices. The limited decoherence times also does not allow
for running circuits of any arbitrary length. Finally, implementation of quantum gates, measurements
and readout of qubits also has limited accuracy.

2.1.2. Types of Quantum Computers

Quantum computers can be divided into two different categories. Quantum annealers (QA) and gate-
based quantum computers (GBQC). Quantum annealers borrow their name from a classical process
used in material sciences, called thermal annealing. Here a material is heated, and then slowly cooled
such that its properties change. QAs work with a completely different principle as GBQC. GBQC are
closer to classical computers in the sense that they are also operated by gates. The following sections
will explained the differences between the two types in more detail.

2.1.3. Quantum Annealer

Quantum annealers are useful for optimization problems. Annealing is a process where a global min-
imum is found over a set of candidate solutions [22]. A simplified representation is shown in fig. 2.1.
First the qubits are brought into a superposition and are in the lowest-energy eigenstate of the initial
Hamiltonian, after which the the Hamiltonian is slowly morphed into the problem Hamiltonian. This
morphing of the problem changes the minimum energy levels, and when it is performed slow enough a
global minimum will be obtained [34]. This process is closely related to adiabatic evolution as described
by Fahri et al. [24]. The explanation given here is very simplified and for further information [22, 24,
34] can be consulted.

High Energy (a)
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Figure 2.1: Energy diagram of the quantum annealing process. [34]

Before a problem can be solved on a QA, it has to be formed into either a Quadratic Unconstrained
Binary Optimization (QUBO) problem or an Ising format. The QUBO and Ising formats are NP-hard
to solve and can be adapted to a variety of problems [46]. So obtaining a solution to these problems
classically is a non-trivial task. Study by Vinci et al. [79] has shown that QA induces non-stoquastic
interactions (which is a quantum form of a classical non-stochastic matrix, where all off-diagonal ele-
ments in the Hamiltonian are real and non-positive), this effect prohibits classically efficient simulation
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of QA. The output of a quantum annealer is a bit string, which corresponds to the lowest-energy state of
the problem Hamiltonian. By sampling the solution multiple times, a higher confidence of the accuracy
of the solution can be obtained.

The most well known quantum annealers are from a company called D-Wave. Within the scientific
community D-Wave has sparked a lot of controversy. Currently their largest system contains over 2000
qubits 2, and is significantly larger than that of the largest GBQCs, which are in the order of 50-100
qubits. However, the D-Waves system is not fully connected, meaning that the effective number of
qubits is smaller. The degree of "Quantumness” that actually happens on a D-wave machine has been
questioned [76]. It is not fully clear what happens on the machine and it is said to operate like a black-
box. The D-wave machines fall under a type called the noisy adiabatic quantum computer. Solving a
structural optimization problem in the form of QUBO on a D-wave machine has been performed by K.
Wills and was successful for small problems, however, scaling them to larger problems proved to be
difficult [87].

Quantum Annealers are polynomially equivalent to the standard circuit-based quantum computers
[3]. This means that standard quantum computers can be efficiently simulated on a quantum annealer.
However, whether this is also the case in practice is not clear, as has been shown with the controversy
regarding the level of quantum computing in D-Wave machines. Another study has shown that funda-
mental limitations in the temperature scaling for QAs limits them as competitive scalable optimizers [4].
However, despite all of its controversy D-Wave has shown to obtain results in a variety of problems
[19, 56]. And small linear systems of equations have been solved by means of QUBO on a D-wave
QA [36], however the success rate of finding the minimum energy quickly drops off with 63.16% for a
two-dimensional case and 1.38% for a three-dimensional case. Other studies have also shown that
the scalability of quantum annealers is uncertain. Such as Regnnow et al. [67] stating that no evidence
for quantum speedup in a random spin glass instance problem could be found on a 503 qubit quantum
annealer. However, they also state that quantum speedup cannot be ruled out for different problem
classes. Mandra et al. [47] showed that the glass-spin benchmarks that were solvable on a quan-
tum annealer are also solvable with polynomial time on classical devices, and thus do not specifically
indicate anything of a quantum speedup. The problem regarding scalability of quantum annealers is
also addressed in the works of [65], and here it is mentioned that there is no theoretical argument or
experimental evidence indicating that quantum annealers can help achieving speedup over classical
methods. Since the scaling of quantum annealers to larger problems and their exact working is still in
question, they are not considered for this thesis work.

2.1.4. Gate-Based Quantum Computer

Gate-based quantum computers are operated, just like classical computers, with gates. By constructing
a quantum circuit consisting of qubits and gates operating on them, algorithms can be formed. One
difference between classical and quantum gates is that quantum gates must be reversible [57]. This
means that, based on the output state, it must be possible to recreate the initial state, and that thus
no information is lost within the process. Mathematically this means that a quantum circuit (without
measurements) represents a unitary matrix. Other operations such as measurements (observables)
are not tied to this constraint. The requirement for a quantum gate to be unitary is the only constraint
given for a quantum gate and is a result from the time evolution postulate. A matrix (or gate) is unitary
when UTU = I, where Ut is the complex conjugate of matrix U [57]. Since these gates are unitary,
they are also reversible. The gates acting on a GBQC are either single qubit or multi qubit gates and
correspond to rotations around the Bloch sphere. The most well known gates are the Pauli X, Y and Z
gates, their corresponding unitaries are shown below:

we(83) w0 5) w2 )

The set of Pauli gates and the identity gate forms a basis set for all Hermitian matrices of size 2™ by
2™, meaning that any Hermitian matrix of this size can be decomposed into the Pauli gates. Another
important group of gates for constructing quantum circuits are the R,, R, and R, gates, as shown

2https://www.dwavesys.com/solutions-and-products/systems/
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in eq. (2.2). These gates are cyclic and require a certain angle as input. For the single qubit case,
initialized with the angle 6 = m, the rotation gates correspond to the Pauli gate for their respective axis
up to a global phase.

cos(g) —isin(g) >’ R, () :< COS(E) —sin(g)

—isin(%) cos(g)

R (6) =< ) R,(6) =

sin(;) cos(%)
(2.2)

Another important gate is the Hadamard gate, this gate is described by eq. (2.3). This gate is used

to bring a qubit into an equal superposition of |0) and |1) by rotating away from the Bloch sphere poles.

1
31

Another single qubit gate relevant to this thesis, is the phase gate, or S-gate. This gate rotates the
quantum state 90 degrees around the z-axis. As can be seen in the first matrix in eq. (2.4), it does
not affect the |0) state. It does however have an effect on the |1) state, as S|1) = i|1). This way it
allows complex amplitudes to be generated. The conjugate transpose of this gate is defined as St and
is shown on the right in eq. (2.4).

so(10) sra(10)) »

For multi qubit gates, the most used ones are the CNOT, SWAP and CU (Controlled-U) gates and
their simplest versions are shown in eq. (2.5). The CNOT gate flips the second qubit based on the
value of the first qubit and is used to introduce entanglement. The SWAP gate, as the name implies,
swaps the two qubits it is connected to. The CU gate implements a single or multi-qubit gate based
on the value of the control qubit. In eq. (2.5) the case of a controlled single qubit operations is shown,
where u; ; indicate the entries of the single qubit matrix. The gates mentioned here are only a limited
part of all gates available and for an overview of more gates other sources such as the Qiskit textbook®
or the book by Nielsen and Chuang [57] can be used.

100 0 100 0 100 0
0100 0010 010 0

eNoT=| 0 5 o 1 | SWAP=[ o 3 o o0 ] CU={ 0 0wy u (2.5)
0010 000 1 0 0 wo Uy

Some examples of well known quantum algorithms are: Shor’s algorithm for prime factoring of
integers, Grover’s algorithm for quantum search, or the HHL algorithm used for solving linear systems
of equations *. For an overview of quantum algorithms, the overview by [52] can be consulted. Since
this overview stems from 2016, it does not contain any information regarding variational algorithms.

2.1.5. Quantum Computations

How exactly are these quantum computers used to solve problems? There is a large variety of methods
and algorithms used for obtaining solutions of all sorts of problems. In essence there are two different
quantum algorithms, some algorithms only have to be run once (assuming perfect quantum hardware),
while others, such as variational algorithms require to be executed multiple times. For example, de-
termining whether a Boolean function is balanced or constant in the Deutsch-Josza algorithm or what
the hidden bit string in the Bernsteing-Vazirani algorithm is, only requires the algorithm to be executed
a single time. For other algorithms, and especially variational algorithms, the circuits have to be run
multiple times. In these cases a certain cost function is evaluated, based on the quantum state initial-
ized at the start of the algorithm. By defining the cost function such that the minimum corresponds to
the solution, the solution can be found by varying the input and finding the minimal cost. These cost

Shttps://qiskit.org/textbook
4For an overview of more algorithms https://quantumalgorithmzoo.org/ can be consulted. This website contains over
400 cited research papers on quantum algorithms.
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functions often rely on the evaluation of an expectation value and are a very important part in GBQC.
The expectation value gives, as the name implies, the expected value when measuring an operator
with respect to a quantum state. For an arbitrary quantum state |y) and an observable A, measur-
ing the expectation value is done as show in eq. (2.6). An interesting point is that the observables
themselves are not limited to being Hermitian [32]. Hermitian observables are merely a subclass of all
measurable observables, which are the normal operators. A requirement is that the eigenstates of an
observable are measurable. The observable A will correspond to a measurable operator, meaning that
it corresponds to doing a matrix vector product. So by means of standard linear algebra it is easy to
compute for smaller systems in a classical way.

(4) = (WlAlp) (2.6)

Performing this computation on a quantum computer requires a bit more processing of the data. As
running a quantum circuit will only yield individual (qu)bit values, a circuit has to be run multiple times
to render an approximation to the solution. Circuits that can be used for this type of measuring of the
expectation values are explained in section 2.3.

An example of a variational algorithm used on a GBQC is the variation quantum linear solver (VQLS).
For the VQLS algorithm, which solves a linear system in the form of Ax = b, the vectors x and b are
represented as quantum states. These vectors both have to be normalized, as quantum states are
represented by normalized vectors. By using a parameterized ansatz, which is then optimized, finally a
quantum state |x) is obtained, which is proportional to the classical solution vector x. This type of data
structure is called amplitude encoding, since the solution information is encoded on the amplitudes of
the quantum state.

2.1.6. Universality

An important aspect of GBQC is universality, which is the process of converting any set of arbitrary
input, into any set of outputs. For classical computation universality is often shown by means of the
universal Turing machine. For quantum computers the same has been proven [45], and an infinite
list of quantum gate sets that are universal can be found. Simple examples of universal gate sets are
Ry, Ry, R, and CNOT, or CNOT and any single-qubit real gate that does not preserve the computational
basis, and is not the Hadamard-gate [75]. From Knill's theorem, which states that a GBQC that contains
only Clifford group gates and Pauli group measurements can be efficiently simulated classically [26], it
can be concluded that quantum computing is indeed more powerful than classical computation. Since
the set of Clifford gates (CNOT, S, H) and Pauli gates are not universal.

2.2. Current State of Quantum Computing

Currently quantum computing finds itself in the so-called Noisy Intermediate-Scale Quantum (NISQ)
era, as devised by [65]. The NISQ era refers to the time period where quantum computers are between
50-100 qubits in size, still suffer from noise effects and do not yet make use of quantum error correc-
tion. With the current state of quantum hardware, simulation on classical devices can still keep up. In
a study conducted by Zhou et al. [89], the performance of simulated quantum computers on classical
devices was studied. Here the main observation is that fidelities of 99% are cheaper to achieve on a
classical computer than on a quantum computer. Here a 2D-grid of qubits is simulated. By not simu-
lating the complete Hilbert space, the required memory is reduced and simulation of larger systems is
viable. The implication of this study is still questionable. A fidelity of 99% can be either a very good or
mediocre result, depending on the area and type of research. For the current state of quantum com-
puting, a 99% fidelity is indeed on the higher end of the spectrum, but this might change in the coming
decades as hardware improves. As quantum computers increase in size, simulating them will become
exponentially more difficult as the state vector size doubles with each additional qubit.

An important step for quantum computation will be to prove its supremacy over classical comput-
ers. Quantum supremacy means that a problem is solved on a quantum computer which would take a
classical computer an immense amount of time. In 2019, a group of scientists from Google [7], claimed
to have shown quantum supremacy for a problem, which is claimed to take classical computers over
10,000 years to compute. However, in 2021 [59], showed that they could compute the same results
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within a reasonable amount of time, meaning that quantum supremacy still has not been proven con-
clusively.

2.3. Standard Forms of Quantum Circuits

Moving on from a brief introduction of the topic of quantum computing, now some quantum circuits
used to evaluate expectation values are introduced. These are the Hadamard test and Swap test. The
Hadamard test is used to compute the expectation value between a quantum state and a unitary oper-
ation, while the swap test is used to measure the fidelity (overlap) between two quantum states. Both
algorithms are important for VQAs and are explained in more detail in the following two subsections.

2.3.1. Hadamard Test

The Hadamard test is used to compute expectation values in the form of (|U|y). The layout of
the Hadamard test circuit is shown in fig. 2.2. In this figure it is assumed that [) is already ini-
tialized by a unitary V, where |¢p) = V]0). The quantum state after the second Hadamard-gate is
% (JO)Q U+ U) |y +11) Q (I — U) |)). The probability to measure the zero and one state is shown
below:

1 1
P(0) =5 (1 +Re(®IUIY)), P(1)= 51— Re(@IU[H)) (2.7)

Subtracting these two values leads to P(0) — P(1) = (¥|U|y) and yields the expectation value. On
the right hand side in fig. 2.3, a more complex Hadamard test circuit is shown which is used in the
VQLS algorithm, where the value resulting from (0]VTATAV|0) is computed [10]. Here the ST gate as
shown in the colored box is optional and depends on the amplitudes in the ansazt. When an ansatz only
contains real valued amplitudes, the circuit without the S gate is used to evaluate the different terms.
However, when complex amplitudes are present in the state prepared by the ansatz, more circuits
have to be evaluated and the S-gate is required in order to evaluate the complex part contributing to
the expectation value [10]. Since the Hadamard test is a probabilistic measurement, multiple samples
are needed to obtain an accurate result. The accuracy scales with the number of measurements via
M, < 1/€2. Here M,,, is the total number of measurements or samples and e the desired accuracy.
This can be reduced to M,,, « 1/e, with a slight modification of the algorithm 5. The Hadamard test
works due to the principle of phase kickback, where the eigenvalues added by a controlled unitary are
kicked back onto the control qubit.

|0)4 S H
0) 4 H ? H—AE Y
) / U 10)

Figure 2.2: Hadamard test circuit used to compute (Y |U|y). Figure 2.3: Hadamard test used to compute vector matrix prod-
[85] ucts and inner products. [10]

V(@) A ALl

2.3.2. Swap Test

The swap test was first shown in [13] and is a way to obtain the degree of overlap between two quantum
states. This requires the input of two quantum states equal in size and a third register needed for the
measurement of the output value. The circuit is shown in fig. 2.4. The probability of measuring 0 on
the first qubit is:

101 ,
P(O) = 5 + 5 [WI6) (2.8)

5https://quantumalgorithms.org/chapter—intro.html#modified—hadamard—test
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When the two quantum states are identical, the value for |(1|8)|? is 1, and when they are far apart
(orthogonal) itis zero. Computation of the square of the absolute value of the inner product between the
states is the closest one can get to computing the actual inner product. It is impossible to compute the
exact inner product itself on a quantum device since that would reveal the global phase of a quantum
system. Since the measurement only yields a single value of either zero or one, multiple measurements
have to be made to increase the accuracy of the swap test. The final value can then be computed with:

P
1
F=1- z M, 2.9
i 1 (2.9)

Here F is the output value of the swap test, which is a measure of the fidelity, M; is the number of
measurements where 1 occurs and M;,; is the total number of measurements. The accuracy of this
method scales inversely with the number of measurements M,,, « 1/¢2 [88].

0) | H H— 1\
b)
V)

Figure 2.4: Swap test circuit used to compute |(¢p|y)|?. [86]

Even though the Hadamard test and the swap test look quite similar in what they compute and
both rely on phase kickback, there are some differences. For the Hadamard test the unitaries creating
the quantum state are assumed to be known, while for the swap test this is not the case. For the
Hadamard test the implementation of the controlled-U gate can be non-trivial and can lead to complex
circuits, which can be a downside of the implementation for the algorithm. For the swap test only a
ladder of doubly controlled swap gates are needed for larger systems, where the control stays on the
first qubit and the swapped qubits of both quantum states move to the next qubit for each gate. This
means that n controlled swap gates are required, where n is the number of qubits of each quantum
state.

2.4. HHL Algorithm

The HHL algorithm, named after its inventors Harrow, Hassidim and Lloyd [30], is an algorithm used to
solve linear systems of equations. The method assumes that A is an Hermitian matrix, meaning that
A=At = (4T, where A* is the complex conjugate of A. In case that A is not Hermitian, a simple trick
can be used to make it solvable with the HHL algorithm. A new matrix 4 can be defined as shown in

eq. (2.10)
- 0 A
A= ( 4t o ) (2.10)
After which the system can be solved by using the three equations shown below.
- (0 A io_( b _(0
A —( 4t o ) (2.11) Ay—( 0 ) (2.12) y—( 3 ) (2.13)

Another important, and non-trivial, aspect of the HHL algorithm is the preparation of the state |b).
In some cases, such as for an even distribution where only Hadamard gates are required, initialization
of |b) can be very simple. However for other problems this is not the case, and in order to keep an
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advantage over classical methods the state must be efficiently prepared. Using quantum phase esti-
mation, |b) is decomposed into the eigenvector basis and by using QFT and Hamiltonian simulation,
the state |x) ~ A™1|b) is obtained. By using amplitude encoding, the solution vector |x) is encoded in
the amplitudes in a normalized form. Using the full length of the quantum states allows for storing an
exponentially increasing amount of data on a set of qubits. The HHL algorithm does have a non-zero
probability of finding the ancilla qubit in the wrong state, in which case the algorithm has to be rerun.

For a sparse linear system and a low condition number k, obtaining the the quantum state |x)
(without measurements) scales with O (log(N)KZ). k is the condition number, which indicates how
close a matrix is to being singular, and is defined as the ratio of the largest and smallest eigenvalues
of matrix A. The fastest classical method for solving a sparse linear system is the conjugate gradient
method has a run time of O(N«) 6.

In [64] the complexity is stated as O (k?s? poly(log(N), 1/€)), which is proportional to O (k% /e ) when
K is the limiting factor. In recent years the complexity for solving linear systems has been improved and
reduced to O (ks log(N) log(1/€)), however to achieve this complexity a completely different approach
is used, which does not make use of phase estimation or amplitude amplification [43].

Even though it is a difficult task in itself to obtain a state proportional to A~1|b), it does not solve
the task of finding |x) efficient immediately. Since |x) is a quantum state it is not possible to directly
extract all information out of it, and multiple measurements have to be made to obtain this. Since the
quantum state of an n qubit problem, consists of N = 2™ amplitudes, at least a number of quantum
measurements proportional to N has to be made to reconstruct |x) [18]. This problem can be over-
come, when not the entire reconstruction of |x) is required, and only a part of the vector is sufficient.
For some problem classes, one is not interested in the exact vector x, but in an expectation value in
the form (x|M|x), this way it is not needed to sample the solution state multiple times. Another solution
would be to evaluate the inner product between |x) and a function r. A simple example is taking r to
be uniform over a region, then (r|x) gives the average of |x) over that region [53]. This inner product
can be found by performing a Hadamard test [2].

With the problem of sampling the solution, one might question whether the HHL algorithm has any
use at all compared to classical methods, but as A. Childs states it [18]: "In particular, they show that
any quantum computation can be encoded into an instance of solving linear equations, even with the
restrictions required for their quantum solver to be efficient.”. From this statement, the conclusion is
made that the HHL algorithm is not efficiently simulated on classical computers. Since if it would be
possible to efficiently simulate HHL classically, it means that all quantum algorithms could be efficiently
simulated classically. And thus the algorithm can be used to solve non-trivial problems.

Solving the Poisson equation by means of HHL has been performed by Morrell et al. [54]. In
this work, attempts at finding a solution for a 2-qubit problem on an IBM quantum computer were
made. However, due to the low gate fidelity of the hardware, obtaining accurate results is still difficult.
Furthermore, this study also states that fidelity is not a good metric to indicate accuracy of the solution.
Due to the large circuit depth of the HHL algorithm and low gate fidelity in NISQ devices, different
methods have to be investigate for near term successes.

2.5. VQLS Algorithm Overview

The variational counterpart of the HHL algorithm, is the variational quantum linear solver (VQLS). It
was devised in 2019 by Bravo-Prieto et al. [10], and is a hybrid quantum-classical algorithm. It is
constructed with the aim to solve linear systems of equations on NISQ devices. As the name implies
it is a linear solver and variationally finds the state |x) such that A|x) « |b), where |x) = x/||x|| is the
normalized vector x. In this section the general working and overview of VQLS will be given.

The basic layout of the algorithm is similar to that of any other variational algorithm. The cost function
is evaluated on a quantum computer, while the optimization for the parameters happens on a classical
computer. Like other VQAs, it also starts with a parameterized ansatz V(«)|0) = |i), which often uses
randomized input parameters. When the input parameters are optimized the output of the quantum

6This can depend on the details, such as sparseness of the matrix that is being solved.
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state is V(a,p)|0) = |x), where V is the ansatz operation and the |x) the problem solution. The layout
of the algorithm is shown in fig. 2.5.

Quantum computer Classical computer | <« 4- imm and U such that U[0) = |b)
[0) T iIzlllput
I0) — o 2 R Output
v : 3
o) —|  F(4) T Cle) %= B
o Cla) o | 1”7 Vi) | Bl = =
o (fC<y - |0) — (eropt) L [[e|]2
10y 10)
U — —

Figure 2.5: Layout of the VQLS algorithm. [10]

From the figure, it becomes clear that the algorithm consists of three main components: the input,
the output and the evaluation of the cost function. The input consists of the matrix A and the unitary
U, which forms U|0) = |b). For simple cases of |b), this can be a simple circuit, but for more complex
cases another parameterized ansatz is required. Since GBQC requires unitary operations to act on
the qubits, it is not possible to just feed any arbitrary matrix A to the algorithm. It first has to be de-
composed into a linear combinations of unitaries (LCU), such that A = ZlL=1 c;A;, where ¢; are complex
coefficients and A; are the unitary operators. Often times the unitaries are decomposed into the Pauli
matrices oy, ,. The block F(A), is a set of quantum operations used to evaluate the different terms
in the decomposition of A. For each different term in the decomposition, F(A) can contain different
gates, so different circuits have to be executed. Finally, the output is obtained in the form of a quantum
state, generated by the optimized ansatz such that V(a,,:)|0) = |x). The authors of the original VQLS
paper assume that an efficient decomposition of A exists, that the condition number of A is finite and
that ||A|| < 1 also must hold”. For sparse matrices, efficient decomposition into the Pauli matrices is
guaranteed, but for non-sparse matrices this is more complicated.

The next part of the algorithm is the evaluation of the cost function € (8). VQLS uses an ansatz that
prepares a quantum state U(0)|0) = |x), which is initialized by the parameter(s) 6. The cost function
should be formulated such that the optimal angles that obtain a minimal cost, result in U(8,,:)|0) =
[x) < x. A simple example of a cost function used in the VQLS, is the global effective Hamiltonian
cost function. By defining the Hamiltonian H as eq. (2.14), the cost function is exactly zero when
[) o< A~1|b). With this Hamiltonian the cost can be defined as in eq. (2.15).

H=A"(I— |b}b]) A = ATA — AT(|b)D]A (2.14)

C = (p[H[p) = (0]U(O)T|H|U(6)|0) (2.19)

This is a non-normalized cost function which can have large values far away from the solution and
is exactly zero at the solution. The cost function C(6) is evaluated by measuring the expectation value
of the decomposed matrix A and the prepared quantum state. The different types of cost functions and
how one can evaluate them is further discusses in section 2.7.

Once a cost function has been selected, the only remaining part is the classical optimizer. This optimizer
is used to vary the input parameters 8 such that €(8) is minimized. The presence of an efficient
decomposition is a very important aspect of the VQLS algorithm, as during each optimization iteration
all the terms in the decomposition of the matrices need to be evaluated. The accuracy of the evaluation
of the expectation value scales with the number of times a circuit is run, which is also called the number
of shots. Based on the required accuracy of the evaluation of the expectation value and the total number
of terms this can quickly lead to an inefficient algorithm.

By varying and optimizing the input parameters 68 by means of a classical optimizer, the quantum
state that is proportional to the solution |x) is obtained. The type of cost function can greatly affect

"The paper does not specify which norm is referred to as ||A]].
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the success of the algorithm and is covered in more detail in section 2.7. More about the classical
optimizers is elaborated in section 2.10.

2.6. Ansatze

The first aspect of the VQLS algorithm that will be discussed in more detail is the ansatz. An ansatz
corresponds to an educated guess or assumption. In variational algorithms the ansatz is used to pre-
pare a quantum state with which the expectation value of a certain operator is computed, and which
finally should correspond to the correct solution. Two important aspects of an ansatz are the expressive
power and the level of entanglement. The expressive power refers to the amount of the Hilbert space
that an ansatz can span. A short and simple ansatz with few parameters might be more feasible to
realize on NISQ devices, but if the ansatz does not span the right areas of the Hilbert space, it might
not contain the solution one is looking for. When increasing the complexity of the ansatz and increasing
the number of parameters to optimize, the full Hilbert space can become available, but in the meantime
optimization can also become increasingly difficult to a point where it is not possible to get close to a
solution in sub-exponential time.

Ansatze are comparable to classical neural networks in the sense that parameters are optimized in
order to solve problems. Du et al. [21] state that even a simple structured parameterized quantum circuit
can outperform any classical neural network for generative tasks, indicating that variational algorithms
might be a good direction for quantum supremacy on NISQ devices.

The construction of a good ansatz is not a straightforward process. Some ansatze might have
relative poor expressibility for a single layer, but might improve considerably when more layers are
added. This way a very expressible circuit will not necessarily be better than a shallow circuit, as the
performance with multiple layers also has to be considered. In the study conducted by Sim et al. [77],
the expressibility of 19 ansatz circuits has been tested. Here a maximum of 5 layers is considered
per circuit. They showed that the expressibility of different ansatze, saturate at different levels. This is
to be expected since shallow ansatze are not expected to explore the full Hilbert space. In addition,
the number of layers required to reach saturation is also different depending on the ansatz. The rate
at which saturation changes as more layers are added is also affected by the ansatz structure. One
notable thing from this study is that not all circuits have increased expressibility for increasing number
of layers. As a measure of expressibility this study uses the Kullback-Leibler (KL) divergence. Which
is a measure of how two probability distributions differ from each other. It is often used in machine
learning between the estimated fidelity distribution and that of the Haar distributed ensembles [77]

In the subsections below, the two most used ansatze are explained. These are the Hardware Effi-
cient Ansatz and the Quantum Alternating Operator Ansatz. Other well known and promising ansatze
are the dynamic ansatz [60], the ansatz tree approach [33], the alternating layered and tensor prod-
uct ansatz [55], the unitary coupled cluster ansatz [5, 66, 74] and the Adaptive Derivative-Assembled
Pseudo-Trotter ansatz Variational Quantum Eigensolver (ADAPT-VQE) [27]. However, since these last
ansatze play no role in the current work, they are left out of the literature review.

2.6.1. Hardware Efficient Ansatz

A popular ansatz on NISQ devices is the hardware efficient ansatz (HEA). It is a basic problem agnostic
ansatz that makes use of the available gates that are native to a certain quantum machine. The HEA
consists of alternating blocks of single qubit rotation gates and two-qubit entangling gates. By using
more layers the expressibility of the ansatz can be increased. The term Hardware Efficient Ansatz was
first introduced by Kandala et al. [37] for a variational quantum eigensolver and they used eq. (2.16)
for their mathematical definition of HEA.

N N N

|D(8)) = 1_[ |U94(8)] x Uenr x 1_[ [U94-1(8)| -+ x Ugnr 1—[ [va0(6)] 100 ...0) (2.16)

q=1 q=1 q=1

In this equation U%¢ specifies one of the Pauli gates with N the total number of qubits, g the qubit
position and d the respective layer, U,,; is a general term for the entangling block. An example of what
the HEA looks like is shown in fig. 2.6.
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Figure 2.6: Simple example of a hardware efficient ansatz. [77]

Here the ansatz is shown for a single layer consisting of Ry and R;-gates and an entangling layer
consisting of CNOT gates. This is a very simple case of the HEA, and by using more complex structures
and rotation gates the expressibility of the ansatz can be greatly increased. Another point here is that
the number of parameters for one ansatz structure can also differ greatly. For example, in fig. 2.6 the
rotation gates can be initialized with 2 parameters in total, one for the Ry gates and one for the R,
gates. But it is also possible to use 8 parameters in total such that each gate is controlled individually.
The latter will have greater expressibility, but also will be more difficult to optimize, since the number of
parameters is 4 times as high.

Another method to construct an HEA is by using alternating blocks as shown in fig. 2.7

dlayers:_4

—| depth-b _ [
block

alternating blocks variational circuit

Figure 2.7: Alternating block structure for a 6-qubit circuit with 4 layers. [40]

By using alternating blocks, the qubits within each block are entangled locally. As will be explained
in section 2.7, a local cost function has beneficial properties regarding the performance of the optimizer
[16, 17]. By using smaller blocks the trainability of the ansatz is increased, while the expressibility stays
unchanged [40, 55].

In short, the general idea behind HEA and its alternating form is to keep the circuit shallow, as on
NISQ devices gate fidelity is relatively low, while still having a sufficient level of expressibility to obtain
the correct results. Again it has to be emphasized that HEA does not have one specific structure and
can range from very simple structures ready to implement on NISQ devices, to very large and deep
circuits.

2.6.2. Quantum Alternating Operator Ansatz

The Quantum Alternating Operator Ansatz, also known as QAOA, is a more complex form of ansatz.
This ansatz is based on the Quantum Approximate Optimization Algorithm (which is also abbreviated
as QAOA) as introduced by Farhi and Goldstone in 2014 [23]. As opposed to the problem agnostic
HEA, this ansatz takes into account characteristics of the problem it is solving. The ansatz consists
of alternating layers between a driver Hamiltonian Hp, and a mixer Hamiltonian H,, and by extending
the number of layers consisting of the driver and mixer unitaries the approximation of the solution
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improves. QAOA is universal as the number of circuit layers tends to infinity and stands out as an
efficient ansatz, since it reduces the size of the solution space that is available to the qubits [23]. QAOA
can mathematically be described by:

U@®) = Uy (6F) Up (6F) -+ Uy (62) Up (61) (2.17)

Where the mixer unitary is represented by UM(eg) = e“'eg”M, and the driver unitary UD(eg) =
e~05Hp  The driver and mixer Hamiltonians depend on the problem. Often times the mixer Hamiltonian
is a simple form such as the Pauli-X gate or another form of rotation gates applied to all qubits. The
driver Hamiltonian is more complex and takes into account details of the objective function that is being
solved. Initially QAOA is brought into superposition by means of the Hadamard gate, by applying it to
all qubits. Once the whole system is in a superposition, the layers of driver and mixer Hamiltonians are
applied.

QAOA originally started as a method for combinatorial optimization problems, but can also be ap-
plied as an ansatz to VQAs. Hadfield et al. [28] states that the potential of QAOA should be investigated
and that its effectiveness as an heuristical method to obtain solutions must be further explored. QAOA
has been used to solve MaxCut problems [83] and for solving the Poisson equation by means of VQLS
[44]. The main difficulty of using QAOA is forming the driver Hamiltonian. In [83] the Jordan-Wigner
transformation is used as the driver, while in [44] no motivation for the specific driver is given.

In the paper by Liu et al. [44], which plays an important role in this thesis, the QAOA ansatz is used.
Here they implemented eq. (2.18) for the mixer unitary, where X; is the Pauli X-operator on the j-th
qubit. m refers to the total number of qubits in the system. For the driver unitary they used eq. (2.19),
here Y and Z are the Pauli Y and Z operators. In order to implement this a combination R,, R, and
CNOT-gates are needed. The ansatz depth scales with 1+ (3n + 6)L, where n is the number of qubits
and L the number of layers.

m—1
Uy = Z X; (2.18)
=0
m—1
UD = Z Zij+1 + Zm_120 + YOY1 (219)
=0

2.7. Cost Function

Cost functions are often used in optimization problems to evaluate the cost of a certain event. In
terms of variational quantum algorithms, cost functions are used to minimize the expectation value of
a Hamiltonian in order to obtain the solution to a problem. An example of this in quantum chemistry
is the lowest energy state of a system corresponding to the lowest eigenstate of a Hamiltonian. The
minimization of a cost function C initialized by a parameter or vector 6 can be described as:

Bopt = argmin C(60) (2.20)
6

Here the optimizer iterates over a scalar or vector 6 such that the cost function is minimized. It
should be noted that a cost function can also be configured such that the optimal solution is obtained
at a maximum, however in almost all quantum application a minimization procedure is used. For opti-
mization of QUBO or Ising models a cost function with a similar form is used. For these problems also
the expectation value of a Hamiltonian is minimized.

Using a cost function is not just limited to problems in the shape of a QUBO or Ising model, or solving
linear systems, where a Hamiltonian is minimized. Different problems can be solved with different forms
of cost functions. For example, different cost functions, such as one shown in eq. (2.21), are used
in variational quantum circuits to perform singular value decomposition, which is a method in linear
algebra for the factorization of a matrix [11, 82]. In this equation dy is the Hamming distance between
two measurement sets MJ.A'B and can also be expressed in terms of two-local Pauli o, operators. The
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Hamming distance is a measure for how close two bit strings of data are. ¢ 4 and of’® are the Pauli Z
operator on qubit g for set A and B respectively.

C= ZdH (mp, M) EZ

2.7.1. Types of Cost Functions

Various different approaches can be used for the cost function when solving a linear system. One of
the most simple types of cost functions is obtained by defining a Hamiltonian, where the ground state
corresponds to the solution of the problem at hand. The cost function can then be expressed as shown
in eq. (2.22). Where € is a non-normalized cost function, H is the problem Hamiltonian and [} is an
arbitrary quantum state, often generated with a parameterized ansatz such as U(6)|0) = |y).

<U§AU§B> (2.21)

= (Y|H|p) (2.22)

A variety of problems can be solved with this equation, such as finding the ground state energy of a
molecule or solving QUBO problems. For VQLS the effective Hamiltonian is a simple way to obtain the
solution by means of optimizing for the expectation value. To do this the Hamiltonian H in eq. (2.22)
must be in the form of:

= At (I — |b)(b]) A = ATA — AT(|b)(b])A (2.23)

It can be shown that H is a semi-definite matrix, which has a minimum eigenvalue of zero, and the
corresponding eigenstate |x) is the solution vector. Since A is invertible this also means that |x) is the
unique eigenstate. Thus finding the ground state of this Hamiltonian corresponds to finding the only
solution of a linear system Ax = b [44]. Combining equation eq. (2.22) and eq. (2.23) makes it more
clear which terms have to be evaluated and results in:

C = WIATA[Y) — WIAT(bXBDALY) = WIA%[Y) — KblAIY)I? (2.24)

In this equation the right hand side is only valid if A is a real matrix, such that ATA = A2, which is
the case for the discretized Poisson equation. Here |y) < A|x) holds 8.

The downside of a cost function as formulated above, is that it can contain local minima. The result-
ing value will not only be minimal when |y) corresponds to the eigenvector of the lowest eigenvalue,
but also when the norm of A|y) is small , meaning that local minima can occur which makes optimiza-
tion of the cost function more difficult. One method to prevent the above phenomenon is by using a
normalized cost function as shown below:

2
o= WUH) KDl 2.25)
(W1A%y) (W|A%|Y)

This way the cost function will only approach zero when the prepared state is actually close to the
solution vector |b). However, this cost function comes with other problems. It is a so called global
cost function and when combined with random initialization of the ansatz parameters, it might have
problematic convergence during optimization and lead to a phenomenon named barren plateau. When
this happens, the variance of the cost function gradient vanishes exponentially in the number of qubits.
To circumvent this Bravo-Prieto et al. [10] proposed the use of local cost functions. Local cost functions
make use of the local properties of the qubits. The local cost functions they propose are shown in
eq. (2.26).

CL = WIHIY) (2.26)

Where H, is the effective local Hamiltonian:

8]t should be noted that for a decomposed non-unitary matrix, [y) = A|x) is not valid. Only for a unitary A this will hold. Otherwise
it will be [Y) = cA|x), where c is a constant.



16 2. Literature Review

n
1
H, = AtU n—52|oj><oj|®n; uUta (2.27)
=

In this equation |0;)(0;]| is the zero state on qubit j and 1; is the identity on all qubits except j. In the
paper by Bravo-Prieto it is proven that the local cost function and global cost function both converge to
zero for the same ansatz parameters. So if a certain vector 6 results in a cost value close to zero for
the global cost function, it will also do so for the local one and vice versa. Again it is also possible to
normalize the local cost function with ¢, = C, /(1p|A%|), in order to improve the cost function landscape.
The local cost function has been used to optimize systems with up to 50 qubits, where global cost
functions could become difficult to optimize due to the vanishing gradients (barren plateaus). [10]

2.7.2. Evaluation of Cost Functions

The evaluation of a cost function is an important part in most VQAs, since this is the part where
speedup over classical methods takes place. The optimizer makes use of a classical algorithm and
post-processing of data also happens on a classical device, so no speedup takes place in these parts
of the algorithms. This means that evaluating the cost function must be done efficiently. Evaluating
the expectation value of an operator can be done in multiple ways. For some problems it can be as
simple as evaluating one expectation value between a unitary matrix and a single quantum state. For
more difficult problems, such as what is found with the Poisson equation, a linear decomposition of
unitaries might be required. In order to construct the problem Hamiltonian, such that an arbitrary matrix
A can be decomposed as A = Zf:l c;4;, where ¢; are complex coefficients and A, are unitary operators
consisting of a tensor product of quantum operators. Often the Pauli matrices o, ,, , are used for such
a decomposition. The expectation value for each individual unitary operator A; can then be measured,
multiplied by their respective coefficient and summed to obtain the expectation value for the complete
matrix A.

The expectation value is the expected value resulting from an operator acting on a quantum state,
and can be obtained in multiple ways. An example of an expectation value in a cost function is (b|A|y)
as shown in eq. (2.25) and its computation is done as shown in the equation below [41].

L
(blAlip) = (0|BTAU(8)]0) = Z ci(01B¥4,U(6)10) (2.28)

=1

In the above equation B is the operator to generate the quantum state proportional to b, A and A; are
the problem matrix and its decomposed form respectively, and finally U(8) is the ansatz operator. By
minimizing the cost, the quantum state that is proportional to the solution can be found: |y) = U(6)]0) «
x/||lx||. The expectation value can be computed via the Hadamard test as explained in section 2.3.
Due to the complexity of implementing a controlled-unitary for larger systems, the Hadamard-test can
be difficult to implement on NISQ devices. Another method, that omits the use of the Hadamard test,
is the effective Hamiltonian approach [41, 44]. This method first defines an effective Hamiltonian as
shown in eq. (2.23), of which the ground state corresponds to the normalized solution of x = A™1b.

It can be shown that H is a semi-definite matrix, which has a minimum eigenvalue of zero, and
the corresponding eigenstate is |x), the solution vector. Since A is invertible this also means that |x)
is the unique eigenstate [44]. As mentioned above, this method does not require the Hadamard test,
but needs to decompose the right hand side of eq. (2.23). This can be done by using eq. (2.29) and
eq. (2.30). By using a Pauli decomposition and measuring the qubits in the basis of each respective
Pauli term the expectation value of (y|4;|¥) can be computed without using the Hadamard test. Both
equations require 0(L?) terms to be evaluated, meaning that again an efficient decomposition of the
unitaries is important for the speedup over classical algorithms.

L L L-1
ata=Ylal 1+2) > Relcicd 44 (2.29)
=1

k=11=I<k
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L L
ATBIOXOIBNA = D" > iy (BIOYOIBNA, (2.30)
k=11=1

Downsides of this approach are that it can lead to many terms in the decomposition, but this can
also partly be circumvented by using simultaneous measurement of observables during computation
of the expectation value.

On a final note, the cost evaluation of a quantum circuit in terms of two-qubit gates is not as simple
as it looks. On different quantum machines different native gates are used, and transpilation of the
two-qubit gates into native gates can result in different results depending on the machine. Solving this
problem is not the goal of the thesis, but is something to keep in mind when considering the overall
efficiency of VQLS.

2.8. Matrix Decomposition

The previous section on the evaluation of the cost function showed that computing the expectation value
of A and the quantum states |b) and |x) is required. In the case where A is unitary, this is a relatively
simple process, since these matrices can be directly measured on a quantum computer. However, in
the case where 4 is not-unitary, such as is the case for the discretized Poisson equation, a different
approach is needed. By decomposing A into a linear combinations of unitaries (LCU) it is possible
to measure all the unitary gates individually and then multiply them by their respective coefficient to
obtain the final value. This decomposition can be written as A = ZZL=1 cA;. Here L indicates the num-
ber of terms in the decomposition, c; is the (complex) coefficient of the I-th term and 4; is a unitary
matrix of the [-th term. The number of terms L that form the matrix should scale logarithmically in prob-
lem size and A; should be constructed from operators that are simple to measure on a quantum device.

With the normalized cost function as in eq. (2.25), the term (1|42 |1) has to be evaluated by eq. (2.31),
which consist of L(L —1)/2 = 0(L?) different terms [10]. This means that if the number of terms L in the
decomposition of A scales quadratically, the total number of terms scales exponentially and all hope
for speedup over classical methods is lost. So a decomposition that scales sub-quadratically in the
number of qubits is required.

WI42lp) = > acrolvraavio) (2.31)
i’
As mentioned in chapter 1 the Poisson equation will be solved with Dirichlet boundary conditions.

By using second-order central difference discretization, the matrix A results in eq. (2.32). So a suitable
decomposition should be found, which can exactly reconstruct this matrix.

2 -1 0
1 2 -1 0
a= O b2 (2.32)
1 2 -1
0 0 0 1 2

2.8.1. Pauli Decomposition

A suitable set of unitaries to first attempt to decompose the Poisson equation would be the Pauli matri-
ces. By using a linear combination of operator tensor productin the set{I, X, Y, Z}, it is possible to recon-
struct the A-matrix. For the 2-qubit case (N = 4), the A matrix is formed by A = 2//-11X—0.5XX—0.5YY,
resulting in 4 different terms. In this notation IX is short for the tensor product I ® X, where [ is the
identity operator on the first qubit and X the Pauli-X gate on the second qubit. As the problem size
increases, more and more terms are required and it is possible to express this decomposition in a re-
cursive equation. However, the scaling of the number of terms is exponential in the number of qubits,
meaning that a cost function evaluation is quadratic in the number of unitaries decomposing A. Ne-
glecting the small terms with this decomposition is not a suitable method to lower the number of terms,
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since these terms are important for the coupling of the whole linear system. This means that using a
Pauli-decomposition will not be a suitable method for solving the Poisson equation by means of VQLS
with the aim of achieving speedup over classical methods. [14]

2.8.2. Raising and Lowering Operator Decomposition

A different method of decomposition is introduced by Liu et al. [44], in this work the Poisson equation
with Dirichlet boundary conditions is decomposed into raising and lowering operators. They make use
of the effective Hamiltonian approach as eq. (2.24) shows. This way they require the decomposition of
A and A?, where A is equal to the discretized form of the Poisson equation shown above in eq. (2.32).
Instead of using the unitary Pauli matrices for the decomposition, they use the raising and lower opera-
tors o, = |0){1] and o_ = |1)(0|. With these operators matrix A is expressed for the single qubit case as
A = 21 — o, —o_. For the two qubit case, the matrix can be expressed as A = IA; —o_o, —o,0_. This
can be put into a recursive equation as shown in eq. (2.33). This results in 2m + 1 terms to describe a
matrix of size 2™ (m-qubit problem).

An =104 1-0-Q0, Q- Qady—0, Q- Q- Qa_ (2.33)
m—1 m—1

For the A2 matrix the same approach as described above can directly be used, but results in (2m + 1)?
terms, which is inefficient compared to classical methods. By using A2 = B — C, an efficient decompo-
sition for A? is obtained. Here C is zero apart from its first and last entry, where it has a value of one.
B is the remaining part, such that the matrix 42 is formed when C is subtracted. With this approach
the number of terms is reduced to 4m — 1 for B and 2 for C, resulting in 4m + 1 terms for A2. The total
decomposition of both A and A2 results in 6m + 2 terms, which is sub-exponential. The decomposition
also works for higher dimensions of the Poisson equation and can be extended to Neumann and Robin
boundary conditions for the 2D case.

By using the raising and lower operators to express matrix A another problem is introduced. The
Pauli matrices are unitary and can easily be measured in the correct basis to obtain the expectation
value of each tensor product of unitaries. The raising and lowering operators are not unitary, and
thus cannot be measured this way. To still be able to measure them, special observables are used
to compute each tensor product in the decomposition. For this, the Bell states are used to construct
quantum states in which measurements can directly be performed to obtain the expectation value
(Y|H ). Rotating the qubits into the correct basis requires at most m — 1 CNOT-gates for an m-qubit
sized problem. Which means, that the depth of the circuits is hardly affected by this approach and
makes it suitable for implementation on a NISQ device. These measurements can be performed with
the Hadamard test and are explained in more detail in section 3.5. [44]

2.8.3. Shift Operator Decomposition
The decomposition into raising and lowering operators is already much more efficient than the Pauli
decomposition for the Poisson equation. However, the study by Sato et al. [69] introduced an even
more efficient decomposition. By introducing the shift operator they are able to decompose the Poisson
equation in 0(1) terms. Meaning that when the problem size is increased the number of terms in the
decomposition remains constant. With this operator, the Poisson equation can be decomposed with
Dirichlet, Neumann and periodic boundary conditions. Furthermore, it can also be extended to higher
dimensional problems. The shift operator P, entangles all qubits by means of multi-controlled gates as
is shown in fig. 2.8.

Mathematically this operator is defined as:

p= Z | (i + 1) mod2™)i| (2.34)
i€[0,2-1]
The A-matrix with Dirichlet boundary conditions can then be formed by eq. (2.35), where Aperioaic
is defined as eq. (2.36).

Apirichlet = Aperiodic +Pt (1®n—1 X X) p (2.35)
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Figure 2.8: Quantum circuit for the implementation of the shift operator on 4 qubits. [69]

Aperiodic = [®n-1 ®U—-X)+ pt (1®n—1 ® U - X))P (2.36)

Since in these equations the problem size n is only present inside P and in the tensor products of the
identity operator, it becomes clear that the decomposition is indeed independent of the problem size.
However, this does not mean that the shift operator is the perfect solution. When looking at fig. 2.8, to
see what the operator P actually represents in a circuit, it becomes clear that there are a lot of controlled
gates. The first one of these even entangles all qubits in the system. This immediately results in two
problems and forms a major bottleneck for the implementation on a NISQ device. The first problem is
that the implementation of multi-controlled gates is still a very difficult task. These gates can be seen as
k-controlled Toffoli gates, which can be decomposed into easier implementable relative-phase Toffoli
gates. However, doing so still leads to a circuit depth of ©0(n?) and 2n — 3 qubits. For NISQ devices
this quickly becomes a problematic depth. [69]

The second problem is that the shift operator is a global operator as it entangles all qubits individ-
ually. As mentioned in section 2.7 global operators suffer from barren plateaus, which will lead to a
difficult time during optimization of the ansatz parameters. Because of these reasons this implementa-
tion is not considered during this thesis work.

2.9. Barren Plateaus

One of the challenges regarding parameterized quantum circuits and variational quantum algorithms,
is the phenomenon of barren plateaus. Barren plateaus were first noticed by McClean et al. [50], and
they describe barren plateaus as an exponentially small probability that the gradient along any rea-
sonable direction is non-zero as a function of the number of qubits. As a result, optimization of the
ansatz parameters becomes increasingly difficult. Most optimizers are iterative solvers that are gradi-
ent based, meaning that the parameters for the next iteration are based on the gradient obtained from
previous iterations. The first idea to resolve this issue would be to resort to gradient free optimizers,
but even these optimizers do not rule out the occurrence of barren plateaus [6]. Barren plateaus are
a phenomenon in all VQAs, but also in other applications such as quantum neural networks (QNN) [50].

Barren plateaus can also be described as a vanishing variance of the gradient such as shown in
eq. (2.37) [70]. Here 04 C refers to the gradient of the cost function C with respect to a parameter 6 and
() takes the mean values of these terms. An example of a parameter 6 is the rotation angle for a gate
in the ansatz.

Var[0,C] = <(69C)2> —(8,C)? (2.37)

For quantum neural networks, which have great similarities with the VQLS algorithm, it has been
shown that higher-order derivatives also vanish exponentially in the number of qubits [15]. A vanishing
variance of the gradient does not necessarily mean that optimization becomes impossible, but often it
does results in the fact that it becomes infeasible. With the vanishing gradient, optimization becomes
more expensive and the accuracy of the measurements more important, and this is where another prob-
lem comes in. With the devices available in the NISQ era, quantum circuits and their measurements
are not yet perfect, and with the number of measurements required for a certain accuracy € scaling
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with 0(1/€?), this means that the number of required measurements becomes increasingly large. [70]

2.9.1. Haar Measure & Unitary t-Designs

An important aspect in the occurrence of barren plateaus are unitary-t designs. Unitary t-designs de-
scribe the distribution of a quantum state over the Haar measure. Before this can properly be under-
stood, first the Haar measure itself must be explained. As the name implies, Haar measure is part
of measure theory, which looks at how things are distributed. An example of using measure theory
is obtaining the volume of a sphere by integration. Points on a sphere can be described by using 3
parameters: the radial distance p, the polar angle 8 and the azimuthal angle ¢. However, when one
tries to simply integrate over the range of these parameters to obtain the total volume, the resulting
value is incorrect. By adding the "measure” to the integral, as is shown in eq. (2.38), the correct value
for the volume is obtained.

T p2 ,TT T p2T T 4
V= f f f dpd¢pdf = 2n%r -V = f f f p?sinfdpdepdd = —nr3 (2.38)
o Jo Jo o Jo Jo 3

This step of adding the "measure” is an important part when sampling a space uniformly at random.
In the case of the volume integral, too much weight is put around the equator without including the
measure. When sampling a quantum state, a similar principle can be applied as single-qubit states
are nicely represented on the Bloch sphere. Again, by using this method the quantum space can be
sampled truly uniformly at random.

For an N = 2™ dimensional system, where n is the number of qubits, the unitary matrix acting on
it forms the unitary group U(N). Operations such as integration, applying a function or sampling can
be performed over them. Similarly to the example of obtaining the volume of a sphere by adding the
measure to an integral, to uniformly sample a quantum state the same principle can be used. This is
where the Haar measure comes in and is used when working with unitary groups. The Haar measure
for an integral can be expressed in the form of eq. (2.39), where duy (V) can be decomposed into
multiple components that contribute to the measure. Here f(V) is a function that acts on U(N) and
uy (V) is the Haar measure. [62]

[ (2.39)
Veu )

In 2 dimensions (single qubit case) it can be shown that in order to truly randomly sample the Bloch
sphere, one needs to add the Haar measure. If this term is not taken into account, the sampling will be
non-uniformly and weighted more around the poles of the sphere. As the number of qubits in a problem
increase, the number of dimensions of the unitary also increase and thus the degree of concentration
of the measure will increase. When randomly sampling in higher dimensions, this has the effect of
making different samples in a randomly sampled state look very similar. Levy’s lemma shows that for
a function f(x), the probability that a sample deviates from the mean E[f] is given by:

Ne? ]

Pr(|f(x) —E[f]l 2 €) <2 eXp[

Here f is again some function, € is an arbitrary margin, N is the dimensionality of the problem and n

is the Lipschitz constant. This shows that the probability of finding a sample that deviates significantly
from the mean of a function reduces exponentially [62]. This is where barren plateaus enter the prob-
lem. So the closer one is to having a quantum circuit (unitary) that can explore the complete space it
covers, the closer it resembles the Haar measure [31]. For an ansatz, as the expressibility increase,
the circuit becomes more difficult to train due to flat regions in the cost function landscape. This raises
the question, is it relevant/necessary to sample an ansatz with truly uniformly with the Haar measure?

Unitary t-designs are related to problems that use randomization or sampling from random unitaries.
Unitary designs can be used as an alternative to sample the Haar measure. The unitaries in a unitary
design are evenly spaced points across the unitary group and with a subset of the full group, an exact
expression can be obtained, which originally would require measurement of the full set. This is shown
ineq. (2.41):
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K
1
X kz Pe@ = P (2.41)

This equation is exact and holds for all P,,, where P is a polynomial of order t, K is the set of
unitaries {U,} and du is the uniform Haar measure [63]. Simply said, this expressions shows that an
exact average over a full group can be taken without having to sample the full space. So unitary t-
designs are a simplified exact version of Haar random unitaries. This property can for example be very
useful when measuring the average fidelity after a noisy quantum operation. A good example is shown
by PennyLane and will now be demonstrated [63]. Consider the case where one applies a unitary V to
an initial quantum state |0) via a noisy channel A. The fidelity of this operation can be expressed as:

F(AV) = (0|vt-Agoyop - v|0) =1 (2.42)

Which would equal F = 1, in the ideal case and F < 1, when the noise factor is non-zero. To get the
average fidelity, one would have to Haar-random unitary U states in order to sample this state a large
number of times and evaluate the following integral:

FAV) = fu du(U)(o|utvta(uloxojut)vu|o) (2.43)

In the limiting case, one needs to sample this an infinite amount of times to get to the exact value.
Unitary-t designs can bring a solution here. Since the elements in the above equation from a polynomial
of degree 2, it matches the definition of a unitary 2-design. By by using the set of K unitaries that form
the 2-design, one can compute the average fidelity with a finite number of states:

K
1 TTA oyo|ut) vt =|d o|utvta(ujoyolut 0 2.44
KZ( juvia (o) vt o) = | auw)olutvia@ioxowtvulo)  @a4)

But how does this affect barren plateaus? In an increasing number of papers such as [16, 31, 50,
78], barren plateaus have been related to unitary 2-designs. If an ansatz, with sufficient depth, forms
a 2-design, then with high probability it will result in a barren plateau [50]. It can be concluded that
unitary t-designs are nice properties to have when computing the average properties over a space,
but not when optimizing a parameterized quantum circuit. Approximate 2-designs can be prepared by
a polynomial depth random circuit [9, 29], indicating that polynomial depth circuits could also lead to
barren plateaus.

2.9.2. Ansatz Expressibility

As the number of qubits in a quantum circuit increases, the Hilbert space grows exponentially. For a
parameterized ansatz this means that searching for the correct solution becomes increasingly difficult
as the search space increases. This is comparable to the curse of dimensionality, where as more
dimensions are added to a problem, finding the solution often takes an exponentially increasing amount
of time. As mentioned earlier in this report, the ansatz should have a suitable level of expressibility for
the problem that it is trying to solve. As the Hilbert space increases in size it generally becomes more
difficult to train the parameters if the ansatz has a high level of expressibility. In the work performed by
Holmes et al. [31] it is studied whether there is a clear relation between the trainability of an ansatz and
its expressibility. Here the expressibility of an ansatz is determined by the how uniformly it explores
the unitary space. This study is performed for general ansatze, rather than the work in [16], where only
barren plateaus for ansatze that form 2-design were considered. It is found that the more expressive
an ansatz is, the smaller the variance in the cost function gradient (flat landscape). An example of this
relation is shown in fig. 2.9. Here two different ansatze and their expressibility are shown. The ansatz
with low expressibility might not include the solutions to some problems in its search space and can
lead to both large and small gradients in the cost function landscape. For the highly expressible ansatz
the chance that a solution lies in its search space is larger, but the cost function landscape is often
much flatter.
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Figure 2.9: The difference between an ansatz with high and low expressibility. The unitary group indicates the complete search
space, while the accessible space covers the region covered by the Ansatz. Ug’4 and Ug are the solution to 2 arbitrary problems.
Where the first ansatz is only able to express the solution to problem A and the second ansatz to both problems. The ansatz
with a low expressibility can have both small and large gradients in the cost function landscape, while for an ansatz with high
expressibility the cost functions are predominantly flat. [31]

While very expressive ansatze are more likely to exhibit barren plateaus, the opposite is not nec-
essarily true. An ansatz which has a very low level of expressibility can still lead to the occurrence of
barren plateaus. This result also corresponds to what is found in [16] and shown in fig. 2.10. This also
means that it is not possible to add a lower bound to the gradient of an ansatz in terms of expressibility.
Continuing with the work by Holmes et al. [31], they propose various methods of reducing the express-
ibility of an ansatz with the aim of improving trainability. These are correlating parameters, restricting
rotation direction and restricting rotation angles of the parameterized quantum gates. Correlating the
parameters is done by rotating specific qubits or circuit layers by the same angles. Restricting the
rotational direction to only a single dimension at a time can help improve the scaling of the vanishing
gradient in number of qubits by limiting the search space. For example, this is done by only applying
rotations around the Y-axis instead of X, Y and Z at the same time. However, in a large number of
ansatze only a single rotation direction is used, thus leaving this option not really adding much value
for those problems. Finally restricting the rotational angles is also proposed as a method to limiting the
expressibility, however this time it does not help trainability as it only limits the search space but is not
related to the formation of the cost landscape. Thus training can still be difficult, while the chance of ex-
cluding the solution is also increased. The only time when restricting the rotation angles can be useful
is when the problem is initialized close to the solution. This way the variance of the gradient is greatly
improved, but requires knowing roughly where in space the solution lies, which for most problems is
not feasible. [31]

2.9.3. Cost Function Influence

The vanishing gradient of the cost function is greatly influenced by the formulation of the cost function
and as mentioned in section 2.7, local cost functions can help with the avoidance of barren plateaus.
It is proven that barren plateaus can be avoided if the depth of the ansatz is limited to O (log(n)). This
way, systems with a local cost function could be trained up to 100 qubits, while with a global cost
function training on problems larger than 20 qubits became unsuccessful [16]. An example of how the
trainability of an ansatz progresses is shown in fig. 2.10. Here it is shown that as the ansatz becomes
deeper the parameters become more difficult to optimize. For a global cost function all circuit depths
can be difficult to optimize, while for local cost functions trainability reduces as the depth is increased.
This is closely related to the expressibility of the ansatz that is used.

One might think that barren plateaus are also affected by the difficulty of the problem that one is
trying to optimize, but even in very simple problems barren plateaus can occur. In the same work by
Cerezo et al. [16], a simple example is shown where a tensor product ansatz of Ry gates is used in
combination with the global cost function C; = 1 — n;;lcosz(af/zy This is compared to a local cost
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Figure 2.10: Simplified version of the effects of a global cost function in a) and a local cost function in b). [16]

function: ¢, = 1— %Elecosz(ef/Z). The goal of this example problem is finding the angles 6/ such that
V(6)]0) = |0). It can be shown that for the global cost function the variance results in the left equation
in eq. (2.45) which scales exponential in the number of qubits, while for the local cost functions the
equation on the right is obtained which scales polynomially with n.

aCs] 1/3\"" ac] 1
Var [W] = g (§> , Var [m = W (245)

In fig. 2.11 the landscape of the corresponding cost functions as mentioned above are shown. Here
it also becomes clear that for the global cost function a steep well occurs with increasing problem size,
while for the local cost functions larger gradients are maintained.

a)

0.2

0.0

Figure 2.11: Cost function landscapes for a global cost function shown in a) and local cost functions in b). In a), the light blue
landscape is obtained for the problem containing 4 qubits, while the orange (narrow) well is obtained for the same problem
with 24 qubits. In b) the shape is independent of problem size. The black dots shown in both figures are 200 Haar distributed
points.[16]
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The work performed by Uvarov et al. [78] showed that for a general variational ansatz and Hamil-
tonian, a lower bound on the gradient of the cost function gradient can be found. They showed that
the variance of the gradient is a weighted sum of the variances for the individual Pauli strings forming
the cost function Hamiltonian and that the variance for an individual Pauli string can be bounded from
below using the width of the causal cone of that string. Causal cone here means the number of qubits
on which a unitary can act non-trivially. From this statement they conclude that barren plateaus do not
only occur merely because of the cost function but are also affected by the ansatz structure. Uvarov
et al. describe locality of a Pauli string as the number of non-identity Pauli matrices contained in a
string. Their results imply that locality is not the only factor in the occurrence of barren plateaus but that
the interaction between the ansatz and the cost function Hamiltonian is more important. These results
demonstrate that gates on the edges of a quantum circuit are potentially less prone to barren plateaus
than those in the middle, when in line connectivity is used. [78]

2.9.4. Noise Induced Barren Plateaus

Barren plateaus are not only introduced due to the cost function or ansatz, but can also be induced by
hardware noise. These types of barren plateaus are called Noise Induced Barren Plateaus (NIBPs).
Work performed by Wang et al. [81] investigated the effect of noise on variational quantum algo-
rithms and concluded that noise can cause the training landscape to have flat spots and induce barren
plateaus. They also concluded that any of the strategies to avoid noise-free barren plateaus do not
appear to solve the noise induced barren plateaus. For ’standard’ barren plateaus that have been
discussed previously, a main aspect is that the variance of the gradient reduces exponentially in the
number of qubits and that the global minimum of the cost function lies in a deep well. The significant
difference with noise induced barren plateaus is that these flatten the complete landscape. Meaning
that there is no deep well where the true solution lies. Avoiding noise induced barren plateaus is a
challenging task, as layer-wise training, correlating ansatz parameters and artificially increasing gra-
dients does not provide any way to resolve them. The main conclusion is that circuit noise and thus
circuit depth should be kept to a minimum. When the noise introduced to the circuit is smaller, the cost
function values and gradients can be computed more exact and the well will be better defined.

The original VQLS paper by Bravo-Prieto et al. [10] also briefly mentions the effect of hardware
noise. While implementing the VQLS algorithm on a hardware device, noise resilience was found
while training the ansatz. This resilience showed in the form of optimal parameter resilience, where the
VQLS algorithm was still able to train the parameters while various noise sources were present. The
work by Sharma et al. [73] also describes this phenomenon, indicating that noise resilience might help
optimizing quantum circuits in the NISQ era.

2.9.5. Entanglement Induced Barren Plateaus

Another, perhaps more unexpected, phenomenon that leads to barren plateaus is that of entanglement.
As a quantum system contains a higher level of entanglement between qubits, training of the ansatz
parameters becomes more difficult. The work by Marrero et al. [58] showed that as the volume of
the hidden units in a QNN is increased, the probability of finding barren plateaus increases. For Haar-
random pure states and thermal states of random Hamiltonians the gradient of the cost function will
vanish exponentially in the number of hidden units. The ansatz used in the VQLS algorithm can be
regarded as a type of QNN, and the entanglement within this ansatz thus has to be limited in order
to prevent barren plateaus. These results are in line with what was found with the results of ansatz
expressibility and the occurrence of barren plateaus.

2.9.6. Shadow Protocol

Sack et al. [68] described the phenomenon of barren plateaus as: "The gradients of the cost function
are on average zero and deviations vanish exponentially in system size.”. Their study also introduced
a new term of weak barren plateaus (WBPs), which emerge when the level of entanglement of a local
subsystems exceeds a certain threshold by the entanglement of a mixed state. When WBPs are absent
of a problem it is guaranteed that standard BPs also do not occur [68]. WBPs can be efficiently diag-
nosed using density matrices, and by doing this it can be efficiently shown whether a problem contains
a barren plateau. If a unitary circuit in a VQA forms a 2-design, it implies emergence of a BP and thus a
WBP. WBP are mathematically defined by points where the second Renyi entropy S, = —In (trp3) of
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any subregion of k-qubits satisfies S, > aSP%9¢(k, N), where the Page entropy, as defined in eq. (2.46),
in the limit k < N corresponds to the maximal possible entanglement of subregion A. p, is the reduced
density matrix, where A is the subset of qubits which are measured, N is the number of qubits and k
the locality of the Hamiltonian. [68]

sPage (e, Ny = kln2 — (2.46)

2N-2k+1’

The learning rate (step size) used in the classical optimizer also influences how likely it is for BPs
to occur for a VQE algorithm. These findings should also readily extend to other variational algorithms.
One of the proposed solutions is the ’'shadow protocol’, which employs a classical shadow estimation
and tracks the level of entanglement in subregions of the problem. Shadow estimation or shadow to-
mography is a method to directly estimate properties of an unknown state without performing full state
tomography [68]. This way properties such as subsystem purities or gradients can be extracted. How-
ever, for this method to work an N-qubit classical shadow has to be constructed, which takes N mea-
surements for each qubit and has to be repeated T amount of times, to then average over all samples
to obtain an estimation of p(6). Only for T — co does this method become exact, but study has shown
that optimization happens more rapid. Even though this method might help avoiding barren plateaus,
the large number of additional measurements make the implementation on NISQ devices questionable.

Study on QNNs has shown that any circuit of sufficient depth that forms a 2-design will produce an
ansatz state on a barren plateau in the quantum landscape [50]. Classical neural networks can optimize
up to billions of neurons, so why is this more difficult for QNNs? This is due to two differences. The firstis
that classically the gradient of a neural network vanishes in the number of layers, while for the quantum
case it happens in the number of qubits. The second reason is that the complexity of computing the
expectation value is larger in the quantum case compared to the classical one. Computation of the
gradient for a classical neural network scales with O(log(1/¢)), while for a QNN it scales with complexity
0(1/€%), here a is a term depending on the eigenvalues of the evaluated unitary [38, 50]. As a result,
standard gradient based optimization is challenging to perform in polynomial time on a quantum device.

2.9.7. Error Mitigation

On afinal note regarding barren plateaus, error mitigation will be discussed. The aim of error mitigation
is that the impact of noise is tried to be minimized. As discussed previously, noise can lead to the
occurrence of NIBPs and minimizing it could help improving trainability of algorithms. This has been
studied by Wang et al. [80]. Their work investigated whether error mitigation techniques can help with
the trainability of noisy algorithms and showed a few different results. First, if a VQA is suffering from
exponential cost concentration then a wide range of error mitigation methods do not work. Examples of
methods they mention are: Zero Noise Extrapolation, Virtual Distillation, Probabilistic Error Cancellation
and Clifford Data Regression. This means that the required resources, such as the number of shots or
circuits, remains exponential when finding the solution to a problem. Other results showed that error
mitigation methods can, depending on the case, both improve and worsen the trainability of a VQA.
Finally, they also noted that using post-processing method for error mitigation might be less efficient
for improving trainability, however that by using sufficient resources NIBPs can be avoided. Thus by
using more advanced error mitigation techniques, that operate during execution of a quantum circuit
rather than when all the data has been gathered, a more effective method to noise reduction could be
obtained [80].

2.10. Classical Optimizers

Optimizers are theorized to play a role in the avoidance of barren plateaus. Due to the different nature
of various optimizers, such as gradient-based and gradient-free optimizers, some of them are more
susceptible to barren plateaus than others. Since barren plateaus are defined as areas in the cost
function landscape where the gradient is vanishing exponentially in the number of qubits, an imme-
diate conclusion might be that it only affects gradient based optimizers. However, even gradient free
optimizers do not rule out the problem of barren plateaus [6]. Gradient based optimizers often take the
form:
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gt+l = gt — nV,C(6) (2.47)

Here 8¢ are the ansatz parameters for iteration ¢ and 7 is the step size parameter used to scale
the gradient of the cost function V4C(8). So if the term V4C(6) is a value close to zero, the second
term on the right hand side will become very small. What might seem as a simple solution to this
problem, is increasing the step size parameter 7 in order to increase the effect of this second term.
However, this is not a suitable option as it increases the risk of overshooting the area where the global
minimum is located. Since the problem of barren plateaus often results in a higher-dimensional cost
function landscape where the solution lies in a shallow deep well, other methods have to be resorted to.

The work performed by Pellow-Jarman et al. [61] studied the performance of a wide range of classical
optimizers on a VQLS algorithm. They did this for problem size of n = 3,4, 5 qubits, with the goal of
solving A|x) = |b). Three different matrix problems in the form of A = ¥, ¢;P/ were used. Here c; is an
arbitrary coefficient and P can take form of the identity matrix or one of the Pauli matrices. For all prob-
lems the right hand side took the form of |b) = H®™|0)". One of the advantages of using this state is
thatitis easily implementable on a real hardware device. In order to prevent influences of the parameter
initialization, the same 100 sets of input parameters are used for each optimizer. This way it is ruled out
that one optimizer is performing better due to ’'luck’ of getting initial parameters closer to the solution.
The same local cost functions as described by Bravo-Prieto et al. [10] are used. Pellow-Jarman et al.
evaluated the performance of an optimizer by looking at the average rate of convergence, the average
termination cost values and the influence of noise. They compared results for exact statevector simu-
lations, simulations including shot noise, and simulations including both shot noise and hardware noise.

For the statevector simulations all optimizers performed similarly, with no significant differences be-
tween gradient-based and gradient-free optimizers. Once shot noise is introduced, the performance of
gradient-based optimizers generally outperforms that of the gradient-free optimizers. An exception to
this is the gradient-free SPSA (Simultaneous Perturbation Stochastic Approximation) optimizer, which
only relies on an approximation of the gradient. When a realistic noise model is added to the simula-
tion, all optimizers perform significantly worse. It may become increasingly difficult for gradient-based
optimizers to accurately compute the gradient when noise is present, as evaluating analytic gradients
requires many circuit evaluations. Again, SPSA seems to be the best performing algorithm when in-
cluding both shot noise and hardware noise. [61]

In short, from this study it can be concluded that without hardware and shot noise, the optimizers
perform similarly. When shot noise and hardware noise are included all optimizers perform significantly
worse, and again there is no clear distinction between the performance of gradient-based and gradient-
free optimizers. SPSA performed slightly better than the other optimizers under noise, but this could
be depending on the hyperparameters of the problem, which were kept constant in the mentioned work.

The optimizers used in the work mentioned above are all readily implemented state-of-the-art optimiz-
ers, which are originally designed for classical algorithms. An important aspect of quantum algorithms
is measurement of the output. For this a certain number of shots is used, which after post-processing
influences the accuracy of the output. Kibler et al. [39] proposed an algorithm specifically designed
to take into account the shot number. The individual Coupled Adaptive Number of Shots (iCANS) al-
gorithm is an adaptive algorithm that changes in two different aspects: changing the number of shots
depending on the iteration and on the partial derivative that is given. Two different versions of the
iCANS algorithm are proposed, one with and one without an adaptive learning rate. Results show that
this method can improve convergence over the whole range of iterations compared to other optimizers.

This algorithm might give speedup over existing algorithms by reducing the number of shots when
the accuracy is of less importance. But it does not seem to help with problems where convergence is
already difficult, as the classical optimizers could also increase the number of shots by a fixed amount.
Furthermore, this optimizer has no use in a wavefunction simulator, as the results there are exact and
no shots are used and will be of limited use for the proposed work. On a final note, an interesting result
is that in this study SPSA seems to work better than the ADAM optimizer, which agrees with what has
been found in [61].
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2.11. Parameter-Shift Rule

Gradient evaluation is a very important part in a lot of optimizers, and especially with the phenomenon of
barren plateaus, accurate gradient information is of great use. Luckily there exists a method to obtain
exact values for the gradient of the cost function with respect to an input parameter on a quantum
computer. This can be done with the Parameter-Shift Rule (PSR). The PSR has similarities to a finite
difference method, but the main differences are that the step size is not bound to be small and that the
obtained value of the derivative is exact rather than an approximation [42, 49, 51, 71]. In the work by
Mitarai et al. [51], the PSR is shown as:

9(By _ (B)] —(B);
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Here (B) means the expectation value of a certain observable, the plus and minus sign refer to the
positive and negative shifting of the j-th angle 6 of the rotation gate. This is one of the first formulations
of the parameter-shift rule. Apart from the fact that B should be an observable, it does not put any
limitations on the nature of this observable.

To make the comparison between the central finite difference method and the PSR, eq. (2.49) and
eqg. (2.50) are used. In these equations f is the function which evaluates the cost, 6 is the parameter
used for initialization of the ansatz. In this case 6 is shown as a single parameter, but this can be
extended to more parameters. However, the PSR is only valid for shifting a single parameter at a time.
s is the step size, or shift size of the parameter. For eq. (2.49), the finite difference method, s must be
sufficiently small, otherwise the approximation of the gradient is not accurate. The form of the PSR as
shown in eq. (2.50), is known as the standard form and here a value of s = /2 must be used. Here it
immediately becomes clear that the shift for PSR can be made much larger than what is possible for
classical finite difference methods.

(2.48)
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The form shown in eq. (2.50) is a limited form of the PSR and only valid for a shift of 7/2. In some
instances it might be desirable to shift the parameter by a different angle, due to for example hardware
related arguments. For this the continuous form of the PSR as shown in eq. (2.51) can be used. Here
s is free to be chosen at any angle, apart form multiples of = due to the vanishing of the sin(s) term.

d _fO+s)—f(O-5)
%f(e) - 2sin(s) (2.51)
The evaluation of the PSR can become computationally expensive quite fast. For each parameter
during (gradient-based) optimization a derivative has to be obtained. Since the gradient is obtained by
evaluating at 2 locations this scales with 2m measurements, times the number of shots needed for the
desired accuracy. This means that as the number of parameters becomes larger and larger, the total

time taken for construction of all the gradients will increase drastically.

4]
ﬁf(e) = (2.49)







Variational Quantum Linear Solver

This section covers the different components needed for the implementation of the VQLS algorithm.
First the base of the circuit, the ansatz is explained, after which the generation of the right hand side
vector is covered. Then the decomposition which is used and the cost functions are layed out. After
which the post-processing procedure for the evaluation of the raising and lowering operators on a quan-
tum machine is explained. Then the parameter shift rule, which is an exact method for the evaluation
of cost function gradients with respect to the ansatz parameters is discussed. At last, the classical
optimizer for the algorithm and the approach of rescaling the quantum solution to match the classical
non-scaled solution are elaborated.

3.1. Ansatz

Two different types of ansatze are used for the VQLS algorithm during this work. These are the basic
HEA with only R, -rotations and CNOT ladders entangling all qubits. This ansatz is defined as eq. (3.1),
where alternating blocks of rotational gates and entangling gates are applied. Here the p-th term refers
to the p-th ansatz layer, U,o¢qtion @Nd Uentangiing @re the unitary layers used for the rotations and
entanglement and 67 are the parameters used for the rotational gates in the p-th layer.

ue) = 1_[ Ufotation(gp)ufntangling (31)
14

The rotations are performed by only using R, gates, such that the amplitudes of the quantum
states remain real valued. Mathematically the operations can be written as Uyo¢qtion = X; Ry (61)
and Uentanglement = Z?z_oz Z;;llﬂ CNOT(l,m). Where 0, corresponds to the rotations applied to the
R, gates in layer [. These rotations are different for each individual rotation gate. In fig. 3.1 a 3-qubit
example of this ansatz is shown. Here two layers of the ansatz are used. After each layer a vertical

barrier is shown to better indicate the individual layers.
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Figure 3.1: HEA shown for 3 qubits and 2 layers.

The second ansatz that is used, is the QAOA ansatz as shown in the paper by Liu et al. [44]. This
ansatz was as already introduced in section 2.6, but will now be explained in more detail. The ansatz
consists of several parts. First a layer of Hadamard gates is used to generate an equal superposition
between al possible states. Then the driver and mixer Hamiltonians are used to complete the ansatz.

29



30 3. Variational Quantum Linear Solver

In fig. 3.2 a 3-qubit example of a single layer is given. The driver Hamiltonian is the part between the
Hadamard gates and the first vertical barrier, while the mixer Hamiltonian consists of the 3 R, gates
between the last two barriers.
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Figure 3.2: QAOA shown for 3 qubits and 1 layer.

In fig. 3.3 and fig. 3.4, different circuit parameters are shown for the single layered HEA and QAOA.
The 5 parts in the legend are the ansatz depth, which is just the circuit depth of the ansatz. 'Depth
Controlled Ansatz’ refers to the the controlled ansatz, as how it is used in the VQLS algorithm. When
a controlled-unitary is applied to a circuit the total number of gates increases over the standard non-
controlled unitary, which is why it is an important measure to show. The non-local gates is the number
of multi-qubit gates, such as the CNOT gates. The final two parameters are the gate count of the ansatz
and the gate count of the controlled ansatz. For all values of the controlled ansatz, it is obtained after
the controlled-unitary is decomposed into gates by Qiskit. From the figure it becomes clear that the
HEA in this fashion scales exponentially in the number of qubits. Which would not make it a suitable
ansatz for very large problems. However, since its expressibility is large due to the entanglement it will
be used as a test case for the smaller problems covered in this work.

An advantage of the QAOA ansatz is that only local entanglements are used between different
qubits, as opposed to the HEA shown above where each qubit is entangled with every other qubit.
This means that it would be easier to implement on a hardware device. A downside of this method is
that the circuit depth is relatively large. Even though it is large, it does scale linearly in system size as is
shown in fig. 3.4. When comparing the numbers to that of the HEA on the left figure, it becomes clear
that both the number of gates and circuit depth of the QAOA is larger for the problem sizes at hand.
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Figure 3.3: Scaling of the HEA circuit depth versus the number  Figure 3.4: Scaling of the QAOA circuit depth versus the num-
of qubits. ber of qubits.

3.2. Generation of the Right-Hand Side Vector

For the problem at hand the right-hand side vector f(x) = x is used on the domain ¢ € [0,1]. This
is a continuous function, which is discretized in order to be shaped into a vector. The discretization is
done by mapping the continuous vector onto a set of evenly spaced nodes. The obtained vector is then
normalized in order for it to be converted to a quantum state. This is where another problem enters. The
generation of an arbitrary quantum state is, in some cases, a non-trivial problem. In the case where the
right-hand side vector is an evenly distributed state such as (1/N?,..,1/N?), the implementation on a
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quantum computer is straight forward. By applying the Hadamard-gate on each qubit, a quantum state
with equally distributed amplitudes is immediately constructed. However, for the case where b = x,
this is not so simple. In order to construct an arbitrary quantum state another ansatz is used, such that
U(6)|0) = |b). But finding the correct angles 8 can again be a very difficult process. Ideally one would
use a measure of the fidelity as a comparison of how close the generated state |b) is to the true value.
But in order to measure |(y|b)| on a quantum computer, the vector |b) already must be prepared,
which immediately returns us to the original problem. Since Qiskit performs a complete statevector
simulation, it luckily is possible to retrieve the full quantum state and exactly compute |(i|b)|, such that
the optimization for U(8)|0) = |b) can be done. However, in a real world scenario this is of course not
possible and a different solution must be resorted to.

Another simple method in Qiskit, which allows for the generation of a normalized quantum state, is
that of the StatePreparation method. This allows for the initialization of an arbitrary quantum state on a
set of qubits. This unitary can then also be applied in a controlled way, as is required in some part of this
implementation of the VQLS algorithm. For simple implementations of the algorithm this approach will
be used, while for the complete quantum implementation the previously mentioned method of U6)|0) =
|b) will be used.

3.3. Matrix Decomposition

The decomposition of the A and A2 matrices as introduced by Liu et al. [44] is used as mentioned
in section 2.8. This decomposition is an important part of the algorithm but easy to implement. The
decomposition is done by using the identity operator I, the raising operator o, and the lowering operator
o_. This way a decomposition is obtained, in which the number of terms scales linearly as the problem
size is increased. One difficulty over that of simply using a Pauli decomposition, is that the raising and
lowering operator are not directly measurable on individual qubits. In order to be able to measure the
raising and lowering operators, the full quantum state is rotated into the Bell basis. Meaning that the
observables effectively become global observables. This has big consequences for the cost functions
which can be used and the post-processing which is required to evaluate the expectation values. Both
are discussed in the following two sections.

3.4. Cost Function

An important part of the algorithm is the type of cost function which is used. In section 2.7.1 some
examples of cost functions have been shown. The two main ones discussed in this report both rely on
the effective Hamiltonian approach. These are the standard cost function as shown in eq. (3.2) and the
normalized cost function as in eq. (3.3).

Cstandara = (¢|A2|¢) - |(b|A|¢>|2 (3.2)
. KblA)I?
Cnormalized =1 (l[J|A2|l/)) (3-3)

In these cost functions |b) is the normalized right hand side vector, |y) is generated from the pa-
rameterized ansatz and A is the discretized Poisson equation.

In section 2.7.1 local cost functions were introduced. These cost functions make use of local properties
of the qubits and in this way help reducing the problem of barren plateaus. In the case where, for
example a Pauli decomposition is used where one is able to directly measure individual qubits, a local
cost function indeed is possible. But since the decomposition when using Pauli gates results in an
exponentially increasing number of terms in the problem size, it is an inefficient approach. Ideally a
different decomposition which scales efficiently in the problem size must be used. However, since the
decomposition used for the 4 and A? matrix relies on the usage of global operators, it is not possible
to use local cost functions. Thus, the global standard and normalized cost functions are used in this
work.
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3.5. Post-Processing of Measurements in the Bell Basis

This section covers the post-processing of the measurements in the Bell basis. First the process of
generating the correct quantum states is explained, after which the exact post-processing of the mea-
surement data is covered.

3.5.1. Generation of the Quantum States

The terms used in the decomposition introduced by Liu et al. [44] consist of raising and lowering
operators. These operators are defined as o, = |0){(1| and o_ = |1){0]|, which are neither Hermitian,
nor normal operators. Hermitian operators (AT = A) are often most easily measured since these are
readily implemented on a quantum computer. However, these are only a subset of the complete set of
all measurable operators, which are the normal operators (AAT = ATA) [32]. The authors of [44] found
a way to transform the raising and lowering operators into measurable normal operators. In eq. (3.4)
and eq. (3.5) the observables to measure (| |y) are shown.

0 o

[ ot ; ] = lof) {of1] = lon) (11| = 011 (3.4)
0 o | | 4 + B L
of o |~ |‘P12)<‘P12| - |<P12><<P12| = 04, (3.5)

Here |¢5) represent Bell states such as |p7;) = \/ii (100) + |11)) or |pL,) = \/ii (|01) + |10)). These

states are measurable by rotating them from the Bell basis into the computational basis, which is done
by means of an ancilla qubit, Hadamard gates and CNOT gates. In eq. (3.4) and eq. (3.5), the operators
have a size twice as large as what the original operators had. This means that in order to evaluate such
states on a quantum computer, the addition of an ancilla qubit is required. This extra qubit doubles the
size of the quantum state, meaning that it correspond again to the size of the Hermitian form of the
operators.

Normally, Bell states are generated by using a Hadamard gate on the first qubit followed by a CNOT
gate with the control on the first qubit as is shown in fig. 3.5. For larger states the same principle is
used. Even though only the two qubit states are, strictly speaking, called Bell states, in this report
multiple qubit forms will also be referred to as such.

0) —H 100)+|11)
0) vz

Figure 3.5: Circuit that generates a Bell state. [84]

The circuit shown above is used to rotate a quantum state into the Bell state, however in order to
measure in the Bell basis a reverse type of this circuit is required. Since the original type of measure-
ment is already in the Bell basis, it has to be rotated into the computational basis, which is done by
the reverse of what is shown in fig. 3.5. Thus first, the CNOT gate(s) must be applied, followed by the
Hadamard gate on the first qubit. As mentioned in section 2.8, the decomposition by Liu et al., makes
use of the effective Hamiltonian approach where A and A? are discretized separately, and eq. (3.2) or
eq. (3.3) is used to evaluate the cost. The expectation values of the tensor products of raising and
lowering operators can then be computed by eq. (3.6) and eq. (3.7). Here 0,4, is used as an example
observable.

W(®) loy | p(8)) = (0,1 |((0) 104110, 1)| Y(8)) — i (0, i1 | () 10111 0,i1)| (8)) (3.6)

Kb 1o: 1@ = [b,1(6) 10111 b,p(@N] + b, i1p(6) 10111 b, ip (8))] 3.7)
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In the case where the quantum state prepared by the ansatz only contains real valued amplitudes,
the second term on the right hand side in both equations can be left out. The |0,1) and |0,i1) states
are represented by eq. (3.8) and eq. (3.9):

1 1

0,1y = = (0 + 1)), 10,i1) = —=(10) +7I1)) (38)
1 o = L .
1b,19(0)) = 7= (0)1b) + [DIW(@),  1b,p(©) = 7 (0} + il DIHO)) (3.9)

and are prepared by the addition of an ancilla qubit. For the latter, a controlled unitary for the |b)
state and a negative controlled unitary for the [) state is required. A 2-qubit problem (+ancilla qubit)
example for these circuits is shown in fig. 3.6 and fig. 3.7. Here the purple block with |y} is a controlled
unitary containing the ansatz and the block with |b) is a controlled unitary for the operation U|0) = |b).

4o H H —
g1 —0 —

lw)
g, —1

Figure 3.6: Circuit used to evaluate expectation values in the form of ()| ®; aih/)).
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Figure 3.7: Circuit used to evaluate expectation values in the form of (b| ® ; O'ih[)).

As mentioned earlier, in the case of a Pauli decomposition, one is able to directly measure a certain
operator by rotating it into the respective basis. However, with the Bell basis, the full state must be
rotated rather than individual qubits. This has the consequence that, for the 2-qubit case, any operator
of the 4 possible combinations o, ® o, would require an identical circuit to evaluate the expectation
values. These states can only be distinguished by post-processing of the measured data from the
circuit.

3.5.2. Evaluation of Decomposed terms

In section 2.8 the method of decomposition of the A and A? matrices as by [44] was described. As
mentioned above, a single circuit can be used to evaluate different operator tensor products, based on
which post-processing of the bit strings is applied. The circuits used to evaluate the terms ()|A#|y) and
(b|A;|y) in the cost function are shown in fig. 3.6 and fig. 3.7 respectively. When evaluating different
operators with these circuits, it becomes clear that the first part of the circuit stays unchanged and that
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only the number of CNOT-gates at the end of the circuit is changed. An example will be given now.
The two-qubit decomposition of the A-matrix, is as follows A, = 211 —lo, —lo_ — 0_0, — 0,0_, here
the symbol for the tensor product & is left out to simplify notation. The exact circuit which is needed
to evaluate a certain tensor product of operators, is only determined by whether an I or o, operator
is used for each respective position in the decomposition. In the case of a o, operator in the tensor
product, a CNOT gate must be applied between the ancilla and the respective qubit. If an identity oper-
ator is applied no additional gates are needed. This means that for the 11 operator, no CNOT gates are
needed in fig. 3.6. In the case of /o, and Io_ the ancilla and second qubit must be entangled and for the
o_o, and o, 0_ operators both the first and second qubit must be entangled with the ancilla by means
of a CNOT-gate. The next step is then processing the correct data after repeated measurements.

Still using the 2-qubit problem example, in total 3 different qubits are measured (including the an-
cilla). This means that 23 = 8 total bit string combinations are possible, which correspond to 4 dif-
ferent operators for an individual circuit. By adding and subtracting the relative probabilities of each
bit string, the expectation value of the desired operator is obtained. For example, in order to evaluate
(Y|o, ® a_|y), the following probabilities are used:

(Wloy ® o) = p(100) — p(101) (3.10)

Here p(100) is the probability to obtain the quantum state |100) and p(101) the probability to obtain
[101). This might seem as a random combination of bit strings at first, however there is a simple
structure behind it. Qiskit uses reverse ordering when assigning the bits. So in the circuits the top qubit
(ancilla) is the last bit in a bit string as '000’. In the tensor products of operators a g, operator fixes the
respective bit to 1, the o_ operator to 0 and for an identity operator both 0 and 1 must be taken into
account. Furthermore, for each combination both the 0 and 1 state of the ancilla must be used, where
the O state is added and the 1 state subtracted. An example of how this is done is given below:

Translate to bits Add ancilla

0,0_ p(10) p(100) — p(101) (3.11)

Another example of a term in the 2-qubit case is (Y| ® o, |y). This time more terms are required
due to the identity operator:

Translate to bits Add ancilla

p(01) + p(11) ——— p(010) — p(011) + p(110) — p(111) (3.12)

I Q o,

The same process is used for all the terms in the decomposition of (¥|A?|y) and (b|A;|p). The A?
matrix is decomposed as A% = B — C. Here C is a zero matrix with only 1’s on the first and last entry.
This corresponds to measuring the full zero and one state of the respective qubits. The way this is
computed is by (Y|C|Y) = p(n*0+0) —p(n*1+0), where n is the number of qubits. For the two-qubit
case this results in (¥|C|y¥) = p(000) —p(110). Regarding the B matrix, it is defined as B = (X)jo—f_r such
that A2 is completed when C is subtracted. The method used in the examples of 0, ® 0_ and I ® o,
is also used for all other (Y| ®; af_rhp) terms, as well for all terms in the decomposition of (b| ® ; o-{_rh/)).

With the scaling of this method it should be noted that for some of the terms, the amount of additions and
subtractions of the probabilities scales exponentially in the number of qubits. Evaluation of the operator
lo, requires 4 probabilities, however for I1g, it requires 8. For each additional qubit the amount of post-
processing terms doubles, meaning that there is an exponential scaling involved. However, it might be
the case that for very large problems the number of counts used might be the limiting factor. Meaning
that the total number of occurring probabilities stays limited and in practice not an exponential amount
of terms have to be added, since most of them are negligible.

3.6. Parameter-Shift Rule

In order to get an exact value for the gradients of the cost function, the Parameter-Shift Rule is used.
This topic is already explained in section 2.11. For the standard cost function in the form of C =
(Y|A% ) — |(b|A|¥)|?, the implementation of the PSR is straight forward. However, for the normalized
cost function an extra step is needed.
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3.6.1. PSR for the Normalized Cost Function

This extra step is required due to the fact that both terms in the cost function can be seen as individual
functions, which depend on 6. Derivatives of multiple functions are additive, however not multiplicative.
In fig. 3.8, for various terms, the angle shift of the first HEA parameter is plotted versus the cost func-
tion value. In the figure on the left it can be seen that (y]|A%[y), [(b|A[)|? and their subtracted value
represent sine waves. On the right figure, the value for the normalized cost function is shown and it
becomes clear that this does not represent a sine wave anymore, which is a crucial aspect for the PSR
rule to work. This again shows that the ratio in the normalized cost function requires more attention
when evaluating the derivative.

8 g
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Figure 3.8: Cost function value versus a shift in rotation angle for the first HEA parameter. On the left the curves for the individual
terms and the standard and normalized cost function are shown. On the right the normalized cost function is shown again on its
own, in order to better see its shape.

The way this is solved is by using the quotient rule. If one defines the normalized cost function as
Crnorm = 1 — f(6), where f(0) is given by eq. (3.13), with g(8) = |(b|A[¥)|? and h(0) = (P|A?|P).

iG]
f = 0} (3.13)
The quotient rule for evaluation of the derivative of f(8) then reads:
"(@)h(6) — g(B)h' (6
f,(e)zg()() g(@)h'(6) (3.14)

h(6)2

To reconstruct the full derivative vector for all the ansatz parameters eq. (3.14) must be evaluated
separately for each parameter. The terms g'(8) and h'(6) are evaluated by the standard PSR as
mentioned in section 2.11. This means that doing the quotient rule only leads to the evaluation of
two extra expectation values, namely h(6) and g(8). These values can be re-used for all different
parameters, as the shifting of the parameters only occurs during the evaluation of g'(8) and h'(9).
So the total computational cost of implementing the quotient rule over the standard PSR is hardly
increased.

3.6.2. PSR for the QAOA

Two assumptions for the PSR to be valid are that the operators must be Hermitian and that each
rotational gate must be individually addressable. For the HEA this is indeed the case, however for
the QAOA itis not. In this second ansatz the same parameter is used to rotate all the R, gates in its
respective layer. As a result the PSR cannot be used for this instance of the QAOA. The PSR works
due to the fact that the rotation gates are cyclic. Changing the initialization of a gate by 2r results in the
same effective angle. When rotating a certain gate and keeping track of the corresponding cost value,
a sine wave forms. Due to this effect the PSR works, as is shown by the continuous form in eq. (2.51).
In fig. 3.9 this effect is tested for both HEA and QAOA. Here a 2 qubit case is used. In both ansatze the
first parameter is changed from —r to = and the cost function value is tracked. For the HEA the curve
is shaped as a sine wave. For the QAOA ansatz, this is not the case and thus the PSR does not work
to accurately determine the gradient. Due to the fact that the shape is still periodic and the curve looks
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similar to what was found for the normalized cost function, it might be the case that an alternative to
the standard PSR might provide a solution. However, this is not investigated in the current work

HEA QAOA
6 61
54
5 4
—_ 4
3 2
14
2
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=3 -2 -1 0 1 2 3 =3 -2 -1 0 1 2 3
Parameter-Shift (-) Parameter-Shift (-)

Figure 3.9: Cost function value versus a shift in the first parameter for both HEA and QAOA.

3.7. Classical Optimizer

The final part of the VQLS algorithm, is the classical optimizer. As mentioned in section 2.10 there are
two main types of optimizers, namely gradient-based and gradient-free. When an exact implementation
of the VQLS algorithm is used, it does not matter which type is used and any can be selected. When
shot noise is taken into account, the gradient-based methods must use the PSR in order to accurately
determine the cost function gradients with respect to the ansatz parameters.

Since the standard python scipy.optimize.minimize implementation is used, the optimizers available
here will only be used. This still gives a wide range of possibilities such as SLSQP, CG, L-BFGS-B for
derivative based options and derivative free options such as: Nelder-Mead, Powell and COBYLA. After
initial testing the SLSQP algorithm was selected as the primary optimizer for this work and unless stated
otherwise, this algorithm is used. Other options such as SPSA and Adam optimizers, of the Qiskit class
were also tested, but these were slower than a direct implementation of the SLSQP algorithm and were
thus not used further.

3.8. Retrieving the Non-Scaled Solution

In most of the papers talking about VQLS only the solution proportional to the original solution of the
classical problem is mentioned. The discretized Poisson equation is changed into the form of a linear
system as Ax = b. To solve this on a quantum computer, where only normalized vector states are used
this needs to be translated into A|x) = |b). However, in the process of doing so |x) # x, but |x) « x or
cA|x) = b. Logically from normalizing b, one obtains b = |b||b), where |b| represents the normalization
factor. The original linear system is rewritten as:

c-Alx) = |b| - |b) (3.15)
By multiplying both sides with (b| we get

c - (b|A|x) = |b| - (b|b) = |D| (3.16)

due to the fact that (b|b) = 1, since it is quantum state. By isolating ¢ on the left hand side one
obtains:

R ) (3.17)
(b|A|x)
By now substituting this c into cA|x) = Ax and dividing by A, the following result is obtained:
|b] _
[x) = x (3.18)

(b|Alx)
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Dividing by the A-matrix, is only possible if the problem is invertible, which is a general assumption
of the VQLS algorithm. By defining 1 = BT the non-scaled solution is rewritten as x = A|b|x.

The full vector x can only be retrieved when the full quantum state |x) is reconstructed by, for
example, quantum state tomography. This in itself is an inefficient process and requires at least O(N)
measurements. Doing so would only make sense to do once at the end of the algorithm and result in
losing any advantage over classical methods. As mentioned in the original VQLS paper [10], the output
can also be obtained in the form an expectation value {x|M|x). In this case it is also possible to use
the non-scaled solution of the original problem in an efficient way by applying the scaling factor in front
of this term. Meaning that an efficient output of the non-scaled solution can be used.







Methodology

In this chapter the different methods to implement the VQLS algorithm are discussed. These range
from very simple linear algebra implementations to the complete quantum implementation as is shown
in the previous chapter. First the problem at hand will be explained.

4.1. Discretization of the Poisson Equation

During this work the 1-dimensional Poisson equation with Dirichlet boundary conditions is solved. This
equation is chosen as it is in principle a simple problem, however it becomes quite demanding to
solve for increasing problem sizes. The Poisson equation is the most simple elliptic partial differential
equation and appears in a wide variety of problems. The Poisson equation is defined as:

-Vip=f (4.1)

where in the one-dimensional case f = f(x). For the problem in this work, the function f(x) = x is
chosen on the domain [0,1]. This function is equal to the x coordinate and the domain [0,1] is chosen
as it does not require any scaling. Dirichlet boundary conditions are used and are set to zero at both
sides, such that the total problem is defined as shown in eq. (4.2)

—VZp=x, ¢€[0,1], ¢ =¢1)=0 (4.2)

By using the central difference scheme, the second derivative of an arbitrary function f(x) is ap-
proximated by eq. (4.3). Here h is the grid spacing defined as h = 1/N, where N = 2™ is the number of
nodes. By applying this to the Poisson equation a discretized form is obtained, which is then translated
into a linear system of equations and is solvable by means of VQLS.

f"(X)%f(x_h)_zj;l(ZX)-l-f(x-i-h) (43)

By increasing the number of nodes and thus decreasing the value of h this approximation will be-
come more accurate. Applied to the Laplace operator this results in eq. (4.4) in matrix form.

2 -1 0
-1 2 -1 0
1o -1 2 -1
A=35| (4.4)
-1 2 -1
0 0 0 . -1 2

This matrix scales as 2™ in row and column size and 2™x2" in the number of elements, where n is
the number of qubits. Meaning that also for a classical solver, the required computational effort grows
extremely quickly in the problem size as more qubits are used.

The right hand side vector of the problem is prepared by normalizing the vector b. Originally this
is a continuous vector, but since in the linear system a limited number of nodes are used, it has to be

39
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discretized first. This is done by dividing the domain with equidistant spacing. Since the first and last
nodes of the problem are fixed due to the boundary conditions, these are left out of the linear system.
The total problem size is thus 2™ nodes, for n qubits. Once the discretized vector x is prepared, the
normalized quantum state is formed by eq. (4.5):

X

b= 7 = (4.5)

2
| X;

j

This assures that the x-coordinate vector is normalized and able to be transformed into a quantum
state.

One thing to note in the definition of the A-matrix as in eq. (4.4), is the factor hiz in front of it. Classically
this factor is important, as it keeps a bound on the lowest eigenvalue. If the factor would not be used,
the largest eigenvalue would be limited and the smallest would be ever decreasing for larger problem
sizes. Since A is a symmetric matrix, one can use the spectral theorem to show that:

Amin S uTAU < A0 (4.6)

Here u is an arbitrary normalized vector. Since quantum states are also normalized vectors, this
means that when evaluating an expectation value in the form of (¥ |A|y), where A is a symmetric
(Hermitian) matrix, the smallest eigenvalue will indicate how small the output can get. Since on a
quantum computer only normalized quantum states and Hermitian operators are used, the factor h_12 is
of less importance. A decomposition in the form of A = }; c;4; is used. However, the accuracy of the
result is determined by how accurate (¥ |4;[) is evaluated and any scaling of the c; coefficient in front,
scales both the expectation value and the error itself. Meaning that in the end only a normalized state
|x) is obtained and the factor 1/h% would only change the absolute value of the cost function and not
affect the quantum state |x) itself.

4.2. Matrix Condition Number

The condition number is a widely used metric in scientific computing. It gives a measure for how much
the output of a linear system changes, based on a small change in the input. The condition number
can also be considered as a measure for how difficult a matrix is to invert, since a very large condition
number means that a matrix is close to singular. The condition number is defined as shown in eq. (4.7).
Here 1,,,,(4) and 1,,;,(A) are the largest and smallest eigenvalue of the A-matrix.

| Amax (A)|
K(A) Mmin(A)l (47)
The condition number of the A-matrix gives a good indication of how difficult a general matrix is to
solve, since it is a measure of how sensitive a linear system is to variations to the input. Since VQLS, as
its name implies, solves a linear system, this is an important factor to consider. In fig. 4.1 the condition
number of A is plotted versus the problem size in number of qubits.
There is a clear exponential relation between the problem size and x. Even when the total vector
size is considered (2" states), the relation is still exponential. Meaning that even on a quantum system,
the problem will quickly become very difficult to solve.

The last part of the previous section discussed the effect of the scaling in front of the A-matrix. When
this scaling is included, the smallest eigenvalue reaches a certain minimal value, while the largest keeps
increasing when the problem size is increased. When the scaling is left out of the picture, it is the other
way around, where the largest eigenvalue reaches a limit and the smallest one keeps getting smaller.
However, in both cases the condition number stays the same, irrespective of what scaling is used.

4.3. Adapted Poisson Equation

By looking at the progression of the condition number for larger problem sizes in the previous section,
it is expected that the Poisson equation will quickly become difficult to solve as the problem size in-
creases. In order to still be able to solve relatively large problem sizes, the Poisson equation can be
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Figure 4.1: Condition number versus the problem size in number of qubits.

made easier to solve. This is done by adding an additional term on the left-hand side of the original
problem as is shown in eq. (4.8). This has the effect of improving the conditioning of the A-matrix when
discretized, however it also changes the problem itself, so a different solution will be obtained. The
coefficient ¢ can be any positive number, where a larger number has a better effect in reducing the
condition number.

—VZp+cp=x (4.8)

This extra term adds the identity matrix ¢ times to the A-matrix of the original problem and this way
changes the eigenvalues. Doing this puts a limit on the lowest eigenvalue equal to c. The largest
eigenvalue will slowly reduce. This means that a limit forms on the maximum value the condition
number can attain for this adapted equation. The condition number of the A-matrix of the adapted
Poisson equation is shown in fig. 4.2. Here k does not exponentially increase but rater approaches a
limiting value for larger problem sizes.
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Figure 4.2: Condition number of the A matrix in —V2¢ + c¢, where ¢ = 1.

This would indicate that solving the adapted form of the Poisson equation could be easier than the
original problem where ¢ = 0.

Another similar idea which will be tested is morphing between the adapted form and the original equa-
tion. In the case where the adapted form with ¢ = 100 or ¢ = 1 would be easier to solve, it is possible
to slowly reduce the value of ¢, such that finally the desired solution of the ¢ = 0 case is obtained. This
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method does however introduce other problems such as how fast ¢ should be reduced. This will most
likely depend on the problem sizes and could be difficult to determine a priori. Another solution could
be to add the coefficient ¢ to the parameters in the optimizer and let the optimizer itself choose how to
change it. Both cases will be tested and are covered in chapter 5.

4.4. Linear Algebra Implementation

With the aim of constructing an efficient fast working non-quantum implementation of the VQLS algo-
rithm, a combination of a state vector simulator and basic linear algebra is used. The idea is to use
Qiskit to prepare a quantum state based on the ansatz. As a next step this quantum state is converted
into a classical vector and only linear algebra is used to evaluate the cost function. Since all information
regarding A, A% and b is already known, this is very quick and easy to implement. This way there is
also no need for the decomposition of the A-matrix as the resulting vector of a matrix-vector product
does not longer have to be a quantum state. Thus (|A?|) and (b|A|y) can be simply evaluated by
doing matrix-vector products with the pre-computed tensors.

Since this method still relies on the use of the ansatz in a quantum circuit, it is possible to draw
conclusions during the optimization process of the cost function. For example, if this method, with
a number of significant simplifications, already struggles to solve the problem, then a full quantum
implementation will most likely not perform better. Another benefit of having this simple algorithm is for
verification purposes. By having this exact method, more complex methods can be compared to it later
on. This can for example be used during the evaluation of all the individual decomposed terms.

Another advantage is that the implementation does not require the PSR, as all derivatives can be
obtained by finite differences method, often implemented in the standard optimizers in Python.

4.5. State Vector Simulations

This form contains the quantum circuits as explained in chapter 3. More complexity is added over
the previous method, since now the actual decomposition of A and A2 is used. This means that more
complex quantum circuits, with more parts than just the ansatz are used. The approach still relies on
the StatePreparation method for generation of the b vector. In fig. 3.6 and fig. 3.7, the circuits are shown
with this method. The purple unitaries with |1) and |b) are generate by the StatePrepartion method and
not with actual unitaries in the form of U(6)|0) = |¢). This way also the implementation of the algorithm
can be simply verified. Due to the fact that with this approach the probabilities are exactly known, the
PSR is not needed. The standard optimizers used in Scipy optimize toolbox are both gradient-based
as gradient-free and since the results from this implementation of algorithm are exact, no uncertainties
are introduced during the evaluation of the gradients.

This approach is an intermediate step between the linear algebra approach on that of the quantum
implementation and is a good test for the post-processing method as shown in section 3.5. This instance
of the algorithm is verified by comparing the output of test runs to the exact results as obtained with
the linear algebra method. If an exact replication of the results is obtained, it is concluded that this
implementation also works correctly and the final step towards a full quantum implementation can be
made.

4.6. Quantum Implementation

Finally, a full guantum implementation of the algorithm is used. In this case |y) and |b) are constructed
with a parameterized ansatz, shot noise is used and the post-processing of the measurement data, as
explained in section 3.5, is used. Which ansatz is used for the generation of |1} can be freely chosen,
as it is a part of the algorithm that can be easily changed. The implementation of this algorithm is
verified by using the exact method from the linear algebra implementation. Due to the fact that now
shot noise is taken into account, the evaluation of the expectation values is no longer exact. This has
a strong effect on how the gradients must be evaluated. Even for gradient-free optimizers, where the
gradient is not explicitly used, one could expect that optimization would be less influenced by shot
noise. However, these optimizers also have a very difficult time optimizing the cost function.

For the gradient-based optimizers a PSR function is constructed which evaluates the gradient of the
cost function with respect to each parameter. This is done exactly as explained in section 2.11 and in
section 3.6.1 where the quotient rule for evaluating the PSR with a normalized cost function is explained.
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The addition of the PSR function makes the full quantum implementation computationally significantly
more expensive. For each additional parameter in the ansatz the gradient must be evaluated by using
at least two shifted angles, meaning that the number of circuit evaluations goes up drastically.

4.7. Adapted Cost Function

After initial testing, optimization of the standard and normalized cost function quickly becomes difficult
as the problem size increases. In an attempt to improve the trainability of the ansatz, a different ap-
proach is taken for the cost function. Often in classical methods a quadratic loss function in the form
of eq. (4.9) is used.

L = argmin|Ax — b|? (4.9)
X

In order to implement this type of cost function on a quantum computer one has to take into account
that the quantum state |x) is only proportional to the actual solution x. So a direct implementation of
eq. (4.9) is not possible. In section 3.8, a method for re-scaling of the classical solution was introduced
and this could potentially open up a method where the classical form can be used. The loss function
can be converted to one suitable for a quantum computer as shown below.

(Ax — b)? = (Ax)? — 2bAx + b2 22 (v |AT Alx) — 2(b|A|x) + (b|b) (4.10)
L = 22(x|AT A|x) — 24(b|A|x) + (b|b) (4.11)

Translating this into a cost function for the quantum implementation yields:

C = A*(x|ATA|x) — 2A(b|A|x) + 1 (4.12)

where |x) = U(6,,.)|0), 4 is the scaling coefficient used in retrieving the original non-scaled solution

andis equalto 1 = m. Using this additional term A as an extra parameter in the optimizer might be

able to outperform the standard or normalized cost functions.
An interesting point to note is that if 1 = % is used, the cost function as in eq. (4.12) translates
to the normalized cost function.

Another cost function which is tested, is one where the fidelity is used as a measure of overlap between
the quantum state prepared by the ansatz and the solution vector |x). Mathematically this results in a
cost function of the form C(8) = 1 — [(x|¥)|?, where |y) = U(8)|0). The fidelity is subtracted from 1,
to make sure that the solution is found when € = 0. In practice, using the fidelity as a cost function is
unfeasible to implement on a quantum computer due to two different reasons. The first is that it already
requires the solution in order to match the ansatz to this exact state. The second is that one also
already must know how to implement it with an ansatz. Knowing the exact solution vector |x) is one
challenge, but knowing how to construct it on a quantum computer makes it even more challenging and
this is exactly what is already required for the evaluation of (x|y). However, using such an approach
to see if the ansatz is trainable does give useful insights in the capabilities of the classical optimizer in
a somewhat ideal scenario. It shows whether an ansatz is capable of fitting to the given solution and is
comparable to a type of supervised learning. If this is not possible, it can be concluded that standard
cost function will also be difficult to use.

4.8. Extracting Quantum Information

Another difficulty of the VQLS algorithm is efficiently extracting useful information out of the quantum
state once the cost function has been optimized. In the original VQLS paper [10], the proposed ap-
proach to efficiently extract quantum information out of the system is by evaluating an expectation value
in the form of (x|M|x), where M is a measurable operator. However, finding a suitable operator M which
actually gives useful information is not trivial.

Itis possible to efficiently extract the amplitude of a single position in the domain. By using the Swap-
test it is possible to efficiently evaluate the fidelity in the form of (v,..r[i). By generating a reference
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state, which has zero amplitude everywhere and an amplitude of 1 corresponding to the position where
the solution is desired to be evaluated, it is possible to extract this information. An example of such a
vectoris v..r = (0,0, 1, 0) for the case of 2-qubits. By then evaluating the fidelity (v, r[1)) a measure of
overlap between the quantum state, prepared by the optimized ansatz and this newly created reference
state, the amplitude at this position is obtained. This can be done with the Swap-test as explained in
section 2.3. The circuit for a 2-qubit case is shown in fig. 4.3. Here the [y)-state, on qubits 1 and 2,
is the solution vector |x) obtained after optimizing the ansatz and the second state |v,..) = (0,0,1,0)
on qubits 3 and 4 is the reference state. By running this circuit a certain number of shots, an estimate
for |(Vref|¢)|2 is made. Since it is known that the amplitude will be a positive value, one can take the
square root of this number to obtain (v,..¢[1).
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Figure 4.3: Example of the Swap-test of for the 2-qubit case. The purple boxes for 1) and |v,.f) contain the unitaries to generate
the quantum states shown in the respective box.

Only obtaining a single amplitude this way might not seem that useful, however one can use other
properties of the solution to gain more information out of it. For example, the solution to —V?¢ = x has
its maximum around the x = 0.6 location along the domain. By using the fidelity with the quantum state
closest corresponding to this position, it is possible to extract the maximum amplitude at this position.
Since the value obtained with the above method is a normalized one, it can be re-scaled to the classical
maximum value by using ¢.,.x - |b| - 4. In the case of the Poisson equation solved here, a third order
polynomial can construct almost an exact fit over the classical solution, by using the 4 known data
points: ¢(0) =0, ¢(1) =0, ¢(xp,,,,) = max(¢) and dp(xy,,..)/dx = 0. max(¢) is obtained with the
Swap-test as explained above. With this approach, it is theoretically possible to reconstruct something
very similar to the classical solution, by only using one single amplitude of the quantum state.

This approach is of course problem dependent and will not work for any arbitrary problem. How-
ever, for this instance of the Poisson equation it can serve as a solution for efficient extraction of data
out of the quantum state in order to generate useful data classically.

Another reference vector which can be used to extract useful information, is the right hand side vector
|[b). This way one obtains a measure of energy when computing the overlap (b|x). As the number of
nodes in a problem increases, this measure of energy should converge to a fixed value. This measure
is not necessarily problem specific and might allow for a more general applicable for of date extraction.

4.9. Workflow of Solving the Poisson Equation
Now that the approach is layed out, a simple workflow of the VQLS algorithm is given.

1. Determine the type of Poisson equation that is being solved, the boundary conditions used, the
right hand side vector and the problem size (number of qubits). Once this is obtained the system
must be discretized to go from —V2¢ = f to Ax = b.

2. Decompose the discretized A matrix (and A2 matrix if required) in a linear combination of nor-
mal operators. For each decomposition a list of terms and corresponding coefficients must be
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obtained.

3. Normalize the right hand side vector and be able to reconstruct it as a quantum state U(0)|0) =
|b).

4. Select an ansatz to prepare U(8)|0) = |).

5. Select the number of shots required to evaluate the expectation values, the cost function and the
desired optimizer. If shot noise is used in combination with a gradient-based optimizer, the PSR
rule is required.

6. Generate angles for the ansatz used as the initial guess for the optimizer. The next sub points
show the internal loop in the optimizer:

6.1 For each term in the decomposition of A and A2 prepare the quantum circuits to evaluate
(Y147 1) and (b|A; ).
6.2 Obtain measurement data for the given number of shots.

6.3 Apply post processing of the data in order to obtain the expectation value for each individual
term.

6.4 Add all terms together to obtain (|A%|) = X,(Y|A?|y) and (b|A|Yp) = X(b|A;| ).

6.5 Compute cost value.

6.6 Continue onto next iteration of the optimizer until C = 0 or the maximum iteration number is
reached.

7. When the optimizer is finished, check if it converged sufficiently. If it converged properly continue
to the next step. If not, change hyperparameters such as:
» Number of shots used for the evaluation of the expectation values
+ Cost function
* Optimizer
* Ansatz

Method of Decomposition

8. Optional: Extract solution data and use U(6,,:)|0) = |x) to generate the solution state from the
optimizer parameters.
» Perform quantum state tomography to reconstruct quantum state |x) classically.
» Use an operator M to evaluate an expectation value in the form of (x|M|x).
* Use the Swap-test to extract energy or amplitude data in the form of (v,..|x).






Results

This chapter covers the presentation and discussion of the results obtained with the previously ex-
plained methods. First the classical solution is introduced, after which the results obtained with the
linear algebra implementation are shown. Due to the fact that this implementation took far less time
to run than the simulated quantum implementation, most results shown are obtained with this method.
Then the cost function landscapes and the variance of the gradients are layed out. This then leads to
a discussion on what influences the shape of these landscapes. Finally, the results of different cost
functions and run times of the different implementations are shown.

5.1. Classical Solution

To start off, first the classical (analytical) solution to the Poisson equation is given. The analytical
solution to —V2¢ = x, is obtained by simply integrating and using the boundary conditions ¢(0) = 0
and ¢(1) = 0. This results in ¢(x) = —§x3 + ix. Itis also possible to directly find the solution vector by
constructing the A-matrix, the b vector, setting up the linear system Ax = b and inverting the A-matrix
in a software such as Python. In fig. 5.1 the solution vector is shown for 2, 4 and 8-qubit problems.
Here the solution vector is normalized such that it will correspond to what is found as the normalized
quantum state |x) when using VQLS. As a result of the solution being normalized, the amplitudes will
decrease for increasing problem size. This already hints at a problem for the quantum implementation
of the VQLS algorithm. In order to correctly evaluate a quantum state, an increased order of accuracy
is required. In a later section of the results this is discussed in more detail.
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Figure 5.1: Normalized analytical solution for 2, 4 and 8 qubit problems (4, 16 and 256 nodes).
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Due to the fact that the right hand side vector f(x) = x is asymmetric, the final solution is also
asymmetric. In the case where a symmetric b such as b; = 1/N? would be used, the solution be-
comes symmetric, which can be easier to solve for certain ansatze. Now that the classical solution is
established, it is time to see whether obtaining these results by means of VQLS is also possible.

5.2. Linear Algebra Approach

The first implementation of the VQLS algorithm is done by first evaluating the exact quantum state
prepared by the ansatz, and then computing the cost by applying linear algebra as discussed in sec-
tion 4.4. This simple and quick method allows for easy testing of new concepts, without having to wait
a long time before results are ready. Even though this approach might not seem to add much com-
pared to the complete quantum implementation, it will indicate how difficult it is to train the ansatz, as all
other types of difficulties, such as shot noise and decomposition of the matrices, are removed from the
problem with this simplified method. Once the VQLS algorithm was implemented, it was first verified
by comparing it to results from literature.

5.2.1. Reconstruction Results Liu et al.

In order to test the linear algebra implementation of the VQLS algorithm, an attempt is made to recon-
struct the results of Liu et al. [44]. The results from the linear algebra method using the same QAOA
as used in their paper, are shown on the left in fig. 5.2, while the results by Liu et al. are shown on the
right in fig. 5.3. Here on the y-axis, the fidelity with the true solution vector |x) is shown. For a small
number of qubits, the curves look very similar. However for the 5 and 6 qubit case, the results by Liu et
al. have a higher fidelity compared to what is shown on the left. This can be a result of various factors.
Their algorithm does not take shot noise into account, which is a big factor when evaluating a quantum
circuit. However, this is also not implemented in the method used to obtain the results in fig. 5.2. A
reason for the differences could be the fact that they relied on a different classical optimizer. Initially the
same BFGS optimizer was used, however the success rate of obtaining high fidelity solutions with this
optimizer was relatively low and the SLSQP optimizer proved to work better. This indicates that there
are some differences between the two implementations, as for them apparently the BFGS optimizer
did work. Furthermore, their algorithm is written in ProjectQ, which is another open-source software
framework in Python for quantum computing. The coding of the current work is performed using Qiskit,
which is vastly different. It should not be expected that this is the cause for any differences, as the
implemented code should work identically. However, it could be possible that due to slight differences
in the implementation of state vector simulations between ProjectQ and Qiskit, discrepancies occur.
Finally, optimization for the implementation of the current work had trouble optimizing problems larger
than 4 qubits. With different hyperparameters, it is expected to have a better matching figure.

1
1.00
0.99 F —_— *
0.99 - o oqubt
0.98 —#— 3-qubit
0.98 —%——4-qubit
p / 5-qubit
0.97 5 —%— 6-qubit
0.97
2 o
> S 0.96 B
= ° S 4
% 0.96 i / 5
2 ]
0.95 E:]
0.95 1 E3
z
0.94 5
0.94 —e 2-qubit 2 3 4 5 6
=% 3-qubit Number of qubits
0.93 —%— 4-qubit 0.93
5-qubit
= 6-qubit 0.92 L L L L L
0.92 T T T T T T T T .
T 3 I . T . p ; 1 2 3 4 5 6 7 8
Number of layers Number of layers
Figure 5.2: Results with linear algebra implementation. Figure 5.3: Results by Liu et al. [44]

In the figure it can be seen that the fidelity reaches a maximum of around F = 0.992. This is
due to the fact that the QAOA, which they introduced in their work, is only capable of generating
symmetric quantum states. The maximum of (x[i), where |x) is the normalized solution vector and
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[¥) = U(Bopt)gaoal0) is the quantum state generated by the ansatz, turns out to correspond to this
value of F = 0.992. So Liu et al. use an asymmetrical ansatz to solve a symmetrical problem, which
can be a questionable practice.

5.2.2. HEA Solutions

Now that it is confirmed that the implementation of the algorithm is working, the next step is to verify
which problem sizes can be accurately solved. Rather than QAOA now the HEA, as is shown in sec-
tion 3.1, is used. Again the linear algebra method is used to obtain these results, so no decomposition
or any form of noise is taken into account. First, for each problem size the normalized classical solu-
tion |x) is computed. Which is used to evaluate the fidelity (x|y) between |x) and the quantum state
obtained with the optimized ansatz U(6,,.)|0) = |¢). This is done to get an indication of how many
layers are required in the ansatz for each problem size and how difficult the ansatz is to train. In order
to find the required number of layers, for each problem size first only a single layer is used. The next
step is to train the ansatz for 50 different random initialization of the ansatz parameters and keep track
of the highest fidelity achieved. If the achieved fidelity is not close to (x|y) = 1, another layer is added
and the process is repeated. By doing this a figure in the form of fig. 5.4 is obtained. The results are
shown for 2 to 6 qubit problems, the normalized cost function is used in combination with the SLSQP
optimizer. Here the PSR is not used, as all evaluations are exact and the standard built in methods for
the gradient evaluations are used. 50 random initialization with angles between —m and +r are used
for the ansatz and the highest fidelity after optimization is shown in the figure. Using the standard cost
function for these tests did not make any significant difference, as the expressibility is only depending
on the ansatz itself. The figure clearly shows that, as the problem size is increased the number of
layers required for achieving a certain fidelity also increases.
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Figure 5.4: Highest achieved fidelity (x|y) between the normalized classical solution and the quantum solution versus the number
of layers for the HEA.

In the figure it is also seen that for the larger problems, the number of layers and the maximum
fidelity initially does not necessarily increase. For example, in the case of 6 qubits and 4 layers the
highest fidelity obtained after optimization of 50 random starting points, was below F = 0.75. While for
the same problem with only 3 layers it was around F = 0.82. In theory this should not be the case,
as adding more layers of this specific ansatz increases the expressibility. This can indicate that the
optimizer has trouble finding good results when less than sufficient layers are used and that adding
more parameters makes the training of the ansatz parameters more difficult.

Another similar finding, which does not become clear from fig. 5.4, is that when an ansatz is used
with less than sufficient layers required to obtain the true solution, it is very difficult to find the optimal
solution. For example, with 5 qubits and 6 layers it is possible to achieve a fidelity of F = 0.999.
However, with a random initialization, the optimizer had a success rate of achieving this less than 1%
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of the time. While for the same 5 qubit problem with 8 layers the success rate is around 85% out of all
random initializations. For this case more than 50 runs where performed in order to get more accurate
percentages.

5.2.3. Number of Layers Versus Problem Size

Now that the number of layers required to reach a certain fidelity is obtained, the next logical step is to
look how this scales with problem size. Ideally the number of parameters in the ansatz should scale
logarithmically, while the number of nodes scales exponentially. Literature has shown that only ansatze
which scale logarithmically, in combination with a local cost function, are guaranteed to avoid barren
plateaus. In fig. 5.5, the number of layers and parameters required to reach (x|y) = 1 is plotted versus
the number of qubits. As a point of reference the number of nodes in a problem for each respective
qubit size is also shown. Here it becomes clear that the required number of parameters almost scales
identically to the number of nodes in a problem. Since only problems between 2 and 6 qubits are
shown, it is of course uncertain of how this would scale for larger problem sizes, but it is most likely
that trend would continue. If this actually is the case then this specific instance of the HEA would
scale exponentially in the number of parameters and thus not be suitable for the avoidance of barren
plateaus.
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Figure 5.5: Number of required layers, parameters and nodes versus the number of qubits. The number of layers and parameters
are the minimum to achieve an exact replication of the solution state |x).

Of course, for different ansatze this scaling can look completely different. Since the version of the
HEA used here is one of the most general ansatze, it is useful to see how it scales. An ansatz specifically
designed for solving this instance of the Poisson equation is likely to achieve a more favourable scaling
in problem size. However, designing such an ansatz is not a trivial task and would be problem specific.
Meaning that a slightly different problem could be incompatible to solve with that ansatz.

5.3. Results Quantum Implementation

From the results shown above, it was already assumed that the trainability of the ansatz with the quan-
tum implementation, will most likely be even more of a challenge. After initial testing, it can indeed be
confirmed that this is the case. A 2-qubit problem is doable to solve on a quantum device. However,
the trainability of the ansatz quickly starts to become a challenge as the number of qubits is increased.
For a 2-qubit problem, often times it is possible to achieve a fidelity in the order of F = 0.999 for both the
standard and normalized cost function, when 10,000 shots are used per evaluation for the expectation
value of the decomposed terms. An example is shown in fig. 5.6 for the 2-qubit case and the HEA with
2 layers, resulting in a total of 4 parameters. Here 10,000 shots are used during the optimization pro-
cess and a 100,000 shots are used to reconstruct the final quantum state. This result is achieved with
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the normalized cost function and the SLSQP optimizer using the PSR rule. This results could as well
have been shown for the standard cost function and any other type of optimizer, as the 2-qubit case is
solvable for a wide variety of hyperparameters. For example, similar results have been achieved with
the gradient-free COBYLA optimizer, which does not directly evaluate the gradients and thus does not
rely on the use of the PSR. Of course also a larger number of shots could have been used to achieve
a higher fidelity, however this comes at the cost of longer run times.

On the right in fig. 5.7 a result for a 3-qubit problem is shown. These results are obtained with the
HEA with 3 layers and 9 parameters in total. During the optimization procedure 100,000 shots are used
in combination with the normalized cost function. The final state as shown in the figure is reconstructed
with 100,000 shots. Again the PSR is used in combination with the SLSQP optimizer. This time a
very high fidelity with the normalized classical solution of F = 0.999 is achieved. This can partly be
attributed to the increased number of shots, but also due to luck with the random initialization of the
ansatz parameters. A large amount of these 3-qubit optimization procedures where performed and
most of them ended at a fidelity of around 0.8-0.95, meaning that this result was exceptionally high.
Nonetheless, it shows that it is indeed possible to solve the 3-qubit problem on a quantum computer.
The results for the 3-qubit case are obtained with the gradient based SLSQP optimizer. Other tests
were done with the gradient-free COBYLA optimizer, however this optimizer was not able to significantly
reduce the cost function and achieve any form of meaningful optimization.
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Figure 5.6: Result of a 2-qubit problem with the quantum imple- Figure 5.7: Result of a 3-qubit problem with the quantum imple-
mentation. During optimization 10* shots are used, while the mentation. During optimization 105 shots are used. The final
final quantum state is reconstructed with 105 shots. Fidelity is quantum state is also reconstructed with 105 shots. Fidelity is
F = 0.999. F = 0.999.

Attempts for larger qubit problems did not achieve such good results as shown above. The 4-qubit
problem is expected to require a number of shots in the order of 106-107 per term evaluation, which
becomes very expensive computationally. Several attempts for optimizing this problem with 4 layers
of the HEA and 1,000,000 shots have been done and the best result is shown in fig. 5.8. This is
obtained with the standard cost function and the gradient based SLSQP optimizer. The final value
for the cost function was C = 0.02, which corresponds to a fidelity of F = 0.883. Considering that
a random initialization of the standard cost function often results in a value between ¢ = 1 — 10,
a considerable amount of training has happened to the ansatz. The quantum state obtained after
optimization, does not exactly correspond to the normalized classical solution |x). If one would only
consider the value of the cost function Cs;gnaara = 0.02, it might seem as if the optimization has
succeeded, but this does not give any guarantee on whether a high fidelity with the true solution is
achieved. In this instance of the optimization the values of the two terms in the cost function are
(Y|A%|p) = 0.02421 and [(b|A[))|? = 0.00415. In the normalized cost function this corresponds to
Cnorm = 0.829, which gives a better indication at the true convergence, considering it on a scale
between 0 and 1. A single optimization costs several hours for these problem sizes and the majority of
the time waiting is spent at evaluating all the terms while computing the gradients with the PSR. From
these results it was concluded that solving even larger problems would not be successful and thus not
attempted.



52 5. Results

0.35 A

0.30 ~

0.25 ~

0.20 ~

¢ ()

0.15 A

0.10 ~

0.05
= Quantum

0.00 1 Classical

0.0 0.2 0.4 0.6 0.8 1.0
x(-)

Figure 5.8: Result of a 4-qubit problem with the quantum implementation. During optimization 10° shots are used. The final
quantum state is also reconstructed with 105 shots. The final value of the standard cost function was Cs¢angara = 0.02, while
the fidelity is F = 0.883,

An interesting point to note about the quantum implementation, is that when exact probabilities instead
of shots are used (i.e. an infinite number of shots), results are exactly the same as with the linear
algebra implementation. For example, when the simplified method and the quantum implementation
with exact probabilities were both initialized with the same angles and optimizer, the final results would
be identical. This also indicates that the quantum implementation is correct and that the simplified
model can be used to obtain results faster and try out different approaches in order to save time.

5.4. Cost Function

The main difficulty while solving the Poisson equation by means of VQLS is the trainability of the ansatz.
As shown in the previous section, optimization of the 2 and 3-qubit problem is doable. While for 4
or more qubits, it practically becomes impossible unless a very large number of shots is used. The
trainability of the ansatz primarily depends on the so-called cost function landscape. If this landscape
has a smooth shape with large gradients, the cost function is easy to optimize, but if the gradients are
small it can become a very difficult task. A logical next step is to investigate what this cost function
exactly looks like and what determines the shape of its landscape.

5.4.1. Cost Function Landscape

To get a better understanding of why optimization of the cost function is so difficult a reconstruction
of the cost function landscape is made. The cost function landscape is a k-dimensional landscape,
where k is the number of parameters in the ansatz. By only selecting two out of all the parameters,
this landscape can be visualised in three dimensions by having the cost on the third axis. Due to the
cyclic nature of the rotation gates in the ansatz, when plotting these two angles in the range between
—n and 4+ on the x and y-axis and plotting the cost on the z-axis, a periodic shape of the cost func-
tion landscape is obtained. First the optimized ansatz parameters are found which correspond to a
quantum state where C(6,,;) = 0. Then only the first two parameters are varied, while the rest is
kept constant. For both the standard and normalized cost functions, different combinations of the two
parameters which are plotted on the x and y-axis were tested, but this did not make any significant
differences to only using the first two ansatz parameters. The general shape of the landscape is very
similar for any two combinations of ansatz parameters.

What this cost function landscape looks like for 2, 3 and 4-qubits is shown in fig. 5.9 for the standard
cost function and in fig. 5.10 for the normalized cost function. For these results again the HEA ansatz
is used with 2, 3 and 4 layers for the respective 2, 3 and 4-qubit problem sizes. Furthermore, these
results are obtained with the linear algebra approach. Similar plots have also been constructed with
the quantum implementation and showed identical landscapes. The figures are made by discretizing
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6; and 6; in 40 different nodes, resulting in a total of 1600 points to construct the landscape. For the
standard cost function it is clear that there are large gradients present. For all cases the landscape
remains 'hilly’ with large and smooth gradients. However, looking from case to case it does become
clear that the maximum of the landscape reduces. It might seem as if the cost function is easy to
minimize with such a landscape, however it is still a very difficult task. This is due to two reasons.
First, the landscape suffers from local minima, making it very difficult to find the true global minimum.
Secondly, the landscape close to the solution has a very flat shape, meaning that even when one is
close to the actual solution, it is still very difficult to exactly find the angles corresponding to the true
solution.

2 qubits 3 qubits 4 qubits

Figure 5.9: Landscape of the standard cost function for 3 different problem sizes.

The landscape for the normalized cost function as shown in fig. 5.10, looks completely different from
the standard cost function. Rather than having large gradients, here the majority of the landscape is
completely flat and the solution lies at the bottom of a deep well. This immediately reminds of the
phenomena of barren plateaus. Barren plateaus are defined as regions in the cost function landscape
where the variance of the gradients vanishes exponentially in the number of qubits, which seems to
be the case here. For the 2-qubit problem, the gradients further away from the solution are still clearly
pointing towards the well. However, for the 3-qubit problem this is already much less and for the 4-qubit
problem most of the landscape looks completely flat, apart from very close to the well. This phenomena
only becomes worse for larger problem sizes.

2 qubits 3 qubits 4 qubits

0.8
0.6 Cost
0.4
0.2

Cost
0.6

Figure 5.10: Landscape of the normalized cost function for 3 different problem sizes.

The results shown above were all obtained with exact simulations, however when one was to imple-
ment VQLS on a NISQ device, noise is introduced. As expected, noise makes the whole optimization
process much more difficult. Figure 5.11 shows a noisy cost function landscape for a 4-qubit case.
Here only 100 shots are used to exaggerate the effect of shot noise. Normally, one would use a much
larger number of shots, but in that case the effect would not be as clear on a figure like this. Nonethe-
less it does show why optimizing with noise is more complex. In exact conditions the landscape away
from the gorge is almost flat, but there are still small gradients present which can be used to find the
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true minimum. However, when noise enters the picture, the amplitude of the noise can be significantly
larger than the small gradients that are present, meaning that optimization effectively becomes impos-
sible. The only way to circumvent this is by increasing the shot number such that the shot noise is
smaller than the value of the gradient.

1.0

Cost

Figure 5.11: Noisy landscape of a 4-qubit problem. Here only 100 shots are use in order to better show the effect of noise on
the landscape.

The above discussion does only mention the effect of shot noise. During hardware runs on a quan-
tum device, various other forms of noise are introduced such as implementation error when rotating
qubits or quantum decoherence. These types of noise will not be reduced when increasing the number
of shots and solutions must be found on the hardware side of quantum computing. During optimization,
this has the effect that the landscape becomes even more noisy and distorted, meaning that optimiza-
tion becomes even more of a challenge.

5.5. Vanishing of the Gradients

In order to investigate the phenomenon of vanishing gradients and barren plateaus, the variance of
the gradient versus the number of qubits and number of layers is investigated. The variance of the
gradients in the cost function is used as a measure of barren plateaus and gives a good indication
of how ’flat’ a higher dimensional cost function landscape is. In order to construct such a figure, 200
random samples are taken and the gradients of the cost function are evaluated with respect to a certain
ansatz parameter. The variance over these 200 gradients is computed and plotted versus the number
of qubits. The results are shown in fig. 5.12 and are obtained with the linear algebra method, where the
gradients are evaluated by using the PSR. This means that an exact value of the gradients is obtained
and no shot noise is present. In the figure on the left, results are shown for the standard cost function
and on the right for the normalized cost function. For all results the HEA, consisting of two layers, is
used. As can be seen in the figure for the standard cost function, it has a relatively large variance of
the gradient and a second order fit is very suitable to approximate the reduction in the variance. This
means that the vanishing of the gradient in problem size is not exponential, as what is used in the
definition of barren plateaus. Even for a 7-qubit problem the variance is still valued in single digits.
For the normalized cost function this is again a completely different story. It should be noted that the
y-axis is plotted on a log scale. Here a first order curve fit is applied, which slopes down with a value
of —2.82. Meaning that for each additional qubit, the variance of the gradients is reduced by around
a factor of e2® ~ 16. Knowing this, it is logical why the trainability of the ansatz reduces so quickly in
problem size. For the 4-qubit problem the variance in the gradient is already more than to two orders
of magnitude smaller than for the 2-qubit problem. For both cost functions the results have also been
obtained while changing the ansatz parameter at which the gradient is evaluated. This does not have
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a noticeable effect on what the general trends look like.
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Figure 5.12: Variance of the gradient versus the number of qubits for the two cost functions. Two layers are used for all problem
sizes.

The results above only show the changes of variance of the gradients in the number of qubits. But
another interesting piece of information to look at, is seeing how the variance scales in the number
of ansatz layers. For each increase in problem size, additional layers in the ansatz are required in
order to achieve sufficient expressibility of the ansatz, in order for it to be able to construct the desired
quantum state. Any increase in the ansatz expressibility is expected to be detrimental to the variance
of the gradients, as it requires the complexity and depth of the quantum circuit to be larger. In fig. 5.13
the results are shown for the 2-qubit case and in fig. 5.14 for the 6-qubit case. The 2-qubit case shows
that adding more layers does not make changes to the variance of the gradients for both the standard
and normalized cost function. Changing the parameter at which the gradients are evaluated does not
make a noticeable difference in the shape of the curves.
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Figure 5.13: Variance versus the number of layers for the standard and normalized cost function. 2 Qubits are used for all layers.

For the 6-qubit case in fig. 5.14, it is clearly shown that there is a downward sloping trend as the number
of layers increases for both the standard and the normalized cost function. A second order fit is added
to both figures, to indicate at which rate it is sloping downward. From these two figures it seems as if
for the 6 qubits case, the variance of the cost function gradient would continue to slope downward as
more and more layers are added. However, it does seem to asymptotically reach a limit.
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Figure 5.14: Variance versus the number of layers for the standard and normalized cost function. 6 Qubits are used for all layers.

The results obtained in the figures above do indicate that the reduction of the variance in gradients
is only present for larger problem sizes. However, looking at the required number of layers for the
ansatz to reach a sufficient level of expressibility for the 2 and 6-qubit cases, there might be a different
reason behind it. For the 2-qubit case only 2 layers are required in the ansatz in order to construct the
normalized classical solution. For the 6-qubit case, this value is 11 layers. It might be the case that after
the required number of layers is reached, the variance of the gradients does not significantly reduce
when more layers are added. For the 5-qubit case, 6-7 layers are needed. In fig. 5.15 the same figure
is shown, but now for a 5-qubit problem. Here the trend is more clear for the standard cost function,
but is also present in a milder form for the normalized cost function. It can be seen that initially the
variance starts out at a relatively large value and as the number of layers is increased, it reaches a
certain lower limit. This seems to be achieved around 7-8 layers, which is also around the limit where
the ansatz becomes the best trainable. When more layers are added after this point, the variance of
the cost function gradient seems to not decrease further.
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Figure 5.15: Variance versus the number of layers for the standard and normalized cost function. 5 Qubits are used for all layers.

A potential method for obtaining the required amount of layers for an ansatz to achieve a sufficient
expressibility, might be by looking at the variance of the gradients in the number of qubits. As the
expressibility is increased, it seems that the variance keeps reducing. Until a point is reached where
the Hilbert space, which is spanned by the ansatz, is saturated and the variance reaches a lower limit.
However, to conclude this more research in this direction should be done.
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5.5.1. What Shapes The Cost Function Landscape?

Now that it is known that the normalized cost function suffers from an exponentially vanishing gradient in
the number of qubits, it is interesting to investigate why this occurs. By looking at the figures regarding
the variance of the gradients in the previous sections, it can be seen that the scaling in the number
of qubits is especially detrimental for the trainability of the normalized cost function. But what causes
this? The normalized cost function is defined as:

_ I(blAI)I?
(W|A%]Y)

So the only terms that influence the cost function landscape are (y|A2|ip) and |(b|A|¥)|?. By looking
at how these values scale when the number of qubits is changed, it might be possible to conclude why
the gradient vanishes.

c) =1 (5.1)

In fig. 5.16 various terms, obtained with classical methods, relevant to the cost function are plotted
versus the number of qubits. The plot on the left shows how the term (x|A?|x) (and |(b|A|x)|?) scales.
Here itimmediately becomes clear why the vanishing gradient occurs. As the problem size is increased,
both terms in the cost function become exponentially smaller in size. On the y-axis only (x|A?|x) is
mentioned, but since the cost function only equals zero when (x|A4%|x) = |(b|A|x)|?, the same values
also hold for the |(b|A|x)|? term at the solution.

The slope of the first order approximation results in -2.68, which is close to the value of -2.82 as
was found in fig. 5.12. It should be noted that the value of -2.82 was obtained by doing 200 random
initialization of the ansatz parameters and can thus change depending on the different runs. On the

right hand figure various other terms are plotted. These are the 1 = term used for the scaling

(b|Alx)
of the normalized solution. xA2%x corresponds to the classical equivalent of (x|4?|x) to indicate how
solving the classical solution scales. The term |b|, which is the normalization factor of the right-hand
side vector and finally the condition number k of the A-matrix is shown. Here an important point is that,
for the classical term xA?x, the A-matrix with the 1/h? scaling is used. While for all quantum terms, such
as in (b|A|y), it is defined without the 1/h? scaling. This is done since in the quantum implementation
the scaling does not affect the trainability of the ansatz, thus does not have any added benefit of adding
to the terms.
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Figure 5.16: Scaling of various terms versus qubit size. In the left figure the scaling of the cost function term (x|A?|x) is shown.
While on the right other terms such as A, the classical counterpart xA42x, the normalization factor |b| and the condition number
K are shown.

In the figure on the right it is shown that the slope of the condition number is 1.36. However, the
slope for (|A?|y) is almost twice as large. This stems from the fact that the matrix occurs squared in
this term and has the effect that the slope on the log scale doubles. For the standard matrix A it holds
that Ax = Ax, where A here refers to an eigenvalue and not the scaling term. For a squared matrix it
holds that:
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A%x = A(Ax) = Adx = A1(Ax) = 2%x (5.2)

Meaning that the terms in the condition number are squared for the A2 matrix as compared to the 4

matrix. As a result, the slope for the condition number of 42 is twice that of A and results in 2.72. This
number is very close in size to that of the -2.68 found for the (x|4?|x) term and the difference can be
attributed to the fact that |x) is a normalized vector. For a normalized vector, the square of the individual
terms sums to one, meaning that the sum of the non-squared terms actually is larger than one when
not squared. As the vector gets larger, this effect becomes stronger and the steepness of the slope is
slightly reduced. The slope for k is positive on the right and negative for (x|4%|x) on the left due to the
fact that for the A matrix without the 1/h? term, the smallest eigenvalue keeps decreasing.
This troublesome scaling of (x|4%|x) also explains why in the quantum case the accuracy is more of a
problem than in the exact linear algebra case. For each increase in problem size, the required accuracy
to accurately capture the expectation value of the terms in the cost function, increases by roughly a
factor of e?® ~ 16. Leaving hardware noise outside of this discussion, it is known that the relation
between the error ¢ and the number of shots is inversely related by € « \/iﬁ where N is the number
of shots. This means that to reach an accuracy in the same order as the terms in the cost function
corresponding to the solution, a number of shots proportional to N « Elz = e is required. This
relation is shown in fig. 5.17 and makes it very clear that it becomes effectively impossible to solve
the Poisson equation with this implementation of the VQLS algorithm for problems larger than 4 qubits
when shot noise is included. Since the requirement for the number of shots is too large to evaluate in
a reasonable amount of time.
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Figure 5.17: Number of shots required to reach an accuracy in the order of the terms in the cost function at the solution versus
the number of qubits.

5.5.2. Scaling of the A-matrix

As mentioned in the previous sub-section, classically one solves for the matrix A* = A/h?. Since on a
quantum computer only normalized states are used, rescaling of A does not make any difference in the
approach. In the end, one is only evaluating an expectation value in the form of (|4;|y), where 4; is
a normal operator. For example in the normalized cost function it becomes clear immediately why this
does not have an effect:

_ KplaT)? 1 [(bIA/R?[)I* _ 1 h* [(plAI)® _ 1 (blAIp)I?
(W|A2 ) (Y142 /h* ) h* (1A% |) (W|A%[p)

Thus rescaling of the matrix, classically does have an effect on the eigenvalues, however on a
quantum computer this is not the case. That means that it also does not influence the cost function
landscape and will not help with improving the trainability. The individual terms are scaled in size as
the factor of 1/h? is added, however, this only has the effect of changing the scale of the cost-axis in a

Crorm(0) =1 (5.3)
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cost function landscape and does not actually change the shape of the landscape itself. Thus also for
the standard cost function this does not make an effect on the ansatz trainability.

5.5.3. Convergence of Cost Function Terms

Further investigation of the convergence of the terms (¥|A?|y) and |(b|A|)|? can also lead to greater
insights in why the optimization is difficult. When the cost function is equal to zero, it must be that
(Y|A%|Y) = [(b|A[p)|?, for both the standard and normalized case. During an exact state vector
optimization this cost function is always valued larger than zero, meaning that during optimization
(Y|A%|p) > |(b|AJ)|? holds. Since for the normalized cost function the landscape is mostly flat for
larger problem sizes, this indicates that (1p|42|1p) > |(b|A|¥)|?. By running the optimizer for a certain
problem and keeping track of the individual terms during optimization at each iteration, the progression
of the terms is followed.

A general example of this is given in fig. 5.18 and fig. 5.19. Here results for a 3-qubit problem with
3 layers of the HEA are shown. Results are from the exact method with the SLSQP optimizer. Both
figures show results from the same optimization procedure. On the left the individual terms (1|42 |y)
and |(b|A|y)|? are tracked versus the L2-norm with the error and the fidelity with the final solution vector
|x). The L2-norm is taken of the error between the quantum state |y) and the normalized exact solution,
which was computed beforehand. The fidelity is defined as (x|y) and indicates the amount of overlap
between the quantum state and the solution. On the right the value for the standard and normalized
cost functions are shown with the L2-norm and the fidelity.

In the figure, it becomes clear that only when (1p|A2|y) and [(b|A|)|? are very close together, the
L2-norm of the error starts to reduce significantly. After around 2500 iterations the fidelity starts to get
very close to 1 and around this mark the L2-norm with the error starts to reduce significantly. At around
the same iteration, the value of the normalized cost function is still relatively high at around C = 0.8.
While the standard cost function is already close to two orders of magnitude smaller at around ¢ = 0.01.
From these figures it is also clear that the statement about (1|42 |y) > |(b|A|y)|? indeed is correct.
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Figure 5.19: Convergence of the standard and normalized cost

In fig. 5.20, the values of the terms are plotted during the optimization process of a 4-qubit problem. The
results shown here are obtained with an exact simulation where no shot noise is taken into account.
Again, only when the two terms (|4%|y) and |(b|A|)|? are very close together the L2-norm starts
to reduce. Regarding the fidelity, it looks like after around 1500 iterations, it reaches a high value of
above F = 0.95. However, if one would plot the vector of the quantum state at that iteration and would
compare it to the true solution, there would still be significant differences. Another difficulty that this
figure shows, is that the optimizer runs for too long. Only considering the fidelity, optimization could
have been stopped at around 2500 iterations. More than half of the iterations are after this point, which
only marginally improves the final fidelity. After around 4000 iterations the L2-norm starts to quickly
drop, which can also indicate that the optimization is at a sufficient level. However, neither the fidelity
nor the L2-norm is possible to efficiently extract during the optimization procedure. So the only reliable
option is to wait until the optimizer has reached a sufficiently low cost function value, which can be
difficult to judge as different problem sizes have different fidelities at the same cost value.
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Figure 5.20: Convergence of the terms for a 4-qubit problem.

5.6. Shot Noise and Accuracy

Including shot noise during the optimization procedure results in another difficulty. As shown in previous
sections the absolute value of the terms (y|A?|y) and |(b|A|x)|? reduce exponentially in the number
of qubits. Meaning that an increasing number of shots is required to achieve a sufficient accuracy.
However, there is an additional difficulty in finding the number of shots required to achieve a certain
accuracy. This is due to the decomposition in the form of A = Y, c;A;. During the computation all the
individually evaluated terms will be multiplied by their respective coefficient and added to the total. This
means that any error in the computation of 4;, will be multiplied by c;.

In the decomposition of 4 this is not that big of a problem, since here all the coefficients are either
plus or minus one, apart from the 1®™ operator which is multiplied by 2. The decomposition of the A2
matrix contains coefficients with values of -4. This leads to the fact that the errors in these terms is also
multiplied by 4. After adding and subtracting all the individual terms, multiplied with their respective
coefficients, this means that some terms have much larger errors than others. Even though the relative
errors of the individual terms can be very small (order of 0.1%), the total error of the combined terms
can be several orders of magnitude larger.

An example for the 2-qubit case is shown in table 5.1. Here the operator indicates A4;, the coefficient
indicates the ¢; terms, E.4, indicates the exact evaluation of (x|A4?|x), Enoisy @ noisy evaluation of
(x]AZ%|x) with 10,000 shots, the absolute error is determined by |Eexact-Enoisyl, While the relative error
is computed by eq. (5.4). Small differences in the absolute error and relative error can be present due
to the rounding applied in the table. The results shown here are of course randomly obtained and each
different evaluation of 10,000 shots for all the terms in the decomposition will yield different outcomes.

E .
Relative Error = 100 | (1 - M) (5.4)

exact

In the table it can be seen that the largest total error is 0.011 for the Io_ term and the largest relative
error occurs for the 0-state and is 2.65%. The overall error is 0.019, which is similarly to the largest error
of the individual terms. However, the relative error of the final value is 10.28%. Which is around 4 times
as large as the largest individual error. This is primarily due to the multiplication with the coefficient,
which increases the error. This relative error becomes a larger problem for larger qubit sizes as the
absolute value of the (x|4%|x) and |(b|A|x)|? terms goes down. For the 2-qubit case this value is
(x]A%|x) = 0.181818...., and having an uncertainty of +0.01 does not make a significant difference in the
total value. However, for the 5-qubit case this value is (x|4%|x) = 0.00013 and having an uncertainty
of £0.01 in this case yields the evaluation completely useless. As this time the error is several orders
of magnitude larger then the expectation value itself.
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Table 5.1: Evaluation of terms in the decomposition of A2 for 2-qubits. The exact value, value with shot noise obtained after
10,000 shots, absolute error and relative error are shown.

Operators I loy lo_ ol o_1 o,o_ o_o, O-state 1-state Total
Coefficient 6 -4 -4 1 -4 1 -4 -1 -1 -
Eexact 1 0461 0461 0.448 0448 0.339 0.339 0.097 0.218 0.182
Enoisy 1 0454 0472 0.456 0440 0.336 0.335 0.094 0.218 0.201
Absolute Error | 0 0.007 0.011 0.008 0.008 0.003 0.004 0.003 0.001 0.019
Relative Error | 0 1.50 2.41 156 1.87 1.03 1.44 2.65 0.31 10.28

The [(b|A[)|? terms have smaller coefficients and thus the total error in the evaluation is on average
smaller than that of (|42 |y). After all, it still holds that if the number of shots is increased, the error
will be reduced. However, the effect as described above leads to the fact that a larger number of shots
is required to reach a certain accuracy as what would be initially expected.

Another aspect where this becomes a problem, is during the evaluation of the cost function close to the
solution. The final value of the terms in the cost function is a very small number and if the uncertainty
due to an insufficient number of shots is as large as the value itself, negative numbers can result as
an output. In the case for the normalized cost function this means that if the (y|A4?|y) term becomes
slightly smaller than zero, the cost value itself can quickly increase in value and blow up in size. This is
due to the fact the term is in the denominator and quickly causes the total fraction to become larger. At
the beginning of the optimization procedure the effect of the relative error is of less importance, but once
one it is getting closer and closer to the true solution, inaccuracies in the evaluation of the expectation
values can cause random spikes in the cost function landscape. When far away from the solution, this
is less of a problem, since then the absolute values of the two terms are larger and a small error has a
less significant influence.

To demonstrate this effect the (x|4?%|x) term is evaluated at the solution for the 2 and 3 qubit case with
the noisy quantum implementation. This is repeated 1,000 times for 3 different numbers of shots. Then
for each case a curve fit is constructed and shown in fig. 5.21 for the 2-qubit case and fig. 5.22 for the
3-qubit case. For the 2-qubit case the optimized value for (x|A%|x) = 0.1818. It is clear that when only
100 shots are used, a significant portion of the tests resulted in a negative value. When 1000 shots
are used, this number is already much lower and for the 10,000 shots case it is extremely unlikely to
find a negative term. This also indicates why the 2-qubit case can be optimized with only 10,000 shots.
For the 3-qubit case on the right it is a different story. The optimized value for (x|A%|x) = 0.020, which
lies much closer to zero. For the cases with 102, 102 and 10* shots the number of negative outputs is
relatively large. Only when more than 10° shots are used, is the chance of obtaining a negative value
around 2 standard deviations away from the mean.
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Figure 5.21: Histogram with curve fit for a 2-qubit problem eval-  Figure 5.22: Histogram with curve fit for a 3-qubit problem eval-
uated 1000 times for different shot numbers. uated 1000 times for different shot numbers.
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5.7. Extracting Quantum Information

As mentioned in section 4.8, it might be possible to efficiently extract classical information out of the
quantum solution in order to reconstruct the solution vector. It should be noted that this only works if the
shape of the solution is known beforehand and a polynomial fit of the correct order is made through the
known points. The standard optimization procedure as mentioned in the linear algebra approach will
be used to obtain the results. In order to extract a value close to the maximum value of the solution, the
x = 0.6 position is used. This is found by determining the location of the quantum state corresponding
closest to x = 0.6. For the 2-qubit case this is state 3 ', for the 3-qubit case state 4 is used, for the
5-qubit problem state 19 is used. Figure 5.23 shows the error between the estimated maximum value
of the solution obtained from the Swap-test with 100,000 shots and the classically computed maximum
value. As can be seen errors well below 1% are achieved. An example of the 5-qubit case is shown in
fig. 5.24. Here the exact solution is compared to the third order polynomial fit. The L2-norm between
these two states results in a value of 0.0045. For all problem sizes below 5-qubits the L2-norm of the
error is below 1072, indicating that this approach indeed works well for approximating the solution.
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Figure 5.23: Error in the estimated maximum amplitude ob-
tained from the Swap-test with 105 shots. Figure 5.24: Solution shown for a 5-qubit problem

Another way of extracting useful information is by using the reference vector v, = |b). This way one
measures the overlap (b|x), which can be regarded as a measure for the energy in the system. This
is a measure of the fidelity between the two states and is also evaluated by using the Swap-test. As
the problem size is increased this value for the energy should converge to a certain value. Figure 5.25
shows how the term (b|x) converges as the number of qubits is increased. Here it is clearly seen that
the value converges to around (b|x) =~ 0.838.
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Figure 5.25: Fidelity (b|x) for different problem sizes.

"Here the third state refers to the third position. For a 2 qubit problem this results in the vector (0,0,1,0).
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5.8. Adapted Poisson Equation

Now that it is known that the standard Poisson equation is indeed quite difficult to solve, the adapted
form of the Poisson equation might give better results. First the scaling of the cost function terms
is shown in fig. 5.26 for different cases of —V2¢ + c¢p = x, where c is being varied. Here ¢ = 0
corresponds to the original problem, for which (x|A?|x) exponentially decreases in problem size. When
c is increased, the exponentially decreasing behaviour is not present anymore and starts to approach
a limit of c2. This means that, at least in theory, no exponentially increasing amount of accuracy is
required to obtain the solution.
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Figure 5.26: Scaling of the (x|AZ|x) term for the adapted Poisson equation with different values of c.

By constructing the cost function landscape it can be verified whether this actually makes the problem
better solvable. Plotting the landscape for various different coefficients will allow for easy visual com-
parison. Rather than a 3D surface plot now a 2D contour plot is used, to better indicate the changes
between the different functions. In fig. 5.27 the cost function landscape is shown for 6 different coeffi-
cients, which are shown in the title of the subplots. These range from a very extreme case of ¢ = 100
back to ¢ = 0. What was expected is indeed the case, when the coefficient is large the gradients in the
landscape are also large.
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Figure 5.27: 2 Dimensional view of the normalized cost function landscape for 6 different values of ¢ in =V2¢ + c¢ = x.

By just looking at the above figure, one could quickly conclude that the solution of ¢ = 0 and that of
¢ = 100 lie extremely close together, and it should be easy to move between the two. However, this is
not the case. There is actually a difference between them, which is shown in fig. 5.28. As the coefficient
becomes larger, the parabolic solution curve shifts more and more to the right and approximates a
linearly increasing curve, excluding the boundary conditions. This means that one is actually obtaining
a slightly different solution when using the adapted form. It is possible to first optimize for a larger value
of ¢ and then slowly reduce it towards ¢ = 0 in order to obtain the solution to the original problem.
However, this is again a non-trivial problem to solve. Reduce c too quickly during optimization and the
benefit of larger gradients cannot be fully used. Reduce ¢ too slowly and the optimizer will think it is at
a minimum, or the process will take a relatively long time.
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Figure 5.28: Solution of the adapted Poisson equation for 6 different coefficients.

The same figure, as was made for the normalized cost function, can also be made for the standard
cost function. This one is shown in fig. 5.29. Now only ¢ = 1 and ¢ = 0 are shown, since the contour
plots themselves do not differ so much. The only notable difference is the upper limit on the color bar
next to the figure. In the case of ¢ = 1, the maximum is around 20, while for the ¢ = 0 case it is only
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around 12, clearly indicating that the overall gradients are larger.

-V +1p=x —V2¢ + 09 = x

0

Figure 5.29: 2 Dimensional view of the standard cost function landscape for ¢ = 1 and ¢ = 0 in =V2¢ + c¢ = x.

The approach of using the adapted Poisson equation might seem similar to rescaling the A-matrix as
shown in eq. (5.3), such that the same scalar as in classical methods is obtained, which did not work.
However, the main difference here is that the previous approach relied only on scaling the complete A-
matrix, which basically corresponds to evaluating the expectation values of the individual terms (| A4; )
and then multiplying with their respective coefficient. Here the limiting factor is that the error which stems
from the initial expectation value also scales with the multiplication factor in front of it. So making this
number much larger or smaller does not have any noticeable effect, as the error scales with it as well.
In the case for the adapted Poisson equation , the A matrix itself is actually changed and thus becomes
easier to solve for a different reason.

5.8.1. Morphing of Poisson Problem

One method to still be able to obtain the original solution to the Poisson equation, is by slowly morphing
the adapted equation back to the standard Poisson equation. This can be done by varying ¢ based
on a predetermined number of iterations or cost function values. Another method would be to vary ¢
based on a function depending on the iteration number. However, both of these approaches suffer
from the fact that each different problem size would require a different speed at which c is varied. For
smaller problems, the gradients are larger and ¢ must be varied more quickly. For larger problems, the
gradients are smaller and ¢ must be varied more slowly.

The main difficulty is that this approach only works with a correct reduction in ¢ during the optimiza-
tion procedure. If ¢ is reduced too quickly, the optimizer will not keep track of the local minima it is in at
the moment and it will effectively only solve the original Poisson equation, where ¢ = 0. If c is reduced
too slowly, the optimizer might think that it is at the true global minimum and stop the procedure. This
can be prevented from happening, by only forcing the optimizer to stop when ¢ = 0, but this can lead to
a very large number of iterations, meaning that the optimization procedure takes an unnecessarily long
amount of time. After testing various method with changing ¢ based on: iteration number, cost value,
number of function evaluations and gradient values, no solid approach was found where optimization
could be improved over just using the standard or normalized cost function.

5.8.2. Morphing of Adapted Problem Cost Function

The problem of manually changing ¢ can be avoided by added ¢ as an extra parameter for the optimizer.
This way the optimizer itself varies the coefficient. By introducing a cost function in the form of eq. (5.5)
it is guaranteed that the minimum is obtained only when ¢ = 0. In this process c is also used as the
coefficient for the adapted Poisson equation as in —V2¢ +c-¢ = x. One restriction for this cost function
is that a lower bound of ¢ = 0 must be set. Otherwise the optimizer will immediately try and make c as
negative as possible in order to minimize the overall cost function. By setting a lower bound of ¢ = 0
for the optimizer on this specific parameter, this is prevented.
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This cost function is tested between 2 to 6 qubit problems with the linear algebra method. For the 2
and 3 qubit cases optimization always succeeded. An example for the 4-qubit case is shown in fig. 5.30.
Here the value of ¢, the cost as defined in eq. (5.5) and a result with the normalized cost function are
shown. The results shown in the figure for the two cost functions are using the same initial ansatz
parameters. It is clear that this adapted form gets to a lower cost value earlier than the normalized
cost function. However, in total a very similar amount of iterations is needed before convergence is
reached. Generally the 4-qubit problems where slightly faster with this adapted form of the normalized
cost function than the original form. For the 5-qubit problems generally the same performance was
found. However, sometimes the optimizer failed to find the true solution for ¢ = 0. An example of this
is shown in fig. 5.31. Here a 5-qubit case is shown and eventhough the cost is significantly reduced,
near the end the optimizer has trouble finding the true minimum for ¢ = 0 and the coefficient stays at a
non-zero value.

co) =1 (5.5)
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Figure 5.30: Cost function values and c values versus itera-
tion number shown for a successful optimization procedure with  Figure 5.31: Results shown for a successful optimization pro-
eqg. (5.5). cedure with eq. (5.5).

During tests with a 6-qubit problem, no successful results were obtained. What happens in most
cases is that the optimizer realises it can reduce the coefficient c = 1 to ¢ = 0 immediately and as a
results the gradients become significantly smaller, as it is now solving the original problem. One could
prevent this by first setting a limit on the value of ¢, but then similar problems for reducing the coefficient
as in previous sections result. Another problem with this approach is that apart from optimization of the
ansatz parameters, the optimizer now also has to solve for ¢, which affects the complete landscape.
So any change in c will result in different optimal values for the ansatz parameters. When ¢ becomes
closer to zero, again the gradients become smaller and smaller and often times the optimizer stops
before C = 0 is reached. Similarly to the previous section, this approach was not useful in improving
ansatz trainability and obtaining any improvement over the standard method.

5.9. Combination of Cost Functions

Since both the standard and normalized cost function itself have advantages and disadvantages, a
combination of them might prove to be a good result. The standard cost function initially has large
gradients, which become smaller and smaller is one gets closer to the solution. For the normalized
cost function this is the other way around, where only close to the solution the gradient is large. The
following sub-sections show various approaches for different types of cost functions.

5.9.1. Morphing Between Cost Functions

Morphing of the cost functions during the optimization procedure can be done by adding an additional
coefficient and using a linear combination of the standard and normalized cost function, as shown in
eq. (5.6). Here the coefficient c is used to go from one type of cost function to another. In order to
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initially benefit, from the properties of the standard landscape and near the end of the optimization
procedure from the normalized landscape, ¢ should be decreased from 1 to 0.

Ctotal =cC- Cstandard + (1 - C) ) Cnormalized (5-6)

An example of what this would look like for a cost function landscape is shown in fig. 5.32. Here the
landscape is shown for a 3-qubit problem. By initially making use of the high gradients of the standard
cost function, it might be possible to get close enough to the well as found in the normalized cost
function.

1'Cstd + O'Cncrm 0-1'C5td + 0-9'Cnurm O'Cstd + l'Cnorm

0.98
0.96Cost
0.94
0.92
0.90

Figure 5.32: Morphing of the cost function landscape for 3 different coefficients.

In the scenario where the cost function values are reduced during morphing, it must happen at such
a rate that the minimum is not being lost, which means that one would have to keep track of the rate at
which ¢ is changed. As mentioned in the previous section, this is not a trivial task. By adding ¢ as an
extra parameter to the optimizer, it is not required to manually change the parameters. Now the cost
function is slightly changed as shown in eq. (5.7). Here the ¢ is added at the end, to make sure that
Ctotar = 0 only holds when ¢ = 0 as well. Again ¢ must be bounded by zero such that it cannot attain
negative values. This way the optimizer itself will gradually reduce ¢ over time and does not require
the need for any manual or function based changes to c.

Ctotal =c: Cstandard + (1 - C) : Cnormalized +c (5-7)

However, with this approach again the same difficulties as with eq. (5.5) were found. For smaller
problems the cost function actually converges, but for larger problems the optimizer has troubles finding
the true minimum for ¢ = 0. This is caused by the same reasons as mentioned in the previous section.

5.9.2. Switching Cost Functions

A slightly different, simpler method which actually seems to be effective is to initially start the optimizer
while using the standard cost function and switch to the normalized cost function once a certain cost
target has been achieved. This "switch” cost function benefits from the initial high gradients in the stan-
dard cost function and from the high gradients close to the solution in the normalized cost function.
Since no morphing takes place during optimization, it is not as difficult for the optimizer to find its way
through the higher-dimensional landscape. Initially the standard cost function is used. When a certain
threshold for the cost is achieved, the cost function is switched to the normalized cost function. During
testing, a threshold of Cs;ynaarqg = 0.01 is used. This value was chosen after testing for the threshold
in the range of € = 0.5 to € = 0.001 was performed. In this range, C = 0.01 generally performed the
best and was thus chosen. Again, for larger problems most likely the threshold should be reduced as
the size of the well in the normalized cost function reduces as the problem size increases. Thus, the
result from the standard cost function should be closer and closer to the true solution as the problem
size is increased.

Testing of this method has been done for 2, 3 and 4 qubits with the HEA with 2, 3 and 4 layers re-
spectively. Simulations are done with the exact linear algebra method, in combination with the SLSQP
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optimizer. Results are shown in table 5.2 for the standard cost function, normalized cost function, the
lambda cost function which is explained in the next section and the switch cost function. 50 random
ansatz initializations are used to gather the data. So all cost functions are tested with the same 50
random initializations, such that a fair comparison is made. In table 5.2 the average number of cost
function evaluations during the 50 optimization procedures are shown. The success rate of the different
cost functions is counted as the percentage where the final fidelity of the prepared quantum state [i)
and the true solution |x) is larger than 0.99. In the table it is shown that the switching cost function has
an average number of function evaluations between that of the standard and normalized cost function.
Even though the standard cost function has the lowest number of evaluations, for a 4 qubit problem
it is shown that the success rate is significantly lower than the other methods. This is due to the fact
that local minima can occur and that the gradients near the solution are very small. For the 4-qubit
problem, the achieved success rate for the switch cost function is the highest scoring one, while also
taking less evaluations than the normalized cost function. This indicates that switching between the
two cost functions is a suitable approach and can be used to achieve convergence faster than with just
the standard or normalized cost function. Another advantage of this method is that the implementation
is not difficult and only requires setting a threshold at which the type of cost function which is evaluated
is switched.

5.9.3. Cost Function Lambda Coefficient
Testing with the cost function as shown in eq. (5.8) showed that this cost function indeed works when
A is added to the optimizer as an extra parameter. For 2 and 3 qubit problems A always converges

tod = I This in itself is an interesting finding, but does not give any additional information, as

the term (b|A|x) is evaluated during each cost function iteration. Due to the different nature of the cost
function it might still give an advantage over the standard or normal cost function.

C = A*(x|ATA|x) — 2A(b|A|x) + 1 (5.8)

In table 5.2 the average number of cost function evaluations over the 50 runs is shown for each cost
function. Here it is clear that the lambda cost function required the most cost function evaluations.
However, it also does have a higher success rate than the standard and normalized cost function. This
shows that it is a potential alternative to the standard and normalized cost function, but it does require
more resources to obtain the same results.

Table 5.2: Average number of function evaluations required for various cost functions. Success rate is determined by percentage
of runs achieving a final fidelity with the normalized solution |x) of F > 0.99.

‘ Average Iterations Success Rate Average Iterations Success Rate Average Iterations Success Rate

2 Qubits 2 Qubits (%) 3 Qubits 3 Qubits (%) 4 Qubits 4 Qubits (%)
Standard Cost 87.1 100 552.4 100 2805.1 28
Normalized Cost 139.6 100 699.1 100 6052.7 58
Lambda Cost 181.7 100 892.3 100 6400.4 66
Switch Cost 105.1 100 580.2 100 5767.1 72

5.10. Fidelity Cost Function

Using the fidelity as a cost function can be regarded as a type of supervised learning. By using
C(8) = 1 — |(x|y)|?, the solution vector |x) has to be known and prepared on a quantum computer
prior to running the algorithm. This only makes it useful to implement if one wants to prepare the same
state with a different ansatz. Assuming it is known that U(6)|0) = |x), then it is possible to use the
fidelity to train a different ansatz V(0) to also prepare the same |x) state. This is a relatively specific
tasks, which does not help for finding the solution to the Poisson equation. However, it can be used to
see whether it is possible to train the ansatz when the solution is given. If this generally does not work,
then it can also be expected that training the same ansatz with another cost function, which does not
directly contain solution information, also will not work.

Testing of this approach is done with the linear algebra method, in combination with the HEA and
SLSQP optimizer. To see if the fidelity actually performs well as a cost function, first the cost function
landscape is reconstructed. In fig. 5.33, the shape is shown for 2, 4 and 8 qubits. Here the landscape
is shaped around the solution to show how the parameters influence the shape. For the 2, 4 and 8
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qubit problem, 2, 4 and 30 layers of the HEA are used. Normally the 8-qubit problem would be very
challenging to solve, even with the linear algebra approach, as the gradients become extremely small.
However, this time with the fidelity as a cost function measure, it is actually possible to obtain meaningful
results. In the figure, it immediately becomes clear that the landscape near the solution is independent
of the problem size. This makes it seem as if a larger problem would be just as easy to solve as any
smaller problem. If the landscape keeps maintaining large gradients, it is possible for the optimizer to
find the correct direction towards the solution.
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Figure 5.33: Landscape of the fidelity cost function ¢ = 1—|(x|y)|? for 2, 4 and 8 qubits. The center of the landscape corresponds
to the solution.

However, when looking at the variance of the gradient for this cost function, a different story is told.
In fig. 5.34 it is shown how the variance of the cost function gradient scales for the fidelity cost function.
The same process is used as for the previous variance plots. For the normalized cost function a slope of
around -2.8 was found, while for the fidelity only a slope of around -1.1 is obtained. This is a significant
difference and explains why it is possible to solve larger problems when the fidelity is used as the cost
function.
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Figure 5.34: Variance of the cost function gradient versus the number of qubits when € = 1 — |(x]|y)|? is used.

This result does seem contradictory with the results obtained in the landscape figure. How can the
landscape stay the same, while the variance of the gradients keeps reducing? This is explained by the
fact that, as the problem size is increased, the number of parameters in the ansatz also increases. For
the 2 qubit case with 2 layers only 2 - 2 = 4 parameters are used, while for the 8 qubit case with 30
layers 8 - 30 = 240 parameters are used. In fig. 5.33 it is seen that, if one is close to the solution for
all parameters, the landscape is very similar. However, when the parameters are randomly initialized,
the chances that some of the parameters are far away from their respective optimized value becomes
larger. This in effect reduces the gradient of any other parameter in the ansatz. For example, if any
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of the 240 parameters in the 8 qubits case is not close to their optimized value, the landscape as in
fig. 5.33 will not reach 0, but have a higher minimum. This means that the gradients for the parameters
are smaller. So the cause why a decreasing variance is found is that, when more parameters are used,
the chance that any of them is far away from the solution increases and that in effect causes a decrease
of the gradients for the other parameters.

For each additional qubit, the number of nodes doubles. This means that the slope for the number of
nodes equals In(2) = 0.69. However, the slope for the variance actually decreases with -1.1, which
means that for each additional qubit the variance decreases with a factor of around e~ ~ 0.33. So the
number of nodes gained with an extra qubit does not scale in proportion to the decrease of the variance
of the fidelity cost function gradient. Meaning that relatively speaking, one has to spend exponentially
more resources when solving larger problems. However, comparing it to the scaling of the condition
number of the A-matrix (which was 1.36), the scaling of the variance of the gradients is actually less
severe than the degree at which 4 is approaching singularity.

5.11. Solution Sensitivity

Once the solution state |x) has been found, the problems do not end. So far only the software part of
the VQLS algorithm has been discussed, but hardware also plays a huge role when such an algorithm
would be implemented on a NISQ device. The output of the classical optimizer is given in a set of
parameters which correspond to quantum gate rotation angles and in order to reconstruct the quantum
state proportional to the solution vector they must be used in the preselected ansatz. The implementa-
tion of these rotation gates is not completely exact due to noise. In order to investigate how significant
this inaccuracy is, a short study is done on the influence of rotation noise and shot noise. After the op-
timized ansatz parameters are found, the quantum state is reconstructed with and without shots noise.
In order to simulate noise to the angles in the ansatz, noise data is sampled from a normal distribution
with u = 0 and o = 0.01, such that 6 = 6,,; + Oppise, Where 0,45, ~ N(0,0.01). Here the 0.01 value
is chosen based on literature. Most literature on the accuracy of gates is specified in fidelity of gener-
ating a quantum state and not on the uncertainty on the rotation which is applied to a gate. Currently
fidelities in the order of 99.9% are achieved and for simplicity this is translated to an uncertainty of 0.01
degree in the quantum rotation. Having a larger standard deviation in the normal distribution results in
larger deviations from the intended rotations in the ansatz, while a smaller standard deviation has the
opposite effect.

In fig. 5.35 results for testing of the sensitivity near the solution for 2, 3, 4 and 5-qubit problems are
shown. Results are shown for the exact case without noise added to the rotations, the exact case with
noise added and 3 cases using noise on the rotations and shot noise. Each data point in the figure
is the average of 50 runs with different noise sampling from the normal distribution. As can be seen
the exact case without noise has F = 1 for all problems and L2-norm =~ 0. When noise is introduced
the fidelity starts to reduce and the L2-norm of the error with the exact solution increases. Various
number of shot noises are used to indicate which effect has a larger influence. As the number of shots
is increased the limiting factor becomes the noise applied to the rotations of the ansatz. Even though
this only has a small influence on the final fidelity, it does increase with problem size and might become
a more significant problem when more qubits are used.

5.12. Run Time

Finally, some of the run times taken to evaluate a cost function with the different approaches are anal-
ysed. Here the methods between the exact linear algebra approach and the quantum implementation
with various numbers of shots will be analysed. In fig. 5.36 the time required to evaluate the normalized
cost function a single time is shown versus the number of qubits. The time shown here is only counting
the time spent evaluating the cost function itself. All time spent constructing the matrices, vectors and
decomposing the A and A? matrices is done beforehand and not taken into account. For all cases
the HEA is used with 2, 3, 4, 7, 11 and 19 layers for the respective 2 to 7 qubit sized problems. The
first plot show the linear algebra approach without using a decomposition. This means that with this
approach, after the quantum state [i) is obtain from the ansatz a direct multiplication with the matrix
A is done, rather than using a decomposition in terms of A;. The approach with the decomposition is



5.12. Run Time 71

1.00 4 0.30 4+ —— Exact, No noise
—\\ Exact, Noise
—— 1le2 Shots
0.99 1 0259 1e3 shots
—— 1le4 Shots
0.20 A
— 0.98 4
z :
T c 0.15 A
=}
= 0.97 - 3
Exact, No noise 0.10 1
Exact, Noise
0.96 4 —— 1e2 Shots 0.05
—— 1e3 shots /
—— 1led4 Shots 0.00 4
T T T T T T T T
2 3 4 5 2 3 4 5
Qubits (-) Qubits (-)

Figure 5.35: Fidelity and L2-norm of the error with exact solution shown for exact and noisy methods and different shot numbers.
The 2, 3, 4 and 5-qubit problems, use the HEA with 2, 3, 4, and 7 layers respectively.

shown in the plot in the center. On the right, the quantum implementation using different shot numbers
is shown. The linear algebra implementations are by far the fastest, with having cost evaluation times
in the order of tenths of milliseconds. The linear algebra approach with the decomposition included is
taking more time, since now each individual term in the decomposition is evaluated and then only at the
end added, instead of computed in one single matrix vector product. For the quantum implementation,
the evaluation is taking much more time and takes in the order of seconds for a single cost evaluation.
This is mostly due to the generation and execution of all the individual quantum circuits corresponding
to the terms in the decomposition. Just by looking at the times required to perform a single cost function
evaluation, it becomes clear why the quantum implementation takes so long to evaluate.
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Figure 5.36: Time required for evaluation of a cost function with three different approaches for 2 to 5 qubit problems.

Another interesting aspect is the time required to obtain the gradients when evaluating the PSR with
the quantum implementation. These results are shown in fig. 5.37. Here the evaluation of the PSR is
plotted versus various number of qubits, for different shot numbers. 2, 3, 4 and 7 layers of the HEA
are used for the 2, 3, 4 and 5 qubit-problems. The required time to evaluate is exponential in problem
size, as the result is almost a straight line on the log scale.
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Figure 5.37: Run time for the evaluation of the PSR for different number of shots.

In table 5.3 the data from the figure is shown in a table for more clarity. The results shown here
are in seconds. The PSR primarily requires an exponential amount of time due to the increase in the
number of parameters. For each parameter the gradient is computed by evaluating the cost function
two times, meaning that it is directly related to the number of parameters in the ansatz.

Table 5.3: Time required to compute the full gradient vector by means of PSR with the quantum implementation using various
numbers of shots.

Qubi Shots | 102 100 10t 108 106
(Parameters)
2@ 018 016 034 254 2047
3 (9) 090 096 1.84 1095 12549
4 (16) 447 462 660 3255 35889
5 (35) 2683 27.79 3520 116.05 1132.17



Conclusions & Recommendations

This chapter covers the conclusions, drawn from the results as shown in the previous chapter. First the
general findings are discussed, after which the research question and sub-questions are answered.
Finally, a list of practical challenges hindering an efficient VQLS implementation is given.

6.1. General Findings

For smaller problems the VQLS algorithm is capable of finding the solution to the one-dimensional
Poisson equation, with Dirichlet boundary conditions and an efficient decomposition of the A-matrix,
into raising and lowering operators. However, the trainability of the ansatz quickly becomes a problem
when the number of qubits is increased. So it can be concluded that it is indeed possible to solve
the Poisson equation by means of VQLS, but whether it brings any benefits over classical methods is
another questions. In theory it is possible to also solve problems with 4+ qubits, however this would
required an immense number of shots in order to achieve the required accuracy during the evaluation
of the cost function terms. Considering the fact that classical approaches are currently several order
of magnitude faster, a lot of improvement has to be made before VQLS can compete with classical
methods.

The main cause of the difficulties during training is the fact that the cost function terms (x|A?|x)
and |(b|4|x)|?> become exponentially smaller as the problem size is increased. In order to resolve this,
the number of shots required to accurately evaluate the different terms in the decomposition, becomes
exponentially large, which affects the total run time of the algorithm. There are methods to improve the
trainability of the ansatz. These often require understanding of the problem and tweaking for different
problem sizes, which makes them not suitable for general use cases. Examples of these are morphing
of the cost function landscape by introducing extra parameters to the optimizer or adapting the original
Poisson equation to make the problem better solvable. However, when adapting the original Poisson
equation, the problem at hand is changed and should be at some point be morphed back to the original
problem.

During the thesis it is found that the very simple linear algebra approach, which only relies on gen-
erating the quantum state with an ansatz in Qiskit and then using classical matrix-vector products to
evaluate the cost function, brings identical results as the quantum implementation of the algorithm. The
advantage of this simplified approach is that it is several orders of magnitude faster than the quantum
implementation and can thus save a significant amount of time. This is very useful when new ideas are
tested, since the waiting time before results are ready, is not as long.

It should be kept in mind that the results shown here are specific to the ansatze used and an ansatz
specifically designed for solving the Poisson equation might provide better results. However, the scaling
of the individual terms inside of the cost function are inherent to the problem at hand and thus will not be
altered by a different ansatz. So, it is not expected that these problems will completely be solved by a
different ansatz. Another very important point to note is that all results shown in this work are obtained
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using Qiskit, which is an open-source quantum software development kit, which simulates quantum
computers. Throughout this whole work it is assumed that Qiskit correctly simulates the quantum
processes. However, any discrepancies between the working of quantum hardware in the real world
and simulations will not be shown here. Thus the trainability of quantum computers on hardware might
behave differently as what is obtained in this work.

6.2. Research Questions
Before the main research questions is answered, first the sub-questions are covered:

Sub-question 1: Does the VQLS algorithm suffer from barren plateaus when an efficient decomposi-
tion consisting of raising and lowering operators is used?

Analysis of the results indeed showed barren plateaus for the normalized cost function while using a
decomposition in raising and lowering operators. For the standard cost function, these plateaus are
not present. However, this cost function still is not capable of obtaining solutions for larger problem
sizes, as local minima are present and the gradient becomes very small in the vicinity of the solution.
An interesting thing to note, is that identical results are obtained for a quantum implementation and a
simplified linear algebra approach. Since the full quantum state is rotated into the Bell basis and the
normalized cost function in fact suffers from Barren plateaus. It can be concluded that the decomposi-
tion into raising and lowering operators, indeed behaves as a global operator and is affected by barren
plateaus. This means that the algorithm, most likely will not be useful to solve larger instances of the
Poisson equation in the future, unless a method is found to circumvent the problem of barren plateaus.

Sub-question 2: What causes vanishing of the gradients for certain cost functions?

Investigation of why barren plateaus occur, required an analysis of how the individual terms in the cost
function scale in problem size. The scaling of the terms used in the cost function seems to be a problem
unavoidable when solving the Poisson equation by means of VQLS and could potentially also be ex-
tended to other problems. In the case of the one-dimensional Poisson equation with Dirichlet boundary
conditions the terms (1|42 |y) and |(b|A|y)|? vanish exponentially in the number of qubits. Meaning
that as one increases the problem size, the number of shots required to achieve a sufficient accuracy,
increases exponentially. This has the effect of the algorithm requiring an exponential amount of time
to run and makes it, in its current state, slower than its classical competitors.

Sub-question 3: Can changes to the cost functions help improve the trainability of the ansatz?

Adapted forms of the cost function, either directly or indirectly by altering the problem, can bring advan-
tages by improving the trainability of the ansatz. However, these often have to be tweaked specifically
for a certain problem size and might still suffer from barren plateaus. One method, which does seem to
perform well is one where initially the standard cost function is used and is switched to the normalized
cost function after a certain threshold in the cost value is reached. This method does however, require
tweaking of the threshold value. Other approaches often worked for smaller problems, but again did
not yield good results when the problem size is increased to 5+ qubits. Using the fidelity as a cost as in
C = 1— |[(x|y)|?, does perform significantly better than the standard or normalized cost function. Here
the downside is that it requires the solution |x) to already be implemented on a quantum computer,
which is generally not known a priori.

Sub-question 4: How can information of the quantum state be efficiently extracted and used classi-
cally?

Generally the method to extract quantum information once the solution vector |x) is obtained, is done
by evaluating (x|M|x), where M is some operator giving useful information about the problem. Finding
an operator which actually gives useful information is not a trivial thing. The approach tested in this
work, where a third order polynomial is used based on the boundary conditions and solution shape to
fit to the data, is an efficient way to classically reconstruct the quantum state. By using the Swap-test to
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extract quantum information on a single amplitude, crucial data is found with limited resources. How-
ever, this approach is problem specific and might coincidentally work very well for this instance. For
other problems where the solution is highly irregular, simply fitting a polynomial might not be suitable
in order to find a high fidelity solution. Another possibility is using the fidelity (b|x) as a type of energy
measure for the problem. As the problem size increases, this number converges to a certain value.
This shows that it is indeed possible to gain useful information in an efficient manner out of the quantum
state |x).

Research question: What are the practical challenges when solving the Poisson equation by means
of the Variational Quantum Linear Solver?

For small problems the VQLS algorithm is capable of finding the solution. However, as the number
of qubits increases, the dramatic scaling of the required number shots makes it, in its current state,
nonsensical to use over classical methods. In the future when problem specific ansatze or new forms
of cost functions are discovered, it might become a relevant algorithm, but in its current state there are
too many difficulties. Even in an exact state vector simulation, without using shot noise, hardware noise,
matrix decompositions and exact reconstructions of the quantum state, it is still extremely challenging
and time consuming to solve problems containing 6 or more qubits. The main challenges are the scaling
of the cost function terms (1|42 |y) and |(b|A[)|?, which become exponentially smaller as the number
of qubits is increased. This does seem as a problem inherent to solving the Poisson equation with
normalized vectors and overcoming it thus seems like a very difficult task. Since the effect of scaling
is so significant, it does occur regardless of the ansatz used. As a result, another practical challenge
is the number of shots required to achieve a sufficient accuracy on the evaluation of the cost function.
This scales exponentially in problem size and thus leads to a very slow algorithm. Finally, another
practical challenge is that of implementing |b). This state must be prepared by another ansatz such
that U(6)]0) = |b) for an arbitrary vector b. Finding the correct angles 8 is a difficult task to do, as it is
not straight forward to train such a state on a quantum machine.

6.3. Recommendations for Future Work

After analysis of solving the Poisson equation with an efficient decomposition, various recommenda-
tions for future work can be made. First of al, since it is the most significant effect, the scaling of the
terms (Y |A?|y) and |(b|A|)|? should be further investigated. These cause the occurrence of barren
plateaus and should be resolved before other parts of the problem are covered. For instance, if one
finds an ansatz which is ideal to solve the Poisson equation, then sooner or later it will still be a problem
regarding shot noise to evaluate the algorithm with sufficient accuracy due to the scaling of the terms
in the cost function. The most probable way to avoid this, is by finding a different cost function, which
relies on different terms that do not scale so badly. The influence of other hyperparameters is also not
expected to resolve this problem, as those only will help with other parts of the problem and not the
scaling of the terms inherent to the used cost functions. The list shown below gives some more ideas
and problems relevant to investigate during future work.

6.4. Difficulties of the VQLS Algorithm

Implementing a VQLS algorithm still has various hurdles that have to be overcome. Below a brief list
is given.

+ Barren Plateaus: The main difficulty while solving problems by mean of VQLS, as shown in
section 5.4 and section 5.5, is that of barren plateaus. These plateaus make an ansatz close to
impossible to train and would require an exponentially increasing number of shots in the problem
size in order to achieve a sufficient accuracy.

» Barren Plateaus can only be avoided with a local cost function in combination with a shal-
low ansatz: When the ansatz scales linear/polynomially in problem size, then barren plateaus
will still occur, as discussed in section 2.9.3. A simple implementation of the hardware efficient
ansatz seems to scale linearly in the number of nodes, meaning that it scales exponentially in the
number of qubits, which will run into barren plateaus.
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Extracting useful information out of the quantum state is challenging: getting useful infor-
mation out of VQLS is a difficult task. One could measure the overlap with an inner product by
using the Hadamard- or Swap-test, but it can be challenging to extract useful information this
way. Reconstructing the state with quantum tomography is an expensive tasks, where the num-
ber of shots scales with 0(1/€2). Furthermore, extracting vectors with negative numbers cannot
be done. This work layed out an approach of efficiently extracting amplitudes at certain locations
along the domain and using a measure of the energy as in section 4.8 and section 5.7.

Efficient decomposition: Efficient decomposition of the A matrix is not possible in combination
with local cost functions. Section 2.8 showed various forms of decompositions. The number
of terms with a Pauli decomposition scales exponentially in the number of qubits. Even though
such a method would allow for local cost functions, it rules out potential speedup. Decomposi-
tions which use non-Hermitian observables can have a very efficient scaling of 0(1) terms in the
number of qubits. But so far all these efficient decomposition rely on global operators and will
suffer from barren plateaus. Ideally to solve this problem, a type of local cost functions must be
found, which works for global operators.

Noise Induced Barren Plateaus: Shot noise and noise coming from quantum gates also induce
barren plateaus, as was covered in section 2.9.4. Especially hardware noise will be a very difficult
problem to circumvent. Error mitigation solutions are not working against these types of barren
plateaus.

Preparation of the |b) State: In most articles it is assumed that |b) is efficiently prepared by
a unitary. However, apart from trivial cases, constructing the unitary is a difficult task for larger
vector sizes. Generation of the right-hand side vector as a quantum state is covered in section 3.2.

Computing Inner Products: Using the Hadamard-Overlap test requires the use of controlled
unitaries as explained in section 2.3. These are prone to requiring a large amount of non-local
gates, which have low fidelity on NISQ hardware. Furthermore, they lead to deep circuits that
scale polynomial/exponential in the number of qubits, as shown in section 3.1. Again this most
likely results in barren plateaus.

Level of entanglement throughout the algorithm must be limited: The ansatz must have a
sufficient level of entanglement in order to allow for the generation of the desired quantum state,
however, in doing so one will also induce barren plateaus. Thus an ideal ansatz has enough
entanglement to generate the quantum state corresponding to the solution, but a low enough level
of entanglement to avoid barren plateaus. In section 2.9 a review on expressibility, entanglement
and barren plateaus is covered.

Achieving results is challenging even in ’perfect’ conditions: Even when shot noise, hard-
ware noise, decomposition of matrices and exact vector representations of the quantum states
are used, the solvable problem sizes are still orders of magnitude smaller than what is achievable
classically. This might be an effect of quantum computing still being in its infancy stages, but a
lot of progress has to be made before problems of a meaningful size can be solved. The results
clearly showed in section 5.2, section 5.3, section 5.4 and section 5.5, that obtaining good results
is a challenge even in optimal conditions.

Scaling of expectation values in problem size can be a problem inherent to VQLS: As
has been shown in section 5.5.1, the individual terms in the cost function become exponentially
smaller in the number of qubits. This might be an inherent problem of solving linear systems by
means of VQLS and might be impossible to avoid.

Solving only a single of the above points can be a very difficult task and even solving only one of

them, is not sufficient for VQLS to be able to solve problems of meaningful size.
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