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Frequency Domain Identification of Multirate Systems:
A Lifted Local Polynomial Modeling Approach

Max van Haren!, Lennart Blanken'2 and Tom Oomen

Abstract— Frequency-domain representations of multirate
systems are essential for controller design and performance
evaluation of multirate systems and sampled-data control. The
aim of this paper is to develop a time-efficient closed-loop
identification approach for multirate systems in the frequency-
domain. The developed method utilizes local polynomial mod-
eling for lifted representations of LPTV systems, which enables
direct identification of closed-loop multirate systems in a single
identification experiment. Unlike LTI identification techniques,
the developed method does not suffer from bias due to ignored
LPTV dynamics. The developed approach is demonstrated on a
multirate example, resulting in accurate and fast identification
in the frequency domain.

I. INTRODUCTION

Multirate sampling is becoming more relevant due to
increasing performance requirements and system complexity,
for example in sampled-data control [1], or networked con-
trol systems [2], where multiple interacting loops are sam-
pled at different rates. The multirate sampling results in Lin-
ear Periodically Time Varying (LPTV) dynamics [3]. Control
design techniques for multirate systems are hampered due to
the lack of Linear Time Invariant (LTI) properties.

Frequency-domain representations are an important role
for performance evaluation and control design of LTI sys-
tems, e.g., as is used in manual loop-shaping techniques [4]
and parametric identification [5]. Frequency-domain repre-
sentation is typically done by Frequency Response Functions
(FRFs). The major benefit of FRFs is that they are non-
parametric, i.e., no prior knowledge about the system is
necessary to identify FRFs. Additionally, FRFs are directly
determined from input-output data, identified fast, and in-
expensive [6]. Finally, FRFs enable the direct evaluation of
stability, performance and robustness margins [7].

Frequency-response methods for performance evaluation
and control design of LTI systems cannot be directly ap-
plied to LPTV systems, since, in contrast to LTI systems,
the frequency separation principle does not hold [8], [9].
Consider for example multirate systems, where a single
input frequency influences multiple output frequencies, and

This work is part of the research programme VIDI with project number
15698, which is (partly) financed by the Netherlands Organisation for
Scientific Research (NWO). In addition, this research has received funding
from the ECSEL Joint Undertaking under grant agreement 101007311
(IMOCO4.E). The Joint Undertaking receives support from the European
Union Horizon 2020 research and innovation programme.

1The authors are with the Control Systems Technology Section, De-
partment of Mechanical Engineering, Eindhoven University of Technology,
Eindhoven, The Netherlands. m. j.v.haren@tue.nl

2Lennart Blanken is with Sioux Technologies, Eindhoven, The Nether-
lands.

3Tom Oomen is with the Delft Center for Systems and Control, Delft
University of Technology, Delft, The Netherlands.

1,3

a single output frequency is influenced by multiple input
frequencies. In [10], [11] equivalent LTI representations are
used to identify LPTV systems, however they do not consider
frequency-domain representations or closed-loop systems.
Alternative frequency-domain representations for sampled-
data control are developed in [12], [13], and include the Per-
formance Frequency Gain (PFG) [14], which can readily be
used for performance evaluation. The equivalent description
of the PFG for multirate control is developed in [8]. However,
identification of the PFG requires a model of the high-rate
plant, which is not trivial to identify, or an identification
experiments for each individual input frequency is necessary,
which is time-consuming. Hence, no time-efficient methods
to identify frequency-domain representations of closed-loop
multirate systems are present.

Although multirate systems and controller implementa-
tions are broadly used, systematic frequency-domain iden-
tification techniques for these implementations are not yet
available. The aim of this paper is to develop a fast,
accurate, and inexpensive frequency-response identification
approach for closed-loop multirate systems. The key idea
to overcome the lack of the frequency-separation principle
is to use time-invariant representations of LPTV systems
[3], [15], that are capable of representing LPTV systems
in the frequency domain. The time-invariant representations
transform an LPTV system into a larger dimensional LTI
system by lifting over time or frequency. Additionally,
Local Polynomial Modeling (LPM) [6], that exploits local
smoothness of transfer functions, is employed to identify the
time-invariant representations of LPTV systems in a single
identification experiment. Furthermore, a high-rate plant and
the PFG for multirate systems are determined using the
identified time-invariant representations through an inverse-
lifting procedure. The contributions include:

C1 Single experiment identification of time-invariant rep-
resentations for LPTV systems by lifting input-output
data and applying LPM (Section IV).

C2 The use of these time-invariant representations to iden-
tify high-rate plants and the PFG for multirate systems
operating in closed-loop, e.g., for the use in sampled-
data control systems (Section V).

C3 The developed framework is validated on a closed-loop
multirate example (Section VI).

II. PRELIMINARIES

In this section, the notation used in this paper and a
description for LPTV systems are presented.
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Fig. 1. Multirate feedback structure for system identification considered in
this paper, with downsampler S, low-rate controller K, a multirate zero-
order-hold reconstructor #,, and high-rate plant Pj,.

A. Notation

Considered systems have n,, inputs and n, outputs. All
systems are discrete, and the frequency response is denoted
with G(e?“). Sampled discrete-time signals are denoted as
vin], with discrete time n € {0,1,...,N — 1}, and N
the total amount of samples. The operator ¢ is the forward
shift operator, i.e., qv[n] = v[n + 1]. Discrete-time Fourier
transforms of signals are given by V (¢*), with w € [0, 27).
The discrete-time Fourier transform based on finite amount
of samples wy = %’k, Vk € {0,1,...,N — 1} is given by
the Discrete Fourier Transform (DFT) [6, Section 2.2.2]

1 N—-1
_ Z V[n}e—jQka/N’
\/N n=0

with k the k’th frequency bin. The (i, j)’th element of matrix
A is denoted as A[; ;) and the conjugate transpose as A,

B. Description of LPTV Systems

The input-output behavior of LPTV system G, pry (g, n),
evaluated at time n, is given by the impulse response [3]

= ;Mi[n]q_iu[n], W

= Grprv(g,n)uln]

where the matrix coefficients M;[n] € R"™*"™ are F-
periodic functions, i.e., M;[n] = M;[n + F.

IIT1. PROBLEM FORMULATION

In this section, the problem considered is presented. First,
the problem setup is given. Second, the problem associated
to the identification of FRFs for multirate systems is shown.
Finally, the problem addressed in this paper is defined.

A. Problem Setup

In this paper, the multirate feedback control structure in
Fig. 1 is considered, where the plant P}, is sampled on a high-
rate wsp = 2—” , operating in closed-loop with a stabilizing
controller K ; on a low-rate ws; = i’r. The sampling
times of the low- and high-rate are related by h; = Fhy,
with F' € N. Note that more than two sampling rates are
possible, however, they should have a common divisor. The
downsampler and multirate zero-order-hold reconstructor are

defined in [16] and [8], respectively.

- = T T ]
y ! ' '
= 1 1
fg 0.5 ! ! .
1 1
cz‘%? 0 ! i ¢
1 _ 1 _ 4
0 35 = 160 7 =320 80
Frequency [Hz]
Fig. 2. Y, (=) and Rj (=) for the multirate system with F' = 3.

B. Frequency-Domain Representation of Multirate Systems

Consider the multirate closed-loop structure as in Fig. 1,
where the output y;, can be described as

Yn = JrprV Th, (2)
which is given in the frequency domain as

Ya(eh) = Pu(e7" ) Ry (7) = Pu(e""") Izom ()

F-1
) 1 . ) 3
.Qd(ewm)F th (eth(w*(f/F)wa.m) Ry (3= (F/F)wan)y, 3)
=0

with
Qul) = (114 K () P (04))°

§ e —jwhyp f

From (3) it is clear that the frequency separation principle
does not hold, since Y}, for a single frequency, is influenced
by F' frequencies from Rj, since the down- and upsampler
alias the feedback signal. In Example 1, this is illustrated.

! Kl (ejw’”) )
4)

]ZOH e]whh

Example 1. Consider the multirate closed-loop in Fig. 1,
with F' = 3. The system is excited with Ry, (e/“o"n) = 0.5,
with wg = 27 - 60 rad/s. The output Y}, contains multiple
frequencies, as seen in Fig. 2. After applying transfer func-
tion estimate E’h , estimation errors occur around 260 and
380 Hz, since there is zero input but non-zero output. W

For multirate systems, alternative frequency-domain rep-
resentations exist, including the PFG, seen in Definition 1.

Definition 1 (PFG [8], [14]) The PFG P, with performance
and exogenous variables ( € R™¢ and n € R", is

77750 Inllp’
given that n € Wp and
Wp = {n[n].n[n] = e’ lc|z < oo}, (6)
1 N
Mo = | lim —— 112 7
I llp =\ Jim 5xg ;NH 12, ™
with || - || the Euclidean vector norm and meaning that 1 can

only contain a single frequency.

The PFG, in the case of sampled-data control, represents the
full intersample behavior of a system.
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C. Problem Definition

Identification techniques for multirate systems are ham-
pered due to the lack of the frequency-separation principle.
First, closed-loop identification of the high-rate plant P
is not trivial, due to the lack of the frequency separation
principle. Second, experimental identification of the PFG is
time-consuming since the excitation signal can only contain
a single frequency to circumvent the frequency-separation
principle. Therefore, the aim of this paper is to develop
an identification procedure that identifies frequency-domain
representations of multirate systems in a single experiment.

IV. LPM IDENTIFICATION OF TIME-INVARIANT
REPRESENTATIONS OF LPTV SYSTEMS

In this section, LPTV systems are identified in a single
experiment, leading to contribution C1. First, time-invariant
representations of LPTV systems from literature are pre-
sented, that transform LPTV systems into higher dimensional
LTT systems. Second, the time-invariant representations are
identified in a single experiment by lifting the input-output
data of LPTV systems and exploiting LPM.

A. Time-Invariant Representations of LPTV Systems

Time-invariant representations are used to represent LPTV
in the frequency domain, where in this paper, the time-lifted
and frequency-lifted reformulations are considered. First, the
time-lifted reformulation gathers the values of a signal from
one period into an augmented signal, i.e., the time-lifted
signal [15], [17], as given in given by Definition 2.

Definition 2 (Time-lifted signals) Given a signal vp[n| €
R™, the time-lifted signal v[l] = Lvy, [n] € RE™ with lifting
operator L, is given by

vl = [v IF] vl [IF +1] v IF+F—1]]".

®)

Using time-lifted signals, LPTV systems are transformed into
LTI systems, as seen in Lemma 1.

Lemma 1 (Time-lifted reformulation of LPTV systems)
The time-lifted representation of Gpry from (1) is

G =LGpprv L™ € RFM*Fme, 9)

having LTI input-output behavior

y=Gu. (10)
In the frequency domain, the elements of G are given by
_ edwlp—a) £ =1 S o
Gy () = 55— X Guery (2F67F,p—1) 670707,
7=0

(11)
where p,q € {1,2,...,F}, ¢ = e F . and Grpry from (1).

Proof: For a proof, see, e.g., [1, Section 8.3] and [3,
Section 6.2.2]. |
Second, lifting is also done directly in the frequency-domain
[18]. Frequency-lifted signals are given by Definition 3

Definition 3 (Frequency-lifted signals) Given a discrete-
time Fourier transform of a signal Vj(e’¥) € C™, the

[frequency-lifted signal f/(ej“’) € CF™v is given by

V(e) = BT (e) VTee) - V(")) (12)
The elements of V include aliased signals of the original
signal V},. Using frequency-lifted signals, LPTV systems are

transformed into LTI systems, as seen in Lemma 2.

Lemma 2 (Frequency-lifted reformulation of LPTV sys-
tems) The frequency-lifted representation of LPTV system
Grprv from (1) is given by

G(z) = M(2)G(z")M ™1 (2) € R Eme 0 (13)
where z = €%,
I P e(=F+bwy
I (z0)7" (zp)~FH1
M(z) = : : : , (14
.] (Z¢F._1)71 (Z¢F_i)7F+1
and having LTI input-output behavior
j=Gua. (15)

Proof: The proof follows from Lemma 1 and the fact
that M is an LTT operator [3, Section 6.4]. |

B. LPM for Time-Invariant Representations of LPTV Systems

Ideally, the FRFs of LPTV systems have to be identified
in a single identification experiment. In this paper, the input-
output data of LPTV systems is lifted, resulting in an
equivalent multivariable LTI system. Consequently, LPM is
utilized to identify the multivariable LTT system in a single
experiment, which is possible since LPM exploits the local
smoothness of transfer functions.

Define the time-lifted or frequency-lifted input in the
frequency domain as U, and the output as Y, which, for

open-loop lifted system G(e/**) € CFv*Fnujs equal to
Y (k) = G(e?")U (k) + V(k) + T(e?%),  (16)

with noise contribution V (k) and transient contribution
T(e’**), combining both the noise and system transient.
A local window 7 can be taken around it in the frequency
domain, ranging from r € {—n,...,n}, ie.,

Y (k+r) = G(e? ) U (k+r)+V (k+r)+L ("), (17)

where the lifted systems are approximated using polynomials
g, (k) and t (k) [6], ie.,

G (ejwkw) ~ G(eI%) + Z?:l gs(k)rs7
T () m D) + L 8, (k)r,

where R is typically chosen as 2. These approximations are
now used in (17), resulting in

Y(k+7) ~ 0K (k+7) + V(k+7), (19)

with § € CFryx (BHD(Fnutl) containing G(e7<r), T(e/*),

(18)
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g (k) and t,(k) and vector K (k +r) € CUFDImtL) g

1
K(k+r):{f<1(r)§1%()k+r)} with K, — 7 )
TR

with ® the Kronecker product. Collecting input-output data
results in the least-squares optimum system estimate G as

G(er) = (Y K0 (Kol ) ™) [T, 0 oo 0]

(21
with X,, = [X(k —n) X (k4 n)]. For more details
the reader is referred to [6, Section 7.2].

Remark 1 _Since DFT bins k —n, ...,k +n are used for
estimating G (e7%r), it means that G(e’“*) is correlated with
G(elwr+r) for r = —2n,...,2n. This explains why more
parameters (Fn, x (R+1)(Fn,~+1)) are able to be identified
than the number of measurements F'n,, if

2 +1— (R+1)(Fn, +1) > Fn,,. (22)

Hence, time-lifted or frequency-lifted systems can be identi-
fied in a single experiment.

V. MULTIRATE CLOSED-LOOP IDENTIFICATION OF
HIGH-RATE PLANT P, AND THE PFG

In this section, the method is developed that identifies
high-rate plant P, and the PFG, operating in multirate
closed-loop as seen in Fig. 1, leading to contribution C2.
First, lifted representations of the high-rate plant P}, are
calculated by exploiting the result of Section IV. Second,
inverse lifting is applied to identify the high-rate plant P,
that subsequently is used to compute the PFG. Third, it is
shown that the bias error of the developed method does not
contain the multirate effects illustrated in (3), in contrast to
LTT identification techniques. Fourth, the bias errors of the
lifting techniques are compared, showing that the frequency-
lifted reformulation is less sensitive to bias errors introduced
by LPM. Finally, the entire developed procedure is presented.

A. Identification of Time-Lifted and Frequency-Lifted Py

Time-lifted and frequency-lifted representations of high-
rate plant P, are identified using an indirect method. First,
define the LPTV systems

Yn = JLpTV Th = ((I+ P KiSa) ™! Ph) Thy (23)
uh = SLPTV ’I"h == (I + HuKlSdPh)_l Th? (24)

that have lifted representations .J, j, S and 5’, as seen in
Lemma 1 and Lemma 2. Consecutively, lifted representations
of the high-rate plant P, are calculated using Theorem 1.

Theorem 1 (Calculating P and 13) Given the lifted
representations J, S, J and S, the lifted plant is obtained
using the indirect method [6, Section 2.6.4] as

P=JS™,

P=JS 1 (25)

Proof: Use the push-through rule [7, Section 3.2] on J
and substitute, with S, into the right side of (25), i.e.,

J =LP, (I +H K SaPy) ' L7,

and substitute, together with S, into the right side of (25),
e.g., for time lifting this is equal to

(26)

JS™ = LPy (I + HoKSaPy)  L7L (I + Ho K1 SaPr) L

1
27
=LP,L7! = P, 27

and the frequency-lifted case follows directly from this. W
The lifted representations P and P, in combination with
inverse lifting, result in the high-rate plant.

B. Calculation of High-Rate Plant P, and PFG

The identified time-lifted and frequency-lifted representa-
tions of P}, are used to calculate the high-rate plant P, and
the PFG. First, the inverse time-lifting and frequency-lifting
procedures for LTI systems, seen in respectively Lemma 3
and Lemma 4, are used to estimate the high-rate plant P,
given P and P calculated with Theorem 1.

Lemma 3 (Inverse time-lifting for LTI systems) The
inverse time-lifting procedure for LTI systems is given by

F-1
Ph(ejwhh) _ Z Pl (ejwth) efg-jwhh7

o=0

(28)

where P\9) is the o’th element of the first column of P.

Proof: For a proof, see [3, Section 6.2.1]. |
Lemma 3 shows that, due to the lower Nyquist frequency
of the time-lifted representation, a single frequency of P(?)
influences F' frequencies of the high-rate plant Fj,.

Lemma 4 (Inverse frequency-lifting for LTI systems)
Inverse frequency-lifting for LTI systems is given by

Ph(ejwhh) — P(ejwhfl¢—p)[p+17p+l]7 (29)
where p € {0,1,...,F — 1} can be chosen.
Proof: For a proof, see [3, Section 6.4.1]. [ |

In contrast to time lifting, Lemma 4 shows that a single
frequency of the frequency-lifted representation P influences
a single frequency of the high-rate plant P,. Finally, the PFG
is calculated differently compared to Definition 1, by using
the identified high-rate plant P, as seen in [8].

C. Bias Error for Identifying Py,

The bias error when identifying P, does not contain LPTV
effects, in contrast to LTI identification techniques. However,
LPM introduces an interpolation and leakage bias. The bias
errors on the lifted plants P and P, shown in the Appendix,
are directly used to calculate the bias on the high-rate plant
Py, as seen in Theorem 2 and Theorem 3.

Theorem 2 (Bias error on P, when using time-lifted
reformulation) The bias error on estimation of Py, for time-
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lifted reformulations of LPTV systems is given by

F-1

B (P () = B () = 3 (25 ()
o=0 (30)
_ B (ejwhl) §A (ejwhz) )§—1 (ejwhl) > e—ajwhh’
[o+1,1]

with Xa defined in (35), consisting of a polynomial inter-
polation and leakage error.

Proof: Substitute the inverse lifting procedure, seen in
(28), into the left side of (30) and apply Lemma 6, i.e.,

E (P () = Pa (™) =

F—-1 F-1
D(o) (,jwhi F —ojwhn _ (o) (,JwhiF\ ,—cjwhn _
{TZ:OIEI(P (e’ ))e 7 (TZ:OP (e’ )e J = 30
<[EI (E[g+1,1] (6'7“)’”F)> =Pl (e-wh’F)) e~ oIwhn
o=0
that, in combination with (36), results in (30). |

The bias error on estimating the high-rate plant P; using
time lifting does not contain LPTV effects. Furthermore, a
single frequency of the bias error of the time-lifted elements
P, 41, influences F' frequencies of the high-rate plant Py,
due to the lowered Nyquist frequency of the time-lifted
representation, and can also be concluded from (28).

Theorem 3 (Bias error on P, when using frequency-
lifted reformulation) The bias error on estimation of P
Jor frequency-lifted reformulations of LPTV systems is

(B () — 1 () = ( (7 ()

(32)
- P (ej“’hh) Sa (ej‘”hh) )5‘71 (ej”hh) >

[p+1,p+1]
where p € {0,1,...,F — 1} can be freely chosen.

Proof: In the left side of (32), substitute the estimated
and true inverse lifting procedure from (29), i.e.,

E (P (/")) = Pu (e7M) =

= _ (33)
E (P(ejwhh¢_p)[p+1,p+1]> - P(eJWhh¢_p)[p+1,p+1]»
which is equal to (32) when applying Lemma 6. [ ]

Similar to time lifting, the bias on identifying the high-rate
plant P, by using frequency lifting does not contain LPTV
effects, but solely polynomial interpolation and leakage ef-
fects. In contrast to time lifting, the bias of a single frequency
of the frequency-lifted reformulation influences only a single
frequency of the high-rate plant P;,. This leads to the main
result of this paper, a method that is not biased due to LPTV
dynamics and does not repeat in the frequency domain.

D. Procedure of Developed Method

The developed procedure identifies high-rate model P,
and the PFG in a single experiment by applying LPM and
time-invariant representations, resulting in no bias due to the
LPTV dynamics, and is summarized in in Algorithm 1.

Algorithm 1: Developed method for identifying
high-rate plant and the PFG of multirate system.
Input: F, Ws,h
Output: E }5, I/D\h, P
1 Excite multirate feedback loop in Fig. 1 with suitably
designed 7}, covering the entire frequency range
2 Apply time and frequency lifting to signals r,, uy,
and y; and take the DFT into R, U, Y, R, U and
Y using Definition 2 and Definition 3.
3 Perform LPM on lifted signals to identify lifted

representations l S, J and 5’, see Section IV-B.

4 Use Theorem 1 to estimate E and P.
5 Apply inverse lifting procedure from Lemma 3 and

Lemma 4 on E and 15, resulting in Z/D\h
6 Calculate P with P, as described in [8].

. T
as) 0 i N
= 1
- =50} 1 1
£ —100 | s
L L L i
-1 0 1 1 _
10 10 10 Sh = 40
Frequency [Hz]
Fig. 3. Bode magnitude diagram of the example plant Pp.

VI. EXAMPLE

In this section, the developed method is validated on an
example, leading to contribution C3. First, the considered
system is introduced. Second, the compared methods are
presented. Finally, the results of the example are given.

A. System Description

A mass-spring-damper system is used, where a bode
magnitude is seen in Fig. 3. The sampling frequencies are
wg,n, = 240- 27 and w,; = 80- 27 rad/s, i.e., F' = 3,. Data is
gathered during 6000 s, by choosing 7, as white noise. Note
that P, has a resonance frequency above the low Nyquist
frequency. Furthermore, the polynomial degree R in LPM
has been chosen as 2, and the window length n = 8, such
that 2n +1 — (R+ 1)(Fn, + 1) > Fny, as seen in (22).

B. Compared methods

The estimation of the high-rate plant P}, and the PFG is
compared for several methods, namely:

o (ETFE) Using an Emperical Transfer Function Estimate,
without a window, such that the frequency resolution is
the same as for the other methods.

e (LPM) Using LPM directly on the high-rate data rj,, uy,
and yp, i.e. neglecting the LPTV dynamics.

o (Time lifted) Identifying time-lifted systems .J and S,
which are used to calculate P, and the PFG.

o (Frequency lifted) Identifying frequency-lifted systems
J and S , which are used to calculate P, and the PFG.
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|Py, — Py|[dB]

Frequency [Hz]

Fig. 4. Modeling error | P, — }/3;| for ETFE (=), LPM (=) , Time-

lifted (- ) and frequency-lifted (==) .
_. —100
M
= 200
=
&‘ —300
& 400
0 20 40 60 80 100
Frequency [Hz]
Fig. 5. Error on estimation of the PFG for ETFE (==) , LPM (=),

Time lifted () and frequency lifted (=) .

C. Results

The framework identifies high-rate plant P, and the PFG
for the multirate closed-loop. The achieved modeling error
on P, and the PFG using the compared methods can be seen
in Fig. 4 and Fig. 5. The following observations are made.

o Time lifting outperforms ETFE and LPM in terms of
the modeling error for most frequencies, but performs
worse around 80 Hz. This can be explained with (30),
that shows bias errors of the lifted representations repeat
in the frequency-domain for the high-rate plant, in this
case the error for low frequencies is repeated.

o The modeling error of the developed method using
frequency lifting outperforms the other methods, since
it does not ignore LPTV effects and the bias introduced
by LPM is not repeated in the frequency domain.

VII. CONCLUSIONS

In this paper, a method is developed to identify the PFG
for multirate systems operating in closed loop. Multivariable
time-invariant representations of closed-loop transfer func-
tions are identified in a single experiment by applying LPM.
The original high-rate system is found by inverse lifting.
Finally, the original system is used to calculate the PFG.
A benchmark example shows that the estimation of both the
original system and the PFG has improved significantly com-
pared to neglecting LPTV dynamics of multirate systems.

Ongoing research is directed at exploiting the additional
structure which is present in time- or frequency-lifted repre-
sentations to improve the LPM estimate. Lastly, experimental
validation of the framework is ongoing work.

APPENDIX - BIAS ERRORS ON LIFTED SYSTEMS
The bias on lifted LPTV systems is shown in Lemma 5.

Lemma 5 (Bias error in lifted transfer functions) The
bias errors that are introduced by LPM when identifying

lifted transfer functions are given by

E (Q) ~G =G, (34)

where,
Xa = XEDO,x ((n/N)mH)) + Olearx <(TL/N)(R+2>) , (35)

and X B+ the (R + 1)’th derivative of X with respect to
[frequency, interpolation and leakage error Oy, x and Oppuix -

Proof: For a proof, see [6, Section 7.2.2]. |
Second, the bias on P and P is given in Lemma 6.

Lemma 6 (Bias errors on lifted plants) The bias error on
estimating the time-lifted or frequency-lifted plant P or P
operating in closed-loop is approximately equal to

E (E) —~P=(Jo—PS\)S,
E (13) _p= (jA - pgA) g1 (0

Proof: For a proof, see [6, Appendix 7.F]. [ ]
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