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Abstract

Stemmatology is the study and reconstruction of textual genealogy and has several similarities to phyloge-
netics, the study of evolutionary histories of species. Current methods in computational stemmatology often
borrow tools from phylogenetics, yet classical phylogenetic models are not well suited to the structural and
labelling requirements of manuscript traditions. In particular, phylogenetics typically assumes leaf-labelled
trees or networks and lacks the means to accommodate internal labels—a feature which is crucial in stemma-
tology. Nonetheless, these models are frequently used as there are few formal alternatives.

This thesis addresses that gap by studying the encoding and reconstruction of internally labelled trees and
networks from rooted triplets. Specifically, we consider three classes of graphs: multifurcating rooted trees,
general rooted trees (allowing nodes with out-degree one), and level-1 networks. Each graph is assumed to
have labels on a subset of its vertices, including all leaves and some internal nodes. We prove that, under
limited assumptions, a complete set of rooted triplets uniquely determines the structure and labelling of each
of these graph classes up to isomorphism. This generalises earlier results for leaf-labelled binary trees and
extends triplet-based encoding to structures with internal labelling and limited reticulation.

Building on these encoding theorems, we develop polynomial-time algorithms to reconstruct each graph class
from its full triplet set. For trees, our methods generalise previously proposed algorithms by allowing multi-
furcations, nodes with out-degree one, and labels at internal vertices. For level-1 networks, we design a recon-
struction algorithm that correctly identifies cycle structures and label placement, adapting earlier techniques
for dense triplet sets. All reconstruction algorithms are proven correct and theoretically efficient under the
given assumptions. The algorithms have been tested on many instances and run quickly.

To compare internally labelled graphs, we introduce an extension of the classical triplet distance. This adapted
metric counts differences in triplet sets between two graphs on the same label set. We evaluate the metric
and reconstruction algorithms on synthetic and real-world data, demonstrating their ability to capture mean-
ingful structural differences and to recover known graphs from complete or near-complete triplet informa-
tion.

These results show that rooted triplets form a robust foundation for reasoning about internally labelled struc-
tures in both tree-like and mildly reticulate settings. The theory and algorithms presented in this thesis provide
new tools for computational phylogenetics and stemmatology, enabling the reconstruction and comparison
of complex transmission histories from local relational constraints.
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Introduction

Stemmatology is the discipline concerned with reconstructing the historical relationships between different
versions of a text. At its core lies the question of how a set of manuscript witnesses', each containing a ver-
sion of a text, relates to one another in terms of copying, corruption, and shared ancestry. These relationships
are traditionally modelled using tree-like structures, known as stemmata, which encode the inferred paths
of transmission. Such a stemma can be seen in Figure 1.1. It relies on the idea that if two texts share a dis-
tinctive error, it suggests that they descend from a common ancestor. Over the past decades, researchers have
increasingly drawn connections between stemmatology and computational phylogenetics, a subfield of bioin-
formatics concerned with reconstructing evolutionary trees from molecular data. The analogy is compelling:
just as species evolve thanks to occasional mutations, so too do manuscripts develop via chains of copying,
where errors, emendations, and variants accumulate and propagate (Finlay, 2023).

*X (earlier text(s) of Konrdds saga keisarasonar)

*z/ \ w5

/ N

*z =y A (Holm perg 7 4to)
E (Holm perg 6 4t0) F(AMS3674t0) B (Holm perg 7 fol) AM 529 4t0
AM 181f fol b (AM 118a/119a 8vo) D (AM 180b fol) Cederschisld's edition

| N

AM 585e 4t0 *g *q AM 524 4t0
/S N / N\ ™~
Kall 614 4to 1B 102 8vo IS 8 fol Lbs 4825 4t0 Lbs 1654 4to IBR 5-6 fol *0
/o /N T
Lbs 272 fol *d *c IS 635 4to *a
/ e AN PN N
*el *s Rask 31 4to *r Lbs 152 4t0 Lbs 1687 8vo IBR 42 8vo Fiske F75A125 8vo IBR 59 4to *al
VARV VRN | N
*e2 JS 632 4to Lbs 998 4to Lbs 2462 4to 1B 224 8vo Lbs 1217 4to IBR 43 8vo IS 407 8vo Lbs 3933 8vo
/ "\ e \
Lbs 679 4to 1B 277 4to Nks 3051 4to *t

/ \

JS 623 4to Winnipeg, Elizabeth Dafoe Library, ISDA JB6 1 4to Lbs 1785 4to ‘Winnipeg, Elizabeth Dafoe Library, ISDA JB3 6 8vo

Figure 1.1: A stemma for "Konrads saga keisarasonar" proposed by Hall and Parsons (2013). Several children and their descendants of "E
(Holm perg 6 4to)" have been removed for compactness. *X represents the unknown original manuscript (archetype). Extant
manuscripts are shown in upper-case letters or names, and non-extant manuscripts are shown as an asterisk followed by a lower-case
letter.

1A witness is an existing instance of a text. They are represented by labelled nodes in a graph.
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Figure 1.2: A process of creating phylogenetic trees or networks and stemmata based on triplets. In phylogenetics, the triplet sets are
based on DNA sequences, while in stemmatology, they are based on textual witnesses.

When looking at the processes of creating the graphs for both phylogenetics and stemmatology based on the
triplet reconstruction technique, the similarity is even more striking. Figure 1.2 shows these heavily simpli-
fied processes. While in phylogenetics the triplets are based on DNA sequences, in stemmatology they are
based on extant textual witnesses. In both fields, these triplets can then be used to produce the networks or
trees. The assumptions made to go from triplet sets to networks, however, differ between phylogenetics and
stemmatology.

The similarities that do exist in obtaining networks from triplets have enabled scholars to apply techniques
originally developed for modelling biological evolution to the analysis of textual traditions. For example, phy-
logenetic algorithms have been used to infer the genealogy of manuscripts in works such as Chaucer’s Canter-
bury Tales and biblical texts, as shown by studies like (Barbrook et al., 1998) and more recently (Zammit, 2024).
Such applications typically represent manuscripts as leaves in a tree, with internal nodes representing hypo-
thetical ancestors or evolutionary events such as speciation. The relationships are inferred based on patterns
of shared variants, similar to mutations in a DNA sequence, that suggest common ancestry. As the field has
evolved, so too has the recognition that a purely tree-like model may not be sufficient. Just as horizontal gene
transfer and hybridisation events motivate the use of phylogenetic networks in biology, textual contamination
— where a scribe consults multiple sources — requires more flexible models that include reticulations. Retic-
ulations are nodes within a network that have more than one parent. Even in other fields of research, such as
historical linguistics, scholars are looking to use networks to model language evolution due to borrowing and
hybrid languages (Francois, 2015).

In fact, applying phylogenetic methods to stemmatology enables quicker and more streamlined reconstruc-
tions of textual histories as opposed to traditional manual reconstructions. However, stemmatology differs
from phylogenetics in several key aspects. Specifically, the assumptions made about the structure of the net-
works differ and thus also the process of For example, phylogenetics looks at changes over millions of years,
while stemmatology can look at different versions of a text over several decades or even shorter. Therefore,
the underlying models that explain changes differ considerably (Roelli, 2020, Chapter 5). Moreover, in phy-
logenetics, generally, only extant species are considered and are thus placed as leaf nodes. An example of a
phylogenetic network is shown in Figure 1.3. Indeed, we can observe that only extant species are shown, and
are all placed as leaf nodes. On the other hand, in stemmatology, older texts are also included that might have
newer versions based on them and thus should not be represented by leaf nodes. In reality, internal nodes are
often part of stemmata (Roelli, 2020, Section 5.5.7). Nevertheless, as a result of using phylogenetic algorithms
as an "out-of-the-box" tool, most, if not all, texts are treated as leaf nodes when applying them to stemmatol-
ogy instances (Heikkild, 2022). This thesis will show how triplets—rooted binary trees on three labels—can be
used to encode and recover internally labelled stemmata, allowing for more widely applicable algorithms in
several fields of research.
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Figure 1.3: A phylogenetic network on coronaviruses produced by Wallin et al., 2021. The leaf nodes represent the genomes of specific
variants and the curved edges signify reticulations.

1.1. Previous work

The study of triplets has become a central tool in computational phylogenetics and has gradually been used
more often in stemmatology. A rooted triplet encodes the relative relationships among three elements, specify-
ing which pair shares a more recent common ancestor. Collections of such triplets have been shown to encode
entire trees under certain conditions, as originally demonstrated by Aho et al. (1981). Their efficient BUILD al-
gorithm reconstructs a tree from a set of compatible triplets in polynomial time, forming the basis of many
modern methods. The limitation of this method is that it only supports binary trees as input and leaf-labelled
nodes.

Ng and Wormald (1996) extended this result to multifurcating trees by incorporating fanned triplets, allowing
for nodes with out-degree three or higher. They also created an algorithm capable of finding all possible trees
compatible with the given triplet set. However, like Aho et al. (1981), it still only considers tree-like structures,
thus not allowing for any reticulations or nodes with out-degree one.

In the context of networks, Jansson and Sung (2006) showed that a dense set of triplets (at least one triplet for
every label) can be used to reconstruct level-1 networks, although such reconstructions are not unique. This
result was further refined in later work on trinets and more general network classes by van Iersel et al. (2022)
and To and Habib (2009). Their algorithms all ran in polynomial time, which allowed for practical use cases
where limited reticulations were now possible.

Recent research has also investigated how triplet-based distances can serve as similarity measures for compar-
ing tree structures. Of particular relevance is the work of Ciccolella et al. (2021), who introduced a triplet-based
similarity score for fully multi-labelled trees (each node has at least one label) with poly-occurring labels (any
label can occur at several nodes). In biological contexts, such labels arise in cancer phylogenies, where the
same mutation may appear in multiple branches of a tree, and the DNA of internal nodes is often known. In
stemmatology, labelled internal nodes occur when older manuscripts have survived to the present day and
can be used to determine the texts’ ancestry. The work of Ciccolella et al. demonstrates that triplets can still of-
fer meaningful comparisons in such settings, provided the structure of label occurrence is taken into account.
However, they did not prove that these triplets encode such trees, and thus their measure lacks the theoretical
basis to be used as a metric.

Despite these advances, several important gaps remain. Most algorithms and distance measures in phyloge-
netics and stemmatology are designed for leaf-labelled trees or networks. Internal labels — while present in
many real-world cases of stemmata — are usually ignored, or have to be manually added afterwards. As a re-
sult, there is a lack of formal theory surrounding the use of internal labels in graph encoding and comparison.
Even in recent work on fully-labelled trees, such as in Ciccolella et al., 2021, the theoretical background for
using triplets as a measure is lacking. There is therefore a clear need for a rigorous investigation into whether
and how rooted triplets can be used to encode and reconstruct graphs that allow for both internal labels and
reticulations.



1.2. Our contributions

This thesis addresses this research gap by developing a general framework for encoding and reconstructing in-
ternally labelled stemmata using rooted triplets. The core contribution is a series of theoretical results demon-
strating that under suitable conditions, the complete set of rooted triplets of a graph uniquely determines its
structure, even in the presence of internal labels and cycles. We first consider multifurcating trees with inter-
nal labels, establishing that triplets suffice to encode such structures. We then extend this result to general
rooted trees, allowing for nodes with out-degree one and more complex configurations. Finally, we prove that
level-1 networks, which permit limited reticulation, can also be uniquely determined by their triplets if certain
labelling conditions are met.

In addition to these encoding theorems, we present reconstruction algorithms that recover each graph class
from its triplet set. These algorithms generalise existing methods such as BUILD by incorporating procedures
for handling internal labels and cycles. We also investigate triplet-based distance measures, adapting the clas-
sic triplet distance to account for internal labelling and testing its behaviour on both synthetic and real-world
data. Our experiments suggest that triplet distances can meaningfully compare internally labelled graphs, and
that some of our reconstruction methods can cope with incomplete triplet sets.

The structure of the thesis is as follows. Chapter 2 reviews key definitions and formal background. Section 3.1
presents the encoding theorem and reconstruction algorithm for multifurcating trees with internal labels. Sec-
tion 3.2 extends this framework to general stemmatic trees, while Chapter 4 turns to level-1 networks, devel-
oping the necessary theory and algorithmic tools. Chapter 5 describes the computational performance of our
algorithms. In Chapter 6 we apply the triplet metric, as proposed in Chapter 2, to artificial and real-world
data. Finally, Chapter 7 offers a critical reflection on our findings and outlines promising directions for future
research.

Through this work, we provide a theoretical foundation for triplet-based encoding and comparison of inter-
nally labelled stemmata, with potential applications not only in textual criticism but also in other fields such
as cancer phylogenies and linguistics.



Preliminaries

2.1. Graphs

A graph G is a set of vertices V with a set of edges E connecting those vertices. It is written as G = (V, E). In the
context of this thesis, they are assumed to be directed acyclic graphs. A vertex c € V is a child of another vertex
v e Vif vc € E exists. Here v is the parent of c. A descendant of a vertex v € V is a vertex d € V'\ {v} such that a
path exists from v to d in G. Likewise, an ancestor of a vertex v € V is a vertex a € V' \ {v} such that a path exists
from a to v in G. The subgraph rooted at a vertex v € V is the induced subgraph of G by v and its descendants
and has v as its root.

A (partially-)labelled graph is a graph that contains a set of labels X, where each label is placed at a different
vertex. However, not all vertices have to contain a label. The function /: X — V is an injective function map-
ping the labels to their respective vertices. Such a labelled graph is denoted as G = (V, E, I). Figure 2.1 shows
an example of such a graph.

Figure 2.1: A graph with X ={a, b,c,d, e, f, g, h, i, j} where all leaves and some internal nodes are labelled. Unlabelled nodes are depicted
as black dots.

Definition 2.1. Let G = (V, E, ) be a graph with labels X and v, v, € E an edge such that at most one of v; € V
and v, € V is labelled and v; has out-degree one. Then contracting vy vy is the action of deletlng this edge
from E, and merging the two nodes. This results in a graph G = (V, E, I) with labels X. Here V = V\ {1y}, E =
(E\{vr1v2, p1V1,..., PRI U{p1V2,..., ppV2} Where p1,..., pi € V are the parents of v, if they exist. Moreover, if
x € X such that I(x) € {v}, 12}, then I(x) = v, and I(y) = I(y) for all other y € X.

Definition 2.2. Let G = (V, E, ) be a graph with labels X, and let x € X. Then G without x, or G\ x, is the
subgraph of G formed by removing x from X and making its vertex /(x) € V unlabelled, taking [ : X \ {x} = V
the same, and applying the following rules until none apply:



1. Removing any unlabelled leaf nodes and their edges

2. Contracting any edge v; v, € E such that at most one of v; € V and v, € V is labelled and v; has out-
degree one according to Definition 2.1

Definition 2.3. Take G = (V,E) to be a graph and u, v € V. The least common ancestor of u and v in G is the
vertex w € V, such that w is an ancestor of both # and v and no descendant of w is also an ancestor of both u
and v. We write LCA(u, v) to refer to the least common ancestor.

When looking at Figure 2.1, it can be observed that LCA(f, ) = j and LCA(aq, e) is the unlabelled child of the
root on the left. Note that we, at times, use LCA(«, v) with u, v € X rather than u,v € V. By this, we imply
LCA(I(u), I(v)) instead.

Definition 2.4. Let G; = (V1, E1) and G, = (V, E») be two unlabelled graphs. Then G is isomorphic to G, say
G1 Z Gy, if and only if there exists a bijection f : V; — V; such that u, v € V; are adjacent in G; if and only if
fw), f(v) € V5 are adjacent in Go.

Murakami (2021) defined when leaf-labelled graphs are isomorphic. Since we also deal with internally labelled
vertices, we alter the definition slightly.

Definition 2.5. Let G; = (14, E1, 1) and G = (Va, E», I) be two (partially-)labelled graphs with the same set of
labels X. And take Gi = (1, E;) and Gé = (V, E») to be the same graphs as G; and G, respectively, but without
the labels. Then G is isomorphic with G, if and only if there exists a bijection f : V] — V5 such that:

(i) fsatisfies Definition 2.4

(i) and f(l;(x)) = L (x) forall x € X.

As a result of this, G; and G, with the same set of labels X are isomorphic if and only if G; can be made the
same as Gy by only reordering the children of any number of parent nodes.

Ifa graph G = (V, E, I) is directed and connected, we call an edge e € E a cut-arcif removing e from G makes the
resulting graph disconnected. Moreover, we call a cut-arc v; v, € E a highest cut-arc if there is no other cut-arc
v} vy € E such that v, is a descendant of v/.

2.2, Triplets

Definition 2.6. Let G = (V, E,[) be a (partially-) labelled graph with label set X. Take t = (V;, E;, ;) to be a
rooted connected graph, with three labels u, v, and w of X, such that its underlying undirected graph is acyclic.
Then ¢ is called consistent with G if ¢ contains no unlabelled vertices with out-degree one and there is a map-
ping, ¢ : V; — V, from the vertices of this graph to the vertices of the graph G, such that the following holds:

1. For every xy € E;, there must exist a path connecting ¢p(x) to ¢(y) in G. All these paths are edge-disjoint
and vertex-disjoint except for the end points.

2. ¢(w) =1(w),p;(v) = I(v), and ¢(I;(w)) = I (w)
Such a rooted tree is called a triplet of G, and the set of all triplets on u, v, and w is denoted by Gl ;, -

The set of all triplets of a graph G is denoted as #(G) and contains all possible trees with three labels from X
consistent with G.

2.3. Trees

Trees differ from graphs in the sense that their underlying undirected graph is acyclic and connected. They
can represent vertical descent between species, texts or other objects.

Definition 2.7. Let X be a set of labels. A (partially-)labelled tree is a tree with the following properties:
1. A single root exists with in-degree zero

2. The leaves are the vertices with out-degree zero



3. The internal vertices have in-degree one and out-degree larger than or equal to one
4. All the leaves of the tree are labelled

A (partially-)labelled tree is denoted as T = (V, E, ), where V represents the set of vertices, E is the set of di-
rected edges, and [ : X — V is an injective function that maps each label to its corresponding vertex.

Note that the graph in Figure 2.1 is in fact a partially-labelled tree.

In order to talk about the structure of trees, it is useful to isolate substructures that represent shared ancestry
among groups of texts. Such a substructure, called a branch, represents a child and its descendants of the
root. Intuitively, we can expect all the texts of a branch to have some shared similarity, different from the other
branches. Formally, we define a branch as follows.

Definition 2.8. Let T be a tree on X (with a labelled root p € X) and cy, ..., ¢, the children of the root. The
branches, B, ... B, of T are defined as the partition of the label set X (\{p}) = B; U...U By such that B; contains
all labels that appear in the subtree rooted at the i-th child of the root. Then each B; is a branch of T.

2.4. Networks

While trees model hierarchical relationships, they cannot capture structures where nodes have multiple direct
predecessors. In such cases, we turn to networks, which generalise trees by allowing cycles and more complex
connectivity.

Definition 2.9. Let X be a set of labels. A (partially-)labelled network is a directed acyclic graph with the
following properties:

1. Asingle root exists with in-degree zero

2. The leaves are the vertices with out-degree zero

3. The in- and out-degree of internal vertices is larger than or equal to one
4. All the leaves of the network are labelled

A (partially-)labelled network is denoted as N = (V, E, [). Here, V represents the set of vertices, E is the set of
directed edges, and /: X — V is an injective function that maps each label to its corresponding vertex.

The underlying undirected graph of a network N = (V, E, ) can contain cycles. If C ¢ V forms a cycle in the
underlying undirected graph, then the vertex s € C such that all vertices in C\ {s} are descendants of s in N is
called the source of C. Avertex r € C is called the sink of C if it is a descendant of all vertices in C\ {r}. A highest
sink is a sink, r € C, such that it is not a descendant of another sink ' € C'.

A biconnected component of a network N is a connected subgraph induced by a subset of vertices such that
removing any single vertex and its edges from this subgraph keeps the subgraph connected.

Note that branches in networks, as defined in Definition 2.8, are often not possible since such a partition
does not always exist. However, by looking at the blobgraph of a network, the concept of branches can be
used again. The blob tree, or blob graph, of a network is defined as the tree obtained by collapsing every
biconnected component of the network into a single node and removing any leaves. This was first proposed
by Gusfield and Bansal (2005). We will use a slightly different definition; the blob graph of a network is the
tree obtained by performing the following steps for every (inclusion-wise maximal) cycle in the underlying
undirected graph:

1. Remove all edges within the cycle
. Add a single node labelled by all the labels present in the cycle
. Make all the vertices in the cycle unlabelled

2
3
4. Add edges from this newly added node to all nodes in the cycle except the source
5. Add an edge from the source of the cycle to the newly added node

6

. "Clean up" the tree according to the rules as described in Definition 2.2.



The blob graph is therefore always a tree, and thus the concept of branches once again works. An example
of a network and its blob graph is shown in Figure 2.2. Note that we use Bl.C to denote the i-th branch of the
collapsed cycle C in the blob graph, together with the possible label in C that is the direct parent of this branch.
For example, {h,d, e} and {f, g} are such branches.

0.
oo (1)
OJOCIORO {jty
( OO OO0
(a) (b)

Figure 2.2: A network (a) and its blob graph (b).

2.5. Metric

A metric is a function used to measure the distance between two points in a metric space. More formally, a
metric space is an ordered pair (M, d) where M is a set and d : M x M — R is a metric on M where d satisfies
the following properties for any x, y, z € M:

1. d(x,x)=0

2. Ifx#y,thend(x,y) >0
3. dx,y)=d(y,x)

4. d(x,z) <d(x,y)+d(y,2)

Dobson (1975) first introduced the triplet distance between two trees and mentioned it satisfies properties 1
and 3. Dobson defined the triplet distance as a similarity score by counting the number of triplets that two
trees share. However, by taking the cardinality of the symmetric difference between the two triplet sets, one
gets a distance that satisfies properties 1 and 3 as they are stated.

The triplet distance is thus defined formally as:
d(N1, Np) = t(N1)At(N)] 2.1

Where AAB defines the symmetric difference between two sets A and B.

One of the properties of the symmetric differences is that AAC = (AAB)A(BAC). It thus follows immediately
that |[AAC| = [(AAB)A(BACQC)| < |AAB| + |BAC|. Therefore, the triplet distance also satisfies property 4. To
ensure the triplet distance is a metric, it is left to prove that d(N;, N») > 0 holds when N; is non-isomorphic
with N,. Or more precisely, that #(IN1) = £(IN») is equivalent to N; and N, being isomorphic. In other words,
the triplet set encodes a network. This will be proven in Sections 3.1.1, 3.2.1 and 4.1.

It is also possible to normalise the triplet distance by dividing Equation (2.1) by the cardinality of the union of
the triplet sets. This gives the following equation for the normalised triplet distance:

[£(N1)AE(N,)|
d,(Ny,Np) = ———— 2.2
L N2 = N G ()] (2:2)

By Yianilos (2002), Equation (2.2) is a metric, given that triplet sets encode networks, and indeed normalised.



Trees

In this chapter, we aim to prove that triplets encode trees and to develop an algorithm that reconstructs a tree
based on triplets. We will first prove the encoding and algorithm for specific trees, called multifurcating trees,
where each non-leaf node has at least out-degree 2. These results are presented in Section 3.1. To expand upon
this, in Section 3.2, the triplet encoding is proven for a broader class of trees. We refer to these trees as general
trees. For these general trees, an algorithm is also presented.

3.1. Multifurcating tree with unlabelled root
In this section, we assume T to be a tree according to Definition 3.1.

Definition 3.1. We call T = (V, E, ]) a multifurcating (partially-)labelled stemmatic tree with an unlabelled root
if the following holds:

1. Tisatree according to Definition 2.7
2. All internal nodes, as well as the root, have out-degree larger than or equal to two

3. The root is unlabelled

Multifurcating trees are slightly limited in the information they can convey when considering internal labels.
Namely, every internal label must have at least two children. So whenever a text has been used to only directly
produce one new text, these trees are not able to properly visualise the stemma. However, when removing
any internal labels, the tree is a multifurcating phylogenetic tree. Therefore, these trees are still interesting to
consider as they are the most obvious extension to the phylogenetic trees.

Resolved triplets, denoted as uv|w, and fanned triplets, denoted as u|v|w, are the only triplets present in mul-
tifurcating phylogenetic trees, as only the leaves are labelled. These triplets are therefore used when looking
at triplet distances or triplet reconstruction algorithms for multifurcating phylogenetic trees. For multifurcat-
ing stemmatic trees, we will argue that only using fanned and resolved triplets is sufficient to encode the tree.
Therefore, for multifurcating trees, ¢(7) denotes the set of all triplets according to Definition 2.6 such that none
of the labels are ancestors of another.

Some examples of triplets of the tree in Figure 2.1 are shown in Figure 3.1. Figure 3.1a shows a resolved triplet
of the form ac|j, while Figure 3.1b shows a fanned triplet of the form b|d|e.

Brynt (1997) has already shown that the triplets encode any phylogenetic multifurcating tree where only the
leaf nodes are labelled.

Theorem 3.1 (Brynt, 1997, Theorem 2.1). Given a multifurcating phylogenetic tree T where only the leaves are
labelled by the set X, then £(T) encodes T.

To prove the encoding and algorithm, for any given label u, the set D, is introduced. These sets contain
information on which other labels share a triplet with the label wu.



(a) The resolved triplet T, ¢, ;. (b) The fanned triplet Tl 4 -

Figure 3.1: Two examples of triplets obtained from the tree in Figure 2.1.

Definition 3.2. Let T be a (partially-)labelled tree and take u € X. Then the set of all labels in X that do not
form any triplet with u is denoted as D,f ={xeXlx#ZuVt;e t(T):{x,u}  t;}.

Ifit is clear from the context which tree this set belongs to, Dy is written rather than DI. Note that for the tree
in Figure 2.1, D, = {i} and D; = {f, g, h}.
Using this D, set, we know which labels are u’s ancestors and descendants as shown in Lemma 3.2.

Lemma 3.2. Let T be a multifurcating tree with label set X, with |X| = 3. Let u € X be a labelled node. Then
v e D, if and only if v satisfies one of the following three statements:

¢ pvisadescendant of u
e pisan ancestor of u

¢ visasibling of u if # and v share the root as their direct parent and the root has out-degree 2.

Proof.
Suppose v is a descendant of u. Then no triplet can exist containing both u and v as this would require both
to be leaves in the triplet, which is impossible as v is a descendant of u.

Suppose v is an ancestor of u. Then, for the same reasoning as above, no triplet can exist containing both u
and v.

Suppose v is a sibling of u such that u and v share the root as their direct parent, and the root has out-degree
two. Then all x € X different from both u and v is a descendant of either u or v and thus cannot form a triplet
with u and v by the reasoning above.

Now, assume v does not satisfy any of the three statements with respect to u, then we must show v ¢ D;,. In
this case, either (i) # and/or v are not children of the root, or (ii) they are both children of the root but the root
has an out-degree larger than two.

(i) Either (a) u and v are in the same branch of the root or (b) they are in different branches of the root.

(a) Since for u and v neither is a descendant of the other, we can take any x € X such that x is in another
branch of the root to form a triplet of the form uv|x.

(b) Since u and v do not both have the root as their parent, either one of them must have a sibling that
is not a descendant or ancestor of # and v. Thus u, v, and that sibling (or one of its labelled descen-
dants) x € X can form a triplet of the form ux|v or u|xv.

(ii) Since the root has out-degree larger than two, it has at least three children, say u, v, and w. Then u, v, and
w (or one of the labelled descendants of w) can form a fanned triplet u|v|w.

Thus indeed v ¢ D,,. O
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3.1.1. Unique triplet encoding

To prove that a multifurcating tree is encoded by its triplet set, we will use induction on the number of la-
bels. This only works if all triplets of a subtree are also triplets of the tree itself. Lemma 3.3 proves this for-
mally.

Lemma 3.3. Let T be a tree on X, and T be a subtree of T obtained by removing any number of labels as
described by Definition 2.2. R is the set of labels in T that are not present in T. Then #(T) € £(T) and for all
te t(T)\ t(T) we have t N R # @.

Proof.

For the first statement, suppose T is a tree with no out-degree one vertices and an unlabelled root, and T is a
subtree of T. For a contradiction, assume £(T) ¢ £(T), then there exists a t € t(T) such that ¢ ¢ £(T). Without
loss of generality, assume u, v, w € X form this triplet ¢. Then in T, none of u, v, w is a descendant of another
by Lemma 3.2. But since ¢ ¢ ¢(T), either (i) u, v, w do not form a triplet in T or (ii) their triplet has a different
form than .

(i) Then one of u, v, w is a descendant of another in T. But then T cannot be a subtree of T.

(ii) In this case, the LCAs of at least one pair must have changed. However, since T is a subtree of T, this is
not possible.

In both cases, we get a contradiction. Thus indeed t(T) < t(T).

For the second statement, we will show a contradiction. Suppose there exists a triplet ¢ € £(T) \ £(T) such that
¢ contains no nodes from R. Then all nodes of ¢ are also in 7. However, since t ¢ £(T), one of the nodes is a
descendant of another in 7. But since T is a subtree of T, it means that one of the nodes is also a descendant
of another in T. This would mean that no triplet can be formed in T, which leads to a contradiction. So indeed
forall t€ t(T)\ t(T) we have tN R # @. O

Figure 3.2 shows a subtree, T, of the tree, T, in Figure 2.1 where R = a, b, c, f. Indeed, all triplets of #(T) are also
triplets of #(T), and any tripletin £(7)\ t(T) contains a label of R. Intuitively, this can be expected as a triplet is
itself a subtree. And a subtree of a subtree ought to again be a subtree of the original tree as well.

Figure 3.2: A subtree of the tree presented in Figure 2.1.

To apply induction for our encoding proof, we want to remove a label to decrease the number of labels such
that the remaining trees are still non-isomorphic. However, it is not always possible to remove a single label
while keeping the two trees non-isomorphic and having them satisfy Definition 3.1. Therefore, Lemma 3.4
shows that in those cases, there is a label whose D, sets differ in the two trees.

Lemma 3.4. Let T, > be non-isomorphic trees on X, where | X| = 4. Then if for all x € X, T} \ x is isomorphic
with 7> \ x when both T} \ x and T» \ x are trees with no out-degree one vertices or labelled roots, then there
exists a y € X such that D;l # D;Z.

Proof.

Suppose that for all x € X, T7 \ x is isomorphic with 7>\ x when both 77\ x and T\ x are trees with no out-degree
one vertices or labelled roots.
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Suppose there are no labelled internal vertices in 77 and T». Using Theorem 3.1, we can arrive at a contradic-
tion. Since T; Z T5, without loss of generality, T contains a triplet ¢t = T1|,,,,,, thatis not in T». Since | X| = 4,
take any x € X\ {u, v, w}. Then if x is removed, ¢ will still be a triplet in 77 \ x but not in 7> \ x by Lemma 3.3.
And both T7\x and T \ x are still trees with no out-degree one vertices or labelled roots, as no labelled internal
vertices were present. Therefore, T \ x is non-isomorphic with 7> \ x. Thus, the first assumption of the proof
cannot hold, which leads to a contradiction. So T; or T> must contain an internal vertex that is labelled.

Now, suppose without loss of generality that 77 contains a labelled internal vertex, y € X. Then either (i) yisa
leaf node in T», or (ii) y is also an internal node in 7>.

i) If D? # D;Z, we are done.

If not, then all of y’s labelled descendants in 77 must be ancestors of y in T> since IDyTll = 2. Namely,
suppose, without loss of generality, x, z € X are y’s labelled descendants in T3, z is in a different branch
from the root than y in T», and x is an ancestor of y in T». Then x must have another labelled descendant
different from y. This other labelled descendant, y, and z can thus form a triplet which implies D;l # D;z.

Therefore, at least one of y’s leaf descendants in T3, say x € X, must be an ancestor of another of y’s leaf

descendants, say z € X. Thus, x ¢ DZT L,butxe DZT2 by Lemma 3.2. Therefore, we found a z € X such that
T T,

D;' #D;2.

(ii) By assumption, we know T7\y = T> \ y as both T7 \ y and T» \ y are trees with no out-degree one vertices
or labelled roots. But then D;l # D;Z, as otherwise T; would already have been isomorphic with T5.

Thus we have shown that if for all x € X, T7 \ x is isomorphic with 7> \ x when both 77 \ x and T» \ x are trees
with no out-degree one vertices or labelled roots, there is a labelled vertex y € X such that DyT1 is unequal to

T
Dy . O

Indeed Figure 3.3 shows such an example. The trees in Figures 3.3a and 3.3b, respectively T; and T, are non-
isomorphic, but no single label can be removed to obtain two smaller non-isomorphic multifurcating trees.
Removing b or ¢ would cause T» not to satisfy Definition 3.1. Likewise, removing e would make T; a tree
with a labelled root and thus also not satisfy Definition 3.1. Meanwhile, removing a or d would make the two
trees isomorphic. As Lemma 3.4 suggest we have {b,c,d, e} = DZ‘ # DZZ ={a,c}, {a} = DZ‘ # D;Z = @, and
{@d=D"#D2=g.

a) b)

( (

Figure 3.3: Two non-isomorphic multifurcating trees where no single label can be removed to again end up with two non-isomorphic
multifurcating trees.

With the help of Lemmas 3.3 and 3.4, we can now prove that triplets encode a multifurcating tree. Theo-
rem 3.5 gives this result and thus shows that the triplet distance as defined in Equations (2.1) and (2.2) is a
metric.

Theorem 3.5 (Unique triplet encoding). Let T; and T be two trees with no out-degree one nodes and unla-
belled roots with the same set of labelled nodes X. Then T; and T3 are isomorphic if and only if #(T7) = #(T%).

Proof.
The cases where | X| < 2 are trivial as £(T7) = t(T2) = @ and at most one tree is possible, so we will look at the
cases where | X| = 3.
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For the first direction, suppose T} = T», then for all u, v € X, their least common ancestor is the same. Thus,
the triplet induced by any three labelled vertices in X will be of the same form in T; as in T if it exists, since
the form is determined by the least common ancestors alone. Thus #(T}) = t(73).

For the other direction, we will prove the contrapositive. Let 77 and T, be two trees on X, with |X| = 3, and
no out-degree one vertices or labelled roots. Without loss of generality, assume X = {u, v, w}. Then T; and
T, can only be of the form uv|w, ulvw, uw|v, or u|v|w. Suppose that 71 Z T, then T is of a different form
from T,. For example, T; is of the form uv|w while T> is of the form u|vw. Then #(T;) = {uv|w} is unequal to
t(T») = {u|vw}. This holds for any possible combination of forms that 77 and T» can take such that T Z T». We
can therefore conclude #(Ty) # t(T>) if T} Z T> when | X| = 3.

To apply induction, suppose we have proven the claim for all | X| < n—1, with n = 4. Let T;, T> be two trees on
X, where | X| = n, such that T} Z T». Then if there exists x € X such that T; \x Z T> \ x and both T3 \ x and T> \ x
are trees with no out-degree one vertices or labelled roots, take any such x and let Ti=Ti\xand T> = T\ x be
non-isomorphic trees on X \ {x}. By the induction hypothesis we have HTY) # t(Ty) since | X\ {x}| < n—1. By
Lemma 3.3, we know that ¢(T7) # t(T5).

If no such label exists, by Lemma 3.4 there exists a label y such that D;l # DyTZ. Therefore, without loss of

generality, there exists a x € D;l such that x ¢ D;Z. Thus, a triplet exists in T, with x and y while this triplet
does not existin T7. Thus #(T7) # t(T»). O

3.1.2. Algorithm

Now that we know triplets encode a multifurcating tree, we can look at creating an algorithm to reconstruct the
tree based on the triplet set. Aho et al. (1981) first proposed a version of this problem and gave an algorithm
that can construct a tree based on triplets such that all triplets are consistent with the obtained tree. This prob-
lem has been further explored and formalised. The problem is known as the R*~F*~ consistency problem
and is well-researched. As an input it has four sets, R*, R, F*, and F~, where R* and R~ are sets of resolved
triplets, and F* and F~ are sets of fanned triplets. The problem asks whether or not a phylogenetic tree exists
such that the triplets in R* and F* are consistent while the triplets in R~ and 7~ are not.

Harvey et al. (2024) have proven the last open cases of this problem, where one also requires that every vertex of
the resulting tree must have an out-degree at most a given D € N,. The more general cases, where the vertices
of the resulting tree can have any out-degree, had already been solved by Ng and Wormald (1996).

The problem discussed in this section is known as the R*F* consistency problem, which is equivalent to
the general consistency problem where R™ = F~ = @. It thus concerns finding a tree such that all the given
triplets are consistent with this tree, if it exists. Ng and Wormald have shown that this problem is polyno-
mially solvable for phylogenetic trees. Their reconstruction algorithms theoretical running time is bounded
by OUXP1t(D)a(X]+ (D) (Ng & Wormald, 1996, Theorem 4), where « is the inverse Ackermann function.
Note that their result has been rewritten to our notation, and therefore, their theoretical running time is slightly
lower. Their algorithms running time is thus capped at O(| X [2|£(T)|) for reasonable values of | X| + | £(T)| (Cor-
men et al., 2009, Section 21.4).

Due to Theorem 3.5, we know that if the full triplet set is given as input, the same tree must be returned. If a
subset of the triplets is returned, any tree that has the input triplets in its triplet set suffices. We will present an
algorithm that can find a tree for any subset of a triplet setin O (| t(D)21 X+ X121 (T) |) running time. Different
from other algorithms such as those from Aho et al. (1981) and Ng and Wormald (1996), this algorithm is
capable of handling internal labels and, whenever possible, tries to place a label as an internal label instead of
aleaflabel. Therefore, this algorithm can construct more compact trees.

Our proposed algorithm works by dividing the labels into branches, looking if that branch contains a child
of the root and then recursively resolving the branches. Lemma 3.7 gives us the required result to be able to
divide the labels into their respective branches. Since multifurcating trees do not have a labelled root, we need
to manually remove the labelled roots of the branches. Lemma 3.6 proves that the child of a root can only
occur in specific triplets. This is then used in our algorithm to find the children of the root, which allows us to
use recursion on the remainder of the branches.

Lemma 3.6. Let T be a (partially-)labelled tree on X and take u € X. Then u is a child of the root if and only if
all triplets ¢; € £(T) containing u are of the form u|vw or u|v|w with v, w € X.
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Proof.

Suppose first that u € X is a child of the root. By Lemma 3.2, no triplet exists that contains both © and one of
its descendants. Thus, any triplet containing u has the root separating u from the other labelled nodes in the
triplet, say v and w. These other labelled nodes are either in different branches from the root, or in the same
branch from the root; in which case, they share one of u’s siblings as a common ancestor. If v and w are in
the same branch, the triplet is of the form u|vw; otherwise, the triplet is fanned and thus of the form u|v|w.
Therefore for all v, w € X, the triplet on {u, v, w}, if it exists, is of the form u|vw or u|v|w.

For the other direction, we prove the contrapositive. Suppose u € X is not a child of the root. Then u and its
sibling have a least common ancestor that is also a descendant of the root. Let v be the sibling of u if the sibling
is labelled and one of the labelled descendants of the sibling, otherwise. Without loss of generality, let # and v
be on the first branch of the root. Then take any labelled node, say w, from any other branch of the root. Then
uvlwe t(T). |

Indeed, note how node j in Figure 2.1 is a child of the root and only has triplets such as ab|j, aclj, ielj,
etc.

Lemma 3.7. Let T be a tree. Then for all triplets t; € £(T) of the form uv|w, with u, v, w € X, we have u, v are
in the same branch B;. Also if u, v € B; and u|v|w € t(T), then also w € B;.

Proof.

For a contradiction of the first statement, suppose there exists a uv|w € ¢(T) such that u € B; and v € B;
with i # j. Then LCA(u, v) is the root of T. While, according to the triplet, LCA(u, v) is a descendant of both
LCA(u, w) and LCA(v, w). However, LCA(u, v) is the root and thus cannot be a descendant of any node. Thus,
no such triplet can exist.

For the second statement, suppose u, v € B; and u|v|w € ¢(T). Assume w ¢ B;, then w is separated by the root
from u© and v, and LCA(«, v) is a descendant of the root. Thus, a triplet of the form uv|w exists, not u|v|w. This
leads to a contradiction and thus w € B;. O

Algorithm 6 divides the labels of X into their corresponding branches by iterating over the triplets and properly
handling them according to Lemma 3.7. The algorithm uses Algorithms 4 and 5, which handles resolved and
fanned triplets, respectively. Algorithm 6 runs in O (| HDP+1t(DIIX I) time. Algorithms 4, 5 and 6 are direct
implementations of Lemmas 3.2 and 3.7 and thus will not be proven directly. The mentioned algorithms can
be found in Appendix A.1.1.

Algorithm 1 runs in O (D(|#(T)| + [£(T)|* + |£(T)|| X| +1X|) + |2(T)|) where D is the depth of the tree. Note that
D is bounded by | X| — 1. Therefore, the algorithm’s runtime is bounded by O (I (D)2 X+ X2 ¢(T) |)

Theorem 3.8 proves that the tree returned by Algorithm 1 contains all triplets of the triplet set given as in-
put.

Theorem 3.8. Let T be a tree on X with triplet set ¢(T). Let ¢'(T) be a subset of #(T), and T be the output from
Algorithm 1 with input (#(T), X). Then T contains all the triplets in ¢/(T). Moreover, if t'(T) = t(T) then T = T.

Proof.
We will prove the theorem through induction. Without loss of generality, let T be a tree on X = {u, v, w}, where
|X| = 3. Then either (i) #(T) = {ulv|w} or, without loss of generality, (ii) #(T) = {uv|w}.

(i) Whether #'(T) is the empty set or equal to #(T), no resolved triplets will be present. Therefore, C = X,
Algorithm 6 will place all labels in separate branches, and T will be returned by Algorithm 1.

(ii) Again, two cases exist: ' (T) = t(T) or t'(T) = @

If ¢/(T) = ¢(T) = {uv|w}, we only have resolved triplets and C = {w}. Then Algorithm 6 will place u and v
in the same branch and w in a separate one.

We, therefore, obtain the tree uv|w, which contains all triplets in ¢'(T).
If ¢'(T) is the empty set, we, by the same reasoning as above, obtain the tree with u, v, w as children of the

root. Since #'(T) = @, we indeed have that every triplet in #'(T) is contained in the obtained tree.
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Algorithm 1: Multifurcating tree reconstruction
1 Function BuildTree (¢'(T),X):

Input: ¢'(T) — a set of triplets
Input: X — the labelled nodes of T
Output: T — a tree such that it contains all triplets in ¢'(T) if it exists
2 | Compute Dy forall xe X // Line is only called in the first iteration
3 if | X| =2 then
4 ‘ T = cherry containing the nodes in X as leaves
5 else
6 CcC=X
7 for te€ t/(T) do
8 if ¢; is of the form x|vw then
9 L t C.remove(v, w)
10 Divide X into the branches {Bj, B, ..., B} using Algorithm 6.
11 if k =1 then
12 raise Error // The triplets are contradictory or the tree is not
multifurcating
13 forall B; do
14 forall xe B;nC do
15 if B;\ D, = {x} then
16 Add x as a child to T and obtain the tree, with x as the root, for its descendants using
BuildTree({t; € t/(T)|t; < B; \ x},B; \ x).
17 break
18 else
19 Add an unlabelled child to T and obtain the tree, with this unlabelled node as its root, for
its descendants using BuildTree ({¢; € t'(T)|t; < B;}, B;)
20 return T

Thus, for | X| = 3 we always obtain a tree which contains all triplets in #'(T) and see that if ¢'(T) = #(T) we obtain
T itself.

To apply induction, suppose that the theorem is true for all trees with | X| < n— 1. Then Algorithm 6 properly
places all labels in their respective branches. Any child of the root will be in C by Lemma 3.6 and must have
all the other nodes in the branch in their D set by Lemma 3.2. Moreover, any label chosen in Line 16 cannot
have a triplet with any of the other labels in that branch. Thus, any ¢ € C can be chosen as a child of the root,
if it exists, and picked as the root of this branch. Due to the induction hypothesis, the algorithm can properly
resolve each branch, as B; contains n — 1 or fewer labels.

We can conclude that the obtained tree will contain all triplets in ¢'(T).

Lastly, if ¢/(T) = #(T), the obtained tree will contain all triplets induced by T. Therefore, by Theorem 3.5, the
obtained tree must be the same as T. O

If a given set of triplets is contradictory (i.e. no tree satisfies the triplet set), then the algorithm should not
return a tree. When a tree exists that satisfies the triplets, then such a tree should be returned, even if it is not
unique.

Theorem 3.9. Let ¢/ (T) be some set of triplets. If there is a tree with no out-degree one nodes or labelled root,
T, satisfying the triplets ¢/ (T), then Algorithm 1 returns a tree. Otherwise, no tree is returned.

Proof.

Suppose the theorem does not hold and assume that a T that satisfies the triplet set #'(T) is as small a coun-
terexample as possible, such that no tree is returned by Algorithm 1. Then, by Line 12 in Algorithm 1, either
only one branch was returned from the root down, or for some internal node, only one branch was returned.
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In the first case, let w € X be a labelled node in a branch different from a given u, v € X in T. Then all nodes
were merged into one branch in one of two scenarios:

(i) Without loss of generality there is a triplet uw|v in t(T). Then these branches are merged into B; by
Algorithm 4. And no further branches were created by the remainder of the algorithm; otherwise, we
would not end up with one branch. However, this triplet is impossible as u, v were in different branches
than w. Therefore, t'(T) is impossible to satisfy.

(ii) Two branches remained after processing all resolved triplets and some fanned triplets, and without loss
of generality, there is a triplet u|v|w. And no further branches were created by the remainder of the
algorithm. By the same reasoning as above, this means #'(T) is impossible to satisfy.

In the second case, the subtree rooted at that internal node (where the root has been made unlabelled) is a
smaller counterexample. Which contradicts the premise of the proof.

Thus no T can exist that satisfies ¢'(T). O

An example of Algorithm 1 will be discussed here. Let T be the tree in Figure 3.4. Note that T has X =
{a, b, c,d, e} and the following triplets: ab|c, ab|d, able, ab|f, alcd, blcd, alce, b|ce, alde, blde, c|d|e.

Figure 3.4: The tree T used for an example of the steps in the algorithm.

Figure 3.5: The intermediate tree obtained while running the algorithm for the tree in Figure 3.4.

First, since | X| > 2, we find the set C. We see that for f, every triplet is either in the form uv|f or u|v|f. Thus
C = {f}. The labels are then divided into their branches by Algorithm 6. This gives us {a, b} and {c,d, e, f}. For
the first branch, {a, b}, no label in C is also in the branch, so we add an unlabelled child to the root. The branch
is then resolved through recursion. Since | X| = 2, they are both added as children of the root. At this point, we
obtained the tree as shown in Figure 3.5.

The other branch, {c,d, e, f} does contain a label in C, namely f. This label is chosen as the child of the root
since D¢ = {c, d, e} and the other labels are resolved recursively. We will obtain C = {c, d, e} and each one is put
in their own branch by Algorithm 6. Thus, in Line 16, they are all added as children of f. We, therefore, obtain
the tree as shown in Figure 3.4.



3.2. General trees

As mentioned in Section 3.1, multifurcating trees are limited in the information they can represent. The trees
used in this section do allow for out-degree one nodes as well as labelled roots. Therefore, these trees can
now visualise texts that have been copied to a single new text, as well as having a known archetype for the
stemma. In phylogenetics, there are no comparable trees as they do not include internal labels and therefore
also cannot carry any additional information by allowing internal nodes with out-degree one.

For this section, assume all trees T are according to Definition 3.3.

Definition 3.3. We call T = (V, E, I) a (partially-)labelled stemmatic tree if the following holds:
1. Tis atree according to Definition 2.7

2. All out-degree one nodes are labelled and point to a labelled node

A tree that does not satisfy the second assumption would have an unlabelled node that represents a relation-
ship that was impossible to know without knowing of the existence of that node in real life. Figure 3.6a shows
such a tree.

y () ()

(a) An incorrect tree according to the assumptions. The unlabelled node (b) The corrected version of the tree in figure a
named y violates the assumption that an out-degree one node should point
to a labelled node.

Figure 3.6: Two general trees where (a) shows a tree not satisfying the assumptions made, and (b) does satisfy the assumptions.

The unlabelled node y in Figure 3.6a suggests that node e had a descendant of which no record remains, which
itself had two descendants b and c. However, without knowing about the existence of node vy, Figure 3.6b
visualises the same knowledge. Namely, that nodes b and c are descendants of e.

Through a quick counterexample, it can be observed that only using the resolved and fanned triplets used
before will not be able to uniquely encode a tree in this case.

Consider Tj to be the tree in Figure 3.7a and T> to be the tree in Figure 3.7b. Indeed, using only the triplets con-
sidered in Section 3.1, we would get ¢(T}) = {ab|c} = t(T»), and therefore they cannot be distinguished.

To resolve this issue, more types of triplets need to be included. Figure 3.8 shows all forms of the additional
triplets that are possible according to Definition 2.6.

The triplets in Figures 3.8a to 3.8c are all trees in their own right. Therefore, they are all required to encode
general trees properly. Without one, the order of the nodes becomes impossible to retrieve. Meanwhile Fig-
ure 3.8d does not satisfy Definition 3.3. In fact, Observation 3.10 explains that such a triplet is not needed to
encode a general tree.

Observation 3.10. Given the general tree, T, as depicted in Figure 3.9 and c € y and d € 9, the triplet T|,.4 is
not needed to fully recover T.
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(@) (b)

Figure 3.7: Two trees where the label d is placed at different vertices.

(a) A triplet of the form a/b/c or equivalently c\b\a. b) A triplet of the form a/c\b or equivalently b/c\a

A\ A

(c) A triplet of the form a/c|b or equivalently bjc\a  (d) A triplet of the form a/|c|\b or equivalently b/|c|\a

Figure 3.8: Additional triplets for general trees.

Proof.

Given the whole triplet set #(T), using triplets a\ b\ ¢, a\b\d, and ¢/ b\ d, the correct relation can be recovered.
Namely, a has b, ¢ and d as descendants, b has ¢ and d as descendants, and c is in a different branch from d in
the subtree rooted at b. Or equivalently, we know the triplet c/|al\d also exists since a is an ancestor of b.

Moreover, if b were not labelled, then a had another child. Let v € X be that child (or one of its labelled
descendants). Then #(T) contains the triplets cd|v, c/a\ v, and d/a\ v. Again, these triplets suggest that c, d,
and v are all descendants of a and that ¢ and d must be in the same branch in the subtree rooted at a. So, we
know the triplet c/|al\d also exists. O

From now on, we assume #(T) to contain all triplets of T according to Definition 2.6 except those as described
in Observation 3.10.

Adding these additional triplets means the sets Dy no longer have any use. Namely, because it is now allowed
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Figure 3.9: A tree where a, 3, v, and 6 can be any trees that satisfies the assumptions.

for the labelled nodes in a triplet to be descendants of another, D, = @ for all x in X as long as | X| = 3. There-
fore, no knowledge about the structure of the tree can be learned from the sets D,. Thus, a new approach to
reconstruction must be created.

We will prove that the triplet encoding is unique for each tree, which satisfies the assumptions that any out-
degree one node is labelled and points to another labelled node, and that all leaf nodes are labelled. Afterwards,
an algorithm will be presented and proven to reconstruct the tree based on the triplets.

3.2.1. Unique triplet encoding

Induction on the number of labels will again be used to prove that triplets encode general trees. To do this,
however, we need to again show that all triplets of a subtree are also triplets of the tree itself. Lemma A.1
and Theorem A.2 prove that when a path exists between two labels in a tree, then this path still exists in the
tree after a different label is removed. It is presented in Appendix A.1.2. This result allows us to prove the
above-mentioned statement.

Lemma 3.11. Let T be a tree on X, and T be a subtree of T obtained by removing any number of labelled
vertices, say R € X, as described in Definition 2.2. Then #(T) € #(T) and for all t € #(T) \ t(T) we have tN R # @.

Proof.

Suppose T is a tree and T is a subtree of T. For a contradiction, assume £(T) € ¢(T), then there exists a ¢ € t(T)
such that ¢ ¢ £(T). Without loss of generality, assume u, v, w € X form this triplet ¢. Then T/, ,,,, is of a different
form than T/, ,,,,. By Definition 2.6 there exists paths in T such that ¢ is consistent with T. By repeatedly
applying Lemma A.1 and Theorem A.2 for all x € R, similar paths still exist in T such that ¢ is consistent with
T. However, by assumption ¢ ¢ £(T). Therefore, it must hold that t(T) < t(T).

But by Lemma A.1 and Theorem A.2, there still exist paths in N such that ¢ is consistent with N. Thus t € t(N),
which leads to a contradiction. So for all £ € t(N) \ £(IV) we have that N R # @.

For the second statement, we will again show a contradiction. Suppose there exists a triplet t = Ty, €
t(T)\ t(T) such that ¢ contains no nodes from R. Then all nodes of ¢ are also in T. However, since ¢ ¢ ¢(T) it
must be that ¢ # T uv,w- Butby LemmaA.1 and Theorem A.2, there still exist paths in T such that ¢ is consistent
with T. Thus t € ¢(T), which leads to a contradiction. So for all ¢ € £(T) \ £(T) we have that t N R # @. O

Additionally, to apply induction, we need to show that alabel can be removed such that the remaining trees are
still non-isomorphic. Lemma 3.14 shows this result but requires the following theorem shown by Murakami
(2021).

Theorem 3.12 (Murakami, 2021, Theorem 25). Let N be a semi-binary tree-clone-free network. Then there
exists only one automorphism of N, namely the identity map.
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Here, a semi-binary network is a network such that all tree vertices (vertices with in-degree one and out-degree
at least two) have degree at most 3. And a network is tree-clone-free if for every two tree vertices, at least one
leaf node exists such that the paths between these tree nodes and the leaf node differ in length. However, this
theorem can easily be extended to our definition of trees with only labelled leaves by the same reasoning used
for the original proof, where we now consider tree vertices as vertices with in-degree one and out-degree at
least one.

This theorem consequently shows that the automorphism of a general tree must also be unique.

Observation 3.13. Since the automorphism of a tree according to Definition 3.3 with only labelled leaves is
unique, so must the automorphism of any tree according to Definition 3.3 also be unique.

Proof.

Let T be a tree and T be the same tree but with all internal labels removed. Then the automorphism for T is
unique by Theorem 3.12, and any automorphism for T must also be an automorphism for T. Therefore, the
automorphism for T is unique. O

Using this observation, we can now prove that for two non-isomorphic trees on at least four labels, there must
always exist a label that can be removed such that the resulting trees are still non-isomorphic.

Lemma 3.14. Let T} = (V1,E1, 1) and T, = (V», E», Io) be two (partially-)labelled trees on the same set X, with
| X| = 4, such that T; is non-isomorphic with T,. Then there always exists a labelled node x € X such that T7 \ x
is non-isomorphic with 7> \ x.

Proof.

Let V; and V; be the vertex sets of T; \ x and T» \ x, respectively, for a given x. If for any x € X no bijection
exists between V; and V5, due to a different number of vertices, then choose that x. So assume that for all
x € X a bijection exists between V, and V. By Theorem 3.12 and Observation 3.13 for 77 \ x = 7> \ x to hold,
the bijection must map the leaf nodes of T \ x to leaf nodes with the same label in T> \ x. Thus, if for any x € X
such a bijection does not exist, take that x. If for all x € X such a bijection does exist, we know by Theorem 3.12
this bijection must be unique for any given x and map the leaf nodes of 77 \ x to the leaf nodes of 7> \ x which
have the same labels.

So assume that for all x € X such a bijection does exist for 73 \ x and T> \ x and thus (77 \ x)’ Z (T> \ x)’, where
(Th \ x)' and (T» \ x)’ denote the trees without labels. Thus, we can conclude that 77 and T> must have the
same number of leaves with the same labels. To show that T; \ x Z T» \ x for some x we need to find an x such
that there is an internal label y € X for which f (fl(y)) # l~2(y). Where we denote f 1, and I, as the obtained
bijection and injections after removing a label x.

By Definition 2.5 we know either (i) T # T} or (i) T; = T, but there exists no corresponding bijection such that
fh(x) =L (x) forall x € X.

(i) Harary and Palmer (1966) proved that any rooted tree is reconstructible based on its maximum subtrees,
or equivalently, that any tree T is encoded by the subtrees T; = T — v; where v; are the leaves of T. Note
that T —v; differs from T\ v; as T —v; is obtained by removing the node v; and its edges without "cleaning
up" the graph afterwards. However, "cleaning up" is only required after removing a leaf node if its parent
was unlabelled and had out-degree two. So if the number of leaf nodes is at least three, the subtrees T —v;
can be recovered from T \ v;. Namely, if removing v; causes a contraction and its parent p; has two leaf
descendants, take another leaf that is not a leaf descendant of p;, say v;. Then T\ v; preserved p; as a
vertex. Otherwise, if p; has three or more leaf descendants, take any leaf descendant different from v;,
say v;. Then, again, T'\ v; preserved p; as a vertex. So if T; and T have three or more leaf nodes, it cannot
hold that T} # T, while (77 \ x)' = (T> \ x)’ forall x € X.

Now, if 77 and T» have one or two leaf nodes, then regardless of the trees’ structures, the parents of the leaf
nodes are labelled since | X| = 4. Thus T — v; is the same as T \ v; for all leaves v; of T} and T5. Therefore,
Tl =T}

1 2

(ii) Since T and T share the same number of leaves with the same labels and T; = T;, we know there exists
a bijection that maps the leaf nodes of T; to the leaf nodes of T, with the same labels. Thtls there must be
an internal label y € X such that f(I;(y)) # [2(y). By Theorem 3.12 we know both f and f are unique. So
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I1(y) = v1 and Ir(y) = v, for some vy € V] and v, € Vs. If there is a node x € X such that removing x does
not cause a contraction of an edge starting from v; or v in T; and T, respectively, then removing x will
still result in f(ﬂ(y)) # l}(y) since l~1(y) = v; and l}(y) = v, still hold and f(vl) # 1. If there is no such
node, then all labels are the only child of y in either T; or T> and are leaves, or are a child of y such that y
has out-degree two and the other child of y is unlabelled. But since | X| = 4, this is not possible. So there
always exist such an x € X such that f([;(y)) # L(y) in T1 \ x and T \ x.

It has been shown that (i) cannot hold, and if (ii) holds, a labelled node x € X can be found such that (ii) still
holds for T3 \ x and T> \ x.

Therefore, by Definition 2.5 there exists an x € X such that T3\ x Z T> \ x. O

Intuitively, we can imagine that between two non-isomorphic trees, there is some relation between two labels
different in both trees. This differing relation should be possible to keep when removing other labels. Take, for
example, the trees in Figure 3.3. Here, the relation between a and d is different in both trees. In Figure 3.3a a
is the parent of d, while in Figure 3.3b a is a sibling of d. Indeed, removing any of the other labels keeps this
differing relation in both trees and gives two smaller non-isomorphic trees.

Using Lemmas 3.11 and 3.14 we can now prove that triplets encode general trees.

Theorem 3.15. Let T; and 1> be two trees on the same set of labelled nodes X, with | X| = 3. Then T; and T5
are isomorphic if and only if ¢(T7) = £(T»)

Proof.

For the first direction, suppose T; = T. Then for all u, v € X, their least common ancestor is the same in both
trees. Thus, the triplet induced by any three labelled vertices in X will be of the same form in 7} as in T» since
the form is determined by the least common ancestors alone. Thus #(T}) = £(71>).

For the other direction, the contrapositive will be proven through induction. Let T; and T» be two trees on X,
with | X| = 3. Without loss of generality, assume X = {u, v, w}. Then T; and T» can only be of the forms u|v|w,
uvlw, u/vlw, u/v/w,ul/v\w, or one of its variants. In any case, the triplet sets of T; and T» will only contain
one triplet that is the tree itself. Therefore, if T; Z 1>, their triplet sets must be different.

To apply induction, suppose we have proven the claim for all | X| < n— 1, with n = 4. Let T;, T> be two trees on
X, where | X| = n, such that T} Z T». Then take any x € X such that 77 \ x Z T> \ x. By Lemma 3.14, there always
exists such a labelled node. By the induction hypothesis, we have that (77 \ x) # (7> \ x). And by Lemma 3.11
we obtain t(T}) # t(T»). O

3.2.2. Algorithm

Different from Section 3.1.2, the problem presented in this section has not yet been researched. We wish to
find a tree satisfying Definition 3.3 that contains a given set of triplets, if it exists. Our proposed algorithm
works by identifying a label, if it exists, as the root of the tree and then separating the remaining labels in their
respective branches. It works similarly to the algorithm proposed by Aho et al. (1981). However, our algorithm
differs by being able to include internal vertices, labelled out-degree one nodes, and a labelled root. Just like
Algorithm 1, the algorithm proposed here is also able to find a tree that contains a subset of a triplet set. Again,
this found tree does not have to be unique for a subset of triplets. The algorithm has O(|#(T) 121X13) theoretical
running time.

Lemma 3.16 shows the triplets a label can be in if it is the root, and Lemma 3.17 shows how we can determine
if labels are in the same branch based on a triplet.

Lemma 3.16. Let T be a tree on X, with |X| = 3, and take u € X. Then u is the root of T if and only if for all
t € t(T) containing u ¢ is of the form u\v\w or v/u\w with v, w € X.

Proof.
First, suppose u is the root of T. Then, any triplet containing © must have u as the ancestor of all other nodes.
Thus, triplets containing u can only be of the form u\v\w or v/u\w.

For the other direction, to prove the contrapositive, suppose u is not the root of T. Then the root has either an
out-degree of one or more.
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If the root has out-degree one, then the root is labelled, say v. Since | X| = 3, there must be another labelled
node, say w. Any triplet containing u, v, and w can therefore not be of the form v/u\w, u\ w\ v, or u\ v\ w.

If the root has out-degree two or more, then the root can be labelled or not. If it is labelled, take v to be the
root and w to be a labelled node in a branch not containing u. Then the triplet containing u, v, and w is of the
form u/v\w. If the root is not labelled, take v to be any labelled node in a branch not containing «, and w to
be any other labelled node. Then the triplet containing u, v, and w must have u separated from v by the root.
Thus, the triplet will be, for example, of the form uw|v, w/ulv, ulw\v, etc.

In both cases, we have that there exists triplets containing u that are not of the form u\v\w or v/u\w. O

In essence, Lemma 3.16 simply states that the root of a tree cannot be in a triplet such that it is not an ances-
tor of the other labels. Algorithm 8 finds the labels that satisfy Lemma 3.16, and is a direct implementation
of the lemma and will therefore not be proven. It runs in O(|X 12+ £(])]?). Algorithm 8 can be found in Ap-
pendix A.1.2.

Lemma 3.17 shows how the triplets define whether or not labels are in the same branch or different ones.

Lemma 3.17. Let T be a tree according to Definition 3.3. Then for all triplets #; in £(T) the following statements
hold:

(i) If ¢; is of the form u/v/w, then u, v, and w are all in the same branch B; if w is not the root of T. If w is
the root of T, then u and v are still in the same branch B;.

(ii) If ¢; is of the form u/v\w, then if v is not the root of T u, v, and w are all in the same branch B;. If v is the
root of T, then u and w are in two different branches B; and B; with i # j.

(iii) If ¢; is of the form u/v|w, then u and v are in the same branch B;.

Proof.
Each statement will be proven through contradiction.

(i) Suppose thereis a triplet u/v/w such that u € B; and v € B; with i # j. Then v cannot be an ancestor of u
as they are in different branches. This makes the triplet u/v/w impossible. If w is not the root, the same
reasoning holds as above.

(ii) Suppose thereis atriplet u/v\w where v is not the root of T such that # and w are not in the same branch.
Then LCA(u, w) is the root of T and the only triplet of the form u/ * \w must be u/r\w where r is the root
of T. However, since v was not the root, the triplet u/v\w is impossible. v must also be in the same
branch by the reasoning in (i).

Suppose there is a triplet u/ v\ w where v is the root of T such that u and w are in the same branch. Then
LCA(u, w) is not the root, and thus a triplet of the form u/ = \w, if it exists, would not be u/v\v.

(iii) Suppose there is a triplet of the form u/v|w such that u and v are in two different branches. Then v
cannot be an ancestor of u. This makes the triplet ©/v|w impossible.

In each case, a contradiction was reached. O

Algorithm 10 places the labels in the correct branches by iterating over the triplets and using their descendants.
The algorithm is a direct implementation of Lemmas 3.7 and 3.17 and will therefore not be proven directly.
Note that Lemma 3.7 still holds by the same reasoning. It uses Algorithm 9 to properly handle fanned triplets
and runs in O t(T) 2| X]) time. Algorithms 9 and 10 can be found in Appendix A.1.2.

Algorithm 2 can reconstruct a general tree based on the triplets or find a tree that satisfies the triplets if a subset
of triplets has been used. It uses several properties of the triplets. Namely, the descendants given by triplets
such as u/v|w or u/v\ w, as well as the separation between nodes, such as the separation between u and w in
uv|w. These descendants and separations are computed using Algorithm 7 in O(|#(T)|+|X]) time. Algorithm 2
runs in O(t(T)| + | X|+ D(X|+|£(T)| + | £(T)|2| X|?)), where D is the depth of the tree which is bounded by | X|.
Using the bound for D and simplifying the runtime gives O(|¢(T) 121X13). If, however, we assume we have a full
triplet set, then Line 6 of Algorithm 2 is run at most once every iteration, as at most one label can be returned
by Algorithm 8. So in that case, the theoretical running time is O(|#(T)|?|X|?). Algorithm 7 can be found in
Appendix A.1.2.
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Theorem 3.18. Let T be a tree on X with triplet set #(T). Let ¢/(T) be a subset of #(T), and T be the output
from Algorithm 2 with input (#'(T), X). Then T contains all the triplets in #'(T). Moreover, if ¢/(T) = ¢(T) then
T=T.

Proof.

We will prove the theorem through induction. Without loss of generality, let T be a tree on X = {u, v, w}, where
|X| = 3. Then either, without loss of generality, t'(T) = {ulv|w}, ' (T) = {u\ v\ w}, £'(T) ={u/v\w}, t'(T) =
{u/viw}, t'(T) = {uv|w}, or t'(T) = @.

In all cases, it is easy to see we end up with a T that satisfies the triplet set #'(T) by following the logic of the
algorithms.

To apply induction, suppose that the theorem holds for all trees with |X| < n—1, and let T be on |X| = n. We
will show that an arbitrary node is placed in the correct branch, and then apply induction on the branches. Let
x € X be any node. Then either (i) x is the root or (ii) it is not.

(i) If x is the root by Lemma 3.16 every triplet containing x is of the form x\ u\ v or u/x\ v. Therefore, by
the logic of Algorithm 8, x € R since x is indeed the root of T. If R = [x], we are done. Namely, x will be
chosen as the root, and the branches will be created by Line 6 in Algorithm 2, and the branches will be
created correctly by the reasoning of (ii). If {x} c R, either (a) x is eventually chosen, or (b) another y € R
is chosen as the root.

(@) If x is chosen, then by the same reasoning as above, the remainder will be correctly divided in the
different branches.

(b) Then, by Line 8 in Algorithm 2, no triplet exists of the form a/y\ b € '(T) such that a and b are
placed in the same branch by Algorithm 10. Therefore, either a (and its descendants) and/or b (and
its descendants) do not share a triplet with x. If they both did, {a, b} < D[x] and thus by Line 12 in
Algorithm 10 they would have been placed in the same branch. By this reasoning, all labelled nodes
that share a triplet with x will be placed in a branch with x until (for some subtree) x is chosen as the
root.

(i) If x is not the root, it must be in some branch B;. In the algorithms, either (a) x € R, or (b) x ¢ R.

(@) If x € R, then, by Algorithm 8, S[x] = @,x & D[u] for all u € X. Therefore, we know no triplet exists
with x and any z € X \ B; nor with any y € B; such that x is a descendant of y. As a consequence,
we can split X into two disjoint sets X; and X». Here, X; contains x and all labels that share a triplet
with x, and X, contains all remaining labels. Note X \ B; < X». Then no triplet ¢ exists with x, u, v e t
such that u € X; and v € X;. Thus, placing x as the root will not cause any triplets to be impossible to
make. Namely, X; \ x will be placed in a different branch from X, by Line 12 of Algorithm 10. Since
XonD[x1] =@ forall x; € X; and X; N D[x,] = @ for all x;, € Xj.

(b) If x ¢ R, then x will be placed in a branch together with all its descendants and ancestors (except for
the root) based on the triplets by Algorithm 10.

In all cases, we see that x is placed such that all triplets can still be formed properly.

Since x is arbitrary, we know all nodes are placed such that the triplets are possible to make. Now |B;| < n—1
and therefore by the induction hypothesis, these branches can be properly resolved by the algorithm. Thus the
output T of Algorithm 2 with input (¢/(T), X) will contain all triplets in #'(T).

For the second statement, if #'(T) = ¢(T) then T will contain all triplets in #(T) and thus by Theorem 3.15
T=T O

Theorem 3.19. Let #'(T) be some set of triplets. If there is a tree that follows Definition 3.3, T, satisfying the
triplets #'(T), then Algorithm 2 returns a tree. Otherwise, no tree is returned.

Proof.

We will prove the theorem through a contradiction. Suppose the theorem does not hold and that T that satis-
fies the triplet set '(T) is as small a counterexample as possible such that no tree is returned by Algorithm 2.
Then by Line 16 of Algorithm 2, either only one branch was returned from the root down while the root was
unlabelled, or for some internal unlabelled node, only one branch was returned by Algorithm 10.
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In the first case, the branches are divided by Line 14 in Algorithm 2 and only one branch is returned. In Al-
gorithm 10, either (i) Line 11 merges all branches into one and no further branches are created, (ii) Line 19
merges all branches into one, or (iii) Line 21 merges all branches into one.

(i) In this case there were two branches, B;, Bo, such that for some x,u,v€ X, u€ B;,v € By and u,v € D[x].
But then there must be a node in X that is an ancestor of all other nodes. Therefore, that node would have
been made the root, which contradicts the assumption that the root was unlabelled.

(ii) In this case a triplet uv|w existed such that two branches, By, B», were present and u € By and v € B,.
Then Line 19 merges B, and B into one branch. But then, w was also placed in either B; or B, already.
Suppose, without loss of generality, w € B;. Then either w has a descendant that is also a descendant
of u or there exists a y € B; such that y has both u and w as descendants. The first case is not possible
because of the triplet uv|w. The second case implies that either y is the root of T or there is another
branch not containing y. Clearly, y cannot be the root of T since otherwise y would have been chosen as
the root. Also there cannot be a second branch not containing y since then we would not be left with just
one branch.

(iii) Now by Line 6 in Algorithm 9, without loss of generality, there were two branches, Bj, By, and a triplet
u|v|w exists such that u, v € B; and w € B;. But this is only possible if indeed u, v, and w are supposed
to be in the same branch from the root down. Which in turn implies that either the root is labelled or
there is a y € X such that y is in a different branch from u, v, and w. The first case is not possible as in
that case this label would have been chosen to be the root. The second case implies that either no triplets
exist containing y, in which case y would have been chosen as the root, or D[y] N (B} U By) = @. But then,
by Line 12 in Algorithm 10 y would have been placed in a separate branch, and thus we would not have
ended up with one branch.

In all cases, we see that the triplet set must be contradictory.

In the second case, the subtree rooted at this unlabelled internal node is a smaller counterexample. This
contradicts the fact that T was the smallest counterexample.

Thus no T can exist that satisfies ¢'(T). O

We will, again, discuss a small example of the algorithm. We assume T to be the tree in Figure 3.10.

Figure 3.10: The tree T used for an example of the steps in the algorithm.

After computing D and S, we look at the possible roots. Algorithm 8 will return {e}. Therefore, we try e as the
root and divide the branches. The two branches obtained by Algorithm 10 are {a, d} and {b, c}. Since no triplet
of the form u/e\ v exists such that © and v are in the same branch, we choose e as the root.

The two branches are then solved directly since their size is two. For the first branch, {a, d}, we have thata € D,
and thus d is added as a child of e with a as its child. For the second branch, {b, c}, neither label is in the other’s
D set. Therefore, an unlabelled child is added to e, which has both b and c as its children. This gives us the tree
as in Figure 3.10.
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Algorithm 2: General tree reconstruction

1 Function BuildTree (#'(T), X):

N e g W

10
11

12

13
14
15
16

17
18
19
20
21
22
23
24
25
26
27
28

29

Input: ¢'(T) — a set of triplets
Input: X — the labelled nodes of T

Output: T — a tree such that it contains all triplets in #'(T) if it exists
D, S = GetDescendantsAndSeperation (t'(T), X) using Algorithm 7
// Line is only called in the first iteration

R =PossibleRoots (#'(T), X, D,S) using Algorithm 8

while |[R|=1do
Chooser e R

R.remove(r)
else

T has r as root
L break

else
T has an unlabelled root

if £ =1 then
t raise Error

forall B; do
if |B;| = 1 then
| T has the node in B; as a child
elseif |B;| = 2 then
u,ve B;
if u € D[v] then

elseif v € D[u] then

else

return T

// No labelled node can be the root

‘ T has v as a child and u is a child of v

‘ T has u as a child and v is a child of u
else T has an unlabelled child with # and v as children

| ThasBuildTree({t; € '(T)|5; € Bi}, B;) as achild

By, By, ..., B =DivideBranches (#'(T), X \ {r}, D) using Algorithm 10
if for any triplet of the form a/r \ b, a in the same branch as b then
// The branches do not agree with the triplets

By, By, ..., By =DivideBranches (#'(T), X, D) using Algorithm 10.

// The triplets are contradictory
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Level-1 Networks

In the previous chapter, we formulated how rooted trees show the vertical descent relationships among texts
(o1, in a phylogenetic context, among species). However, in many practical stemmatological scenarios, a scribe
may consult - or "contaminate from" - multiple sources when copying a manuscript. Such contamination
events cannot be captured by a rooted tree, since they do not allow nodes to have in-degree two or higher.
Instead, a network is required to represent simultaneous inheritance from multiple predecessors. We already
formally defined such networks in Definition 2.9.

Roelli (2020) defines two different kinds of contamination: simultaneous and successive. Simultaneous con-
taminations occur when a scribe uses several sources for the same part of a text. It occurs naturally when a
scribe wants to correct a given text by consulting another (older) text to compare. Successive contaminations
occur when a scribe uses different sources for different parts of a text. This can occur when the scribe has
incomplete sources or the quality of a given source is inconsistent. A mixture of these types of contaminations
is also possible. Networks are capable of representing such events by giving a labelled node more than one
parent.

Because networks can introduce cycles (in the underlying undirected graph), the one-to-one correspondence
between any three labels and at most a single rooted triplet present in trees no longer holds. Indeed, given
three labels u, v, w € X, there may be multiple triplets on those labels that are consistent with N. Therefore, let
Nly,»,w for u, v, w € X denote the set of all triplets of N containing only these labels.

An inverted cherry, as shown in Figure 4.1, is not included in #(NN) as it is not a rooted tree. Nor do we include
triplets as described in Observation 3.10.

Figure 4.1: A tree of the form a\ b/ c or equivalently ¢\ b/ a that is not included as a triplet as it is not a rooted tree.

To allow for such contamination events, this chapter focuses on the simplest network class: level-1 networks.
Alevel-1 network N is a directed acyclic graph in which every undirected biconnected component contains at
most one cycle. According to Gusfield et al. (2004), these types of networks can represent the most common
phylogenies as biological mutations are not as frequent. However, in stemmatology, contaminations are more
common and therefore higher-level networks might be needed to properly represent a stemma (Roelli, 2020).
However, we will only consider the triplet encoding for level-1 networks.
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For level-1 networks with at least three leaves, only labelled leaves, and all internal vertices having degree three,
Gambette and Huber (2012) have proven that the number of non-isomorphic networks that share the same
triplet sets is 37. Here b is the number of biconnected components of N with four vertices. Indeed Figure 4.2
shows a simple example with | X| = 3 and b = 1 where the triplet set of each network is {ab|c, a|bc}.

A

Figure 4.2: Three different networks by Gambette and Huber (2012) that share the same triplet set.

It can be noted that the networks contain unlabelled internal nodes with out-degree one. As discussed in
Section 3.2, these nodes do not contain any information we would be able to differentiate between and thus
should be contracted. This does not influence the outcome of Gambette and Huber (2012), as they do not
change the triplet sets.

For this chapter, we assume all networks to follow Definition 4.1.

Definition 4.1. We call N = (V, E, ) a (partially-)labelled level-1 stemmatic network if the following holds:
1. Nisanetwork according to Definition 2.9
2. All out-degree one nodes are labelled and point to a labelled node
3. Every undirected biconnected component of N contains at most one cycle
4

. Every cycle in the underlying undirected graph of length 3 or 4 contains at least one labelled vertex that
is not the source nor the sink

5. The sink of every cycle in the underlying undirected graph is labelled.

Conditions 4 and 5 prevent "triangles" or "squares"” in a network whose triplet sets cannot uniquely encode it.
Indeed when "cleaning up" the networks in Figure 4.2 according to Definition 2.2 and making a vertex of the
cycles that is not the sink nor the source labelled we obtain the networks in Figure 4.3 which all have different
triplet sets.

In Section 4.1 we will prove that the triplets resulting from these networks encode the network. This extends the
triplet encoding result for trees to level-1 networks. Moreover, a polynomial-time algorithm will be presented
that is able to reconstruct a network based on its full triplet set. Unlike the previous algorithms, this algorithm
is not always able to find a network for a subset of triplets.

4.1. Unique triplet encoding

Unlike we did in Sections 3.1.1 and 3.2.1, we will prove that triplets encode level-1 networks by showing no
smallest counterexample exists. We will still need that all triplets in a subnetwork are also triplets in the net-
work itself. Moreover, we will also introduce a new concept called SN sets, which allows us to more easily
separate specific segments of a network.

Note that Lemma A.1 and Theorem A.2, which state that a path between any two nodes still exists when a
different node is removed from the network, also holds for networks by the same reasoning. Therefore, we can
also use it when proving the following lemma.

Lemma4.1. Let N be anetwork on X, and N be a subgraph of N obtained by removing any number of labelled
vertices, say R € X, as described in Definition 2.2. Then t(N) < t(N) and for all 7 € t(N)\ t(N) we have t\R # @.

Proof.
The proof follows the same reasoning as Lemma 3.11. O
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Figure 4.3: The networks from Figure 4.2 altered to comply with Definition 4.1. Note that the triplet sets are different:

t(Ny) ={ablc, albc, ald\b, ald|c, bld|c, ald\b, alcd },
t(N,) ={ab|c, albc, ald\b, ald\c bld|c, bld\c, ad|c, },
t(N3) ={ablc, albc, ald|b, ald|c, bld|c, ald\b, bc|d },
t(Ny) ={ablc, albc, ald\b, ald|c, bld|c, ald\c 1
t(Ns) ={ablc, albc, ald\b, ald\c, bld\c, ald\c, 1,
t(Ng) ={ablc, albc, ald\b, ald\c, bld\c, abld, bld\c},

The concept of SN sets was first introduced by Jansson and Sung (2006). They used it to partition the leaf
labels of a level-1 phylogenetic network into disjoint subsets, which could then be solved separately to recon-
struct such a network. Labels in an SN set correspond to a subnetwork, which is why they named those sets
"SN sets". We will also show that these sets correspond to specific segments of a given network and use this
correspondence to get to our desired results.

In the paper of Jansson and Sung, SN sets are defined recursively for any L € X of a network N as SN(L U {c})
for ¢ € X\ L if there exists some triplet of the form xc|x’ for x, x’ € L and as L otherwise. To extend the concept
for stemmatic networks, we can use the following definition.

Definition 4.2. Let N = (V,E,[) be a network on X and L € X. Then the SN set on L, SN(L), is defined as
SN(Luc) for any ¢ € X if there exists a triplet in #(IV) such that c is a descendant of LCA(x, x') or LCA(x, x') itself
in a tripletin N/, v . for any x, x" € L and as L otherwise. If |L| = 1, then SN(L) = L.

SN({x1, x2}) with x1,x, € X is called trivial if it equals X and maximal if it is non-trivial and is not a proper
subset of another non-trivial SN({y1, y»}) with y;, y» € X.

van lersel et al. (2009) proved that for phylogenetic networks with only labelled leaves, a maximal SN set corre-
sponds to the leaves below a highest cut-arc. We will argue that a similar statement holds for level-1 stemmatic
networks with internal labels.



Observation 4.2. Any non-trivial SN set containing the labelled root of N contains only the root.

Proof.
Suppose S is an SN set containing the labelled root p € X and another labelled node x € X. Then LCA(p,x) = p
and thus any other label y € X is a descendant of p, so y € S. Therefore, S = X and thus S is trivial. O

Lemma 4.3. Let N be a (partially-)labelled level-1 stemmatic network. Any non-trivial SN set of N corre-
sponds to a single label, the union of all labels underneath a cut-arc, or the sink and its descendants of a cycle.

Proof.
By Definition 4.2 any {x} is an SN set for x € X.

Let L be the union of all labels underneath a cut-arc. Then any triplet containing labels x,x' € L and y ¢ L
would have x and x’ separated from y by this cut-arc or y as an ancestor of both x and x’. Thus y ¢ SN(L).

Lastly, let L be the union of the sink of a cycle and all labels underneath it. Then, since N is a level-1 network,
any triplet containing labels x, x’' € L and y ¢ L will have y separated from x and x’ by a node above the sink, or
y is an ancestor of both x and x". So y ¢ SN(L).

For the other direction, we will come up with a contradiction. So suppose L c X such that |L| =2 and x,x" € L
are not both beneath a cut-arc nor part of a sink and its descendants of a cycle. By Observation 4.2 we may
assume the labelled root, if it exists, is not in L.

If the root of N is not the source of a cycle, then the root must have out-degree two or higher. Therefore, x € B;
and x’ € B for some i # j. Thus LCA(x, y) is the root and therefore any z € X is in SN(L). Then SN(L) = X, so
SN (L) is trivial.

If the root of N is the source of a cycle C, then either x € BjC and x' € Bl.C orx,x' € B].C but the corresponding

cycle vertex has out-degree three or higher and BjC is not the sink of C.

In the first case, LCA(x, x') is either the root of N, in which case we are done, or it is a cycle vertex of C. If it
is a cycle vertex of C, then there exists a triplet with x, x" (or one of their labelled descendants) and the sink of
C such that the sink is placed in SN(L). Now take the sink s, and x (or x') different from the sink. Then there
exists a triplet with x (or x’), s and any other label in X such that LCA(x, s) (or LCA(x', s)) is the root in some
triplet. So SN(L) = X and thus trivial.

In the second case, if the cycle vertex is not the source of another cycle there exists a triplet with x, x’ and the
sink of C, s, such that s is a descendant of LCA(x, x) and thus s € SN(L). By the same reasoning as before,
SN(L) = X and thus trivial. If the cycle vertex is the source of another cycle, then by iteratively applying the
reasoning above, this whole lower cycle is in SN(L). We can then obtain a triplet containing the sink of the
highest cycle (with the root as its source), such that that sink is in SN(L), after which the same reasoning
holds. O

Now that we know what these SN sets can correspond to, we can also explore what the maximal SN sets can
correspond to. After all, the correspondence of any non-trivial SN set does not give much information about
how and where these segments might be located in the network.

Corollary 4.4. Let N be a (partially-)labelled level-1 stemmatic network. A maximal SN set of N corresponds
to the labelled root itself, the union of all labels underneath a highest cut-arc, a highest sink of a cycle with
no cut-arc above it and its labelled descendants, or a labelled non-sink cycle vertex with no cut-arcs or sinks
above it.

Proof.
Clearly, by Lemma 4.3, these sets are all SN sets.

Suppose S is a maximal SN set and L c S, where L is any set as described in the corollary and take [ € L. Then
x € S\ Lis such that LCA(x, [) is either the root of N or a cycle vertex of a cycle such that the sink of that cycle is
a highest sink with no cut-arcs above it. By the same reasoning as in Lemma 4.3, S = X must hold and therefore
S is not maximal. O
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Together with the previous results, we are now able to prove the main result of this thesis: triplets encode
a level-1 stemmatic network. To do so, we will show that no two smallest networks exist such that they are
non-isomorphic but share the same triplet sets. The proof relies on several claims concerning the structure
of the supposed counterexample, which will be proven as well. Although the proofs of these claims are rather
extensive, they are necessary for the final result.

Theorem 4.5. Let N; and N> be two (partially-)labelled level-1 stemmatic networks on the same set of labelled
nodes X, with | X| = 3. Then N; and N, are isomorphic if and only if #(IV7) = £(V2).

Proof.

For the first direction, since N; = N, any triplet in £(Vy) is also consistent with N, by Definition 2.6 and thus is
also in #(N2). So t(N7) < t(N2). Likewise, any triplet in #(IV) is also consistent with N; by Definition 2.6 since
N; = Ns. Therefore, also t(N>) < t(IN>). We can thus conclude t(N7) = t(Na).

For the other direction, we will come up with a contradiction. Let N7 and N, be two networks on X such that
they form the smallest counterexample on the size of X. So N; Z N, and #(N7) = t(Ny).

We will first prove that N; and N, must contain exactly one cycle since it is the smallest counterexample,
and that their roots must be the sources of these cycles. Then, we will prove these networks must actually be
isomorphic for #(IN7) = #(N>) to hold.

Claim 4.5.1. N; and N, must both contain at least one cycle.

Proof.

Suppose N; had no cycles, then if N, also did not have any cycles by Theorem 3.15, they would have different
triplet sets. Therefore, at least one network has at least one cycle. Assuming N; has a cycle it would have
a,b,c € X such that |[N1|4p,c| = 2. Namely, if the cycle has length 4 or larger, take a to be the sink and b and ¢
such that they are in distinct branches different from the sink and its descendants, and either both are in the
cycle or both are not in the cycle. Then two triplets exist with a, b, and c: a/b/c and alc\ b, al/b|c and a/c|b,
ab|c and albc, or ab|c and ac|b. If the cycle has length 3, take a to be the sink and b the labelled node in the
cycle that is not the source nor the sink. Then take ¢ any other node in X that is not an ancestor of the source
of the cycle. Again two triplets exist with a, b, and c: c¢/a/b and c/alb, a/b\ c and a|b\ ¢, a/b/c and a/c\ b, or
ab|c and a/b|c. If N, would have no cycles then |N2|, p | < 1. Thus, both N7 and N> must contain cycles. W

Claim 4.5.2. N; and N, each contain exactly one cycle.

Proof.

By Claim 4.5.1, we know N; and N, both contain at least one cycle. Suppose N; contains at least two cycles.
Since t(N}) = t(IV2), their SN sets must be the same, as they are determined by the triplet sets alone. Therefore,
let S be the sink and its descendants of a cycle C in N such that not all other cycles are in S. By Lemma 4.3, S
isan SN set of N;. Then, by Lemma 4.1, t(N; \ S) = £(N2 \ S) and we know Nj \ S is a valid network with fewer
cycles. Since their SN sets are the same, Sis also an SN setin N,. By Lemma 4.3, S contains either a sink and its
descendants, a single label, or all nodes below a cut-arc in N,. If S is a sink and its descendants in N», we know
Ny \ S is also a valid network. If S is a single non-leaf vertex in N, then x € S is a leaf in N;. Now, in N>, there
exists a triplet such that x has a descendant, while in NV; this is not possible. So the triplet sets were different
to start with. If S contains all nodes below a cut-arc and the starting node of this arc is not a cycle node, we
know N, \ S is also a valid network. If the starting node is a cycle vertex but is labelled or has out-degree three
or more, then N, \ S is valid as well.

The only possible problem could occur if the starting node is an unlabelled cycle vertex with out-degree 2 of a
cycle, C', of length 5. Namely, N> \ S would contract the remaining out-going edge such that the cycle would
become of length 4. If the cycle had no non-sink, non-source labelled cycle vertex, a cycle of length 4 would
remain without such a labelled node. But in this case take x € S, y € Bl.C', zZ€ B].C' such that y is the sink of C’

and z is in a different cycle branch from both BiC’ and S. Then in N> we have (a) N2y . = {x]yz, xylz}, (b)
Nalx,y,z = {xzly, xlyz}, or (€) Nalx,y,z = {xzly, zlxy}.
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S

(b) N7 as described in (a) (i) (2). Note that the (c) N7 as described in (a)(ii). Note that the location
location of the node v is not ﬁxed but must be such  of the node v is not fixed but must be in a cycle
(a) N; as described in (a) (i) (1) that [Ny, z x| = branch of C.
s BL
B(“

(d) N, as described in (a) (i) (1) (e) N, as described in (a) (i) (2) (f) N> as described in (a) (ii)

Figure 4.4: The structure of the networks as described in Theorem 4.5 in case (a) when proving that the number of sinks can be reduced
to one. Curved edges signify that any number of nodes and cycle branches can be along this edge.

(@) This case occurs when B].C/ and S are on different paths from the source of C’ to y. For these triplets to
occur in N either (i) y € BC zZE€ BC are such that their branches are on the same path from the source of C
to x but are not themselves cycle nodes, or (ii) the source of C is a non-sink, non-source cycle vertex of C,
Ve BC, zE€E BC BC is the branch containing the sink, and C and BC are on different paths form the source
to the sink of C.

@ If Bl.c, B].C, and S are the only branches of C, then at least Bl.C or BjC has a labelled cycle vertex, c € X.
This is visualised in Figures 4.4a and 4.4b where the node v can be disregarded. So there are either
triplets x/c\ y and x|c\ y, or x/c\ z and x|c\ z. But in N, these triplets cannot exist, as can be seen
when looking at Figures 4.4d and 4.4e.

So, assume C has a length greater than four. Then there is another branch B,f containing a label v
such that |[N;|,,z x| = 1.

(1) If [N1ly,z x|l =1, then Nijlyzx = {z/v|x}. So v € C and z is a descendant of v. Now if No|,;x =
{z/v|x}, then either v is a labelled cycle vertex of C' or v € BjC \ C'. Since, by assumption, C’ has
no labelled cycle vertices, the first possibility cannot hold. Therefore, it must be that v € BC’ \C’

and Nzly,.,y = {z/vly}. Butin Ny, B is on the same path from the source to the sink as BC So
this triplet is impossible. See Flgures 4.4a and 4.4d for clarification on the structure of V; and N>,
respectively.

(2) If IN1ly,zx| = 2 then for [N2|y,zx| = 2 to hold v € Bl.C. Then v is a descendant of y in N, so
Naly,y,x = {v/ylx}. However, as v € B]f and y € Bl.C, this triplet is not possible in N;. See Fig-
ures 4.4b and 4.4e for clarification on the structure of N; and Ny, respectively. Note that the
location of v in Figure 4.4b is not fixed, nor does v need to be a cycle vertex.

(ii) Then there exists a branch B,S containing a label v such that the triplet x|v|y occurs in N;. But this
triplet is only possible in N, if B]g is a branch coming off from the source of C’, as y is the sink of
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C’ and x is in a branch of C’. But in Ny, another triplet (either x/v|y or xv|y) also exists, which is
not possible if B,f is a branch coming off from the source of C’. Such N; and N, are visualized in
Figures 4.4c and 4.4f, respectively. Again, the location of v in Figure 4.4b is not fixed, nor does v need
to be a cycle vertex of C.

S

(b) N7 as described in (b)(i)(2). Note that the (c) N7 as described in (b)(ii). Note that the location
location of the node v is not fixed but must be such  of the node v is not fixed but must be in a cycle
(a) Ny as described in (b)(i)(1) that |[N|y,z x| =2. branch of C.

(d) N, as described in (b) (i) (1) (e) N, as described in (b)(i)(2) (f) N> as described in (b)(ii)

Figure 4.5: The structure of the networks as described in Theorem 4.5 in case (b) when proving that the number of sinks can be reduced
to one. Curved edges signify that any number of nodes and cycle branches can be along this edge.

(b) In this case Bjc/ and S are on the same path from the source of C' to y and LCA(x, z) is an ancestor of
LCA(y, 2) (i.e. Sis "above" B].C/). For these triplets to occur in N either (i) y € Bl.C, zZ€ B].C such that they are
on the same path from the source of C to x, or (ii) the source of C is a non-sink, non-source cycle vertex of
C ye Bié, zZ€ B](.?, Bié is the branch containing the sink, C and Bjé are on the same path form the source to

the sink of C, and LCA(x, z) is an ancestor of LCA(y, 2) (i.e. Cis "above" B}C).

(i) Now, in N, LCA(y, z) is an ancestor of LCA(x, z) in N; (i.e. Bl.C is "above" B].C). By the same reasoning
as in (a)(i), C must have a length greater than four. The corresponding networks for the argument
there are presented in Figures 4.5a and 4.5b.

So, assume C has a length greater than four. Then there is another branch B]f containing a label v
such that [Ny|,,z x| = 1.

(1) If [N1ly,z x|l =1, then Nilyzx = {z/v|x}. So v € C and z is a descendant of v. Now if Na|y,;x =
{z/v|x}, then either v is a labelled cycle vertex of C' or v € Bjc/ \ C'. Since, by assumption, C’ has
no labelled cycle vertices, the first possibility cannot hold. Therefore, it must be that v € Bjc’ \C’
and Nalyz,y = {z/vly}.
Butin N; for N1y, z,, = {z/v|y} to hold, we also have N1y, = {ylv\ x}. However, in N this triplet
is not possible as v € BjC'. See Figures 4.5a and 4.5d for clarification on the structure of N; and
N,, respectively.
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(2) This is not possible by the same reasoning as (a)(i)(2). See Figures 4.5b and 4.5e for clarification
on the structure of N7 and Ny, respectively.

(ii) By the same reasoning as (a)(ii), this is not possible. Such N; and N, are visualized in Figures 4.5c
and 4.5f, respectively.

(b) N as described in (c)(i)(2). Note that the (c) N7 as described in (c)(ii). Note that the location
location of the node v is not fixed but must be such  of the node v is not fixed but must be in a cycle
(a) N7 as described in (c) (i) (1) that [N|y,z x| =2 branch of C.

(d) N as described in (c) (i) (1) (e) Ny as described in (c)(i)(2) (f) Ny as described in (c)(ii)

Figure 4.6: The structure of the networks as described in Theorem 4.5 in case (c) when proving that the number of sinks can be reduced
to one. Curved edges signify that any number of nodes and cycle branches can be along this edge.

(c) In this case B].C’ and S are on the same path from the source of C’' to y and LCA(x, z) is an ancestor of
LCA(y, x) (i.e. B].C, is "above" S). For these triplets to occur in N either (i) y € BS, z € BjC such that they are
on different paths from the source of C to x, or (ii) the source of C is a non-sink cycle vertex of C, yE Bl.C,
zZ€ B].C, Bl.C is the branch containing the sink, C and BjC are on the same path form the source to the sink of
C, and LCA(x, 2) is an ancestor of LCA(y, x) (i.e. B].C is "above" C).

(i) By the same reasoning as in (a)(i), C must have a length greater than four. The corresponding net-
works for the argument there are presented in Figures 4.6a and 4.6b.

So, assume C has a length greater than four. Then there is another branch B,f containing a label v
such that |[N;|,,z x| = 1.

(1) If|N1lyz,xl = 1, then Nyl z,x = {z/v|x}. So v € C and z is a descendant of v. Then Ni|y 5, = {ylv\
X, yx|v}. But these triplets are not both possible in N,. See Figures 4.6a and 4.6d for clarification
on the structure of N7 and N, respectively.

(2) This is not possible by the same reasoning as (a)(i)(2). See Figures 4.6b and 4.6e for clarification
on the structure of N} and N;, respectively.

(ii) By the same reasoning as (a)(ii), this is not possible. Such N; and N, are visualized in Figures 4.6c
and 4.6f, respectively.

Thus, Nz \ S must also be a valid network. So let N] = N1\ S and N, = N>\ S. Suppose N, would contain no
cycles. Then for some a, b, c € X, |N{lq,p,c| = 2, while for Nj, [N} |4 5| < 1. Which would imply ¢(N7) # t(N}).
Thus, Né must still contain a cycle.
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It is left to prove that N] # N;. We know, by the previous reasoning, that S is either a sink and its descendants
of a cycle or a union of all labels below a cut-arc in N,. Let S; denote the sink and its descendants for all cycles,
C;,in N;. Then N1\ S; = N» \ S; for all i can only hold if all cycles in N; are connected from sink to source (i.e.
one cycle’s sink is the source of another) and for the lowest sink and its descendants, Sy, N1\ Si = Ny \ S¢ holds,
as N; and N, are level-1 networks and N; has at least two cycles. But in that case, one can simply remove all
outgoing cycle branches (different from the sink and its descendants) of a higher cycle. This would result in N}
and N such that the number of cycles in Nj is smaller than in Ny and Nj Z Nj. Also, Nj and N, would still be
valid networks as these cycle branches are located similarly in both N; and N, since N;\ S = N\ Sk. Therefore,
we found a smaller counterexample with fewer cycles. Following this reasoning, the smallest counterexample
must have exactly one cycle in both NV} and N>. |

Now that we know N; and N, contain exactly one cycle, we wish to show that their respective roots must the
the sources of their cycles and have no other outgoing branches.

Claim 4.5.3. N;’s and N’s roots must be the source of their corresponding cycles and have out-degree two.

Proof.

Suppose N;’s root is not the source of its cycle. Then the root has k outgoing branches, each of which is a
maximal SN set by Corollary 4.4. So N; has at most k + 1 maximal SN sets; one for each branch and the root if
it is labelled. These branches must, therefore, also be maximal SN sets in N>.

Suppose N,’s root is the source of a cycle, then each of its cycle branches and labelled cycle vertices must
correspond to one of the k + 1 maximal SN sets.

If k >=3, then in N there exists a triplet of the form u|v|w whenever u, v, and w are from different branches.
Since at least two maximal SN sets are part of the cycle in N, if there is a triplet u|v|w, there must also be a
triplet, without loss of generality, of the form u/v|w or u|vw. Meanwhile, these triplets cannot exist in N;. See
Figure 4.7a for the general structure of such N; and Figures 4.7b and 4.7c for the general structures of N>.

(b) N7 as described when k =3 and a triplet of the  (c) N> as described when k = 3 and a triplet of the
(a) N7 as described when k = 3. Note that theroot  form u/v|w exists. Note that the root could have form u|vw exists. Note that the root could have
could have more branches and could be labelled. more branches and could be labelled. more branches and could be labelled.

Figure 4.7: The general networks as described in the case when k = 3. The curved edges signify that any number of cycle branches or
nodes could be located there.

If k = 2, then N; has at most 3 maximal SN sets. N, has atleast 3 maximal SN sets: the sink and its descendants,
another cycle branch, and the labelled non-sink non-source cycle vertex. So, the root, p, of Ny must be labelled,
and therefore there is a triplet of the form u/p \ v. For this to hold in N5, p must be the labelled non-sink non-
source cycle vertex, and, without loss of generality, # must be part of the sink and v in the remaining cycle
branch. However, the triplet u|p \ v also exists in N> but not in N;. Such networks are shown in Figure 4.8.
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(a) N7 as described when k = 2. Note that uand v (b) Ny as described when k = 2. Note that z and v
could have more ancestors or descendants. could have more descendants.

Figure 4.8: The two general networks as described in the case when k = 2.

Lastly, if k = 1, then N has only two maximal SN sets while N, has at least three. So this is not possible. So we
conclude that if N;’s root is not the source of its cycle, neither is N»’s root the source of its cycle. Likewise, if
Ny’s root is the source of its cycle, so is N»’s root the source of its cycle by the same reasoning.

Now, if both roots are not the sources of their cycles, then they must have the same out-degree as the maximal
SN sets, and triplets are the same. So let B be the union of all labels in the branches from N; that do not contain
the cycle. Then Nj \ B still contains a cycle and must be a valid network, as is N>\ B since the corresponding SN
sets must also be branches from N,. N>\ B must also still contain a cycle as otherwise there exist a, b, c € X such
that |[N114,p,c| = 2 while [N2| 4 p,c| < 1. If both roots have out-degree one, then their roots, p, must be the same
and therefore N; \ p and N, \ p are both valid networks. The obtained networks must still be non-isomorphic,
as otherwise one of these SN sets is a smaller counterexample without cycles, which contradicts Theorem 3.5.

If both roots are the sources of their cycles, but without loss of generality, the root of N has out-degree three or
higher, then the branches in the blob graph of N not containing the cycle are maximal SN sets by Corollary 4.4.
Let B; c X be such a branch and take w € B;. If B; is not a branch in the blob graph of N, not containing the
cycle, it must be a cycle vertex, the labelled root, or a cycle branch in N, by Corollary 4.4. Note that B; cannot
be the sink of the cycle in N, as otherwise (N} \ B;) # t(N» \ B;) which would contradict Lemma 4.1.

In the case that B; is a cycle vertex or the labelled root in Ny, then there is a triplet such that w has a descendant
that is not in B;, which cannot hold in Nj. If B; is a cycle branch, then either the cycle size in N, is 3 or larger.

If the cycle size is 3, then the labelled non-sink, non-source cycle vertex, u, of the cycle forms w/u|v and
w/u\ v as triplets in N, where v is the sink of the cycle. The triplet w/u|v is not possible in N; as u, v ¢ B;.
Such networks are shown in Figure 4.9

B;
B;

(a) The general structure of N7 as described when
its root is the source of its cycle and has out-degree (b) The general structure of N, as described when
three or higher. its cycle has length 3.

Figure 4.9: The two general networks as described in the case when the roots are the sources of the cycles, the root of N7 has out-degree

three or higher, and the cycle in N has size three. The curved edges signify that any number of cycle branches or nodes could be located
there.

If the cycle size is 4 or larger, take u a label from another cycle branch and v the sink of the cycle. Then there is
a triplet in N, of the form wu|v, wv|u, or w/u|v. Such networks are shown in Figures 4.10a, 4.10b and 4.10c,
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respectively. All of these triplets are not possible in N} as u, v ¢ B;. N;’s general structure is again shown by
Figure 4.9a.

B;

(a) N» such that its cycle has length four or larger  (b) N> such that its cycle has length four or larger  (c) N» such that its cycle has length four or larger
and it contains a triplet v|uw. and it contains a triplet wv|u. and it contains a triplet v|u\ w.

Figure 4.10: The three general network structures of N> as described in the case when the roots are the sources of the cycles, the root of
Nj has out-degree three or higher, and the cycle in N> has size four or larger. The curved edges signify that any number of cycle branches
or nodes could be located there.

So B; must also be a branch in the blob graph of N,, not containing the cycle. Therefore, N; \ B; and N, \ B;
are both valid networks, and N; \ B; Z N, \ B; must hold as otherwise B; would be a smaller counterexample
which contradicts Theorem 3.5.

Applying this reasoning until neither case is true for N; or N, gives us that their roots must be the sources of
their cycles and have out-degree two. |

So, by Claims 4.5.2 and 4.5.3, N; and N, both contain exactly one cycle whose sources are their respective
roots and have out-degree two. To prove that these networks are actually isomorphic, we will first show that all
branches of the cycle must contain the same labels, then that both cycles have the same branch as their sink,
and lastly that the ordering of the cycles’ branches must be the same.

Claim 4.5.4. Let C!,C? be the cycles in N} and N, respectively. Then, their cycles must have the same length,
1, and their exists a bijection 7 on these branches, Bl.C1 and BfZ for i € {1,2,...,1}, such that Bl.C1 and n(Bl.Cl)
contain the same labels and BI.C1 = n(BiCl).

Proof.

We again know the maximal SN sets are the same for N} and N,. To show the cycle branches are the same, it is
left to show that the cycle vertices of N are also cycle vertices of N, and that they have the same maximal SN
sets as their corresponding cycle branches.

Let V = {v} be a maximal SN set such that v is a cycle vertex in N;. Then there exists a triplet with v and the
sink s such that s is a descendant of v. Therefore, v must also be a cycle vertex in N, as otherwise it would not
have a triplet such that it has a label from another maximal SN set as a descendant. Likewise, if V' is a maximal
SN set such that it is not a cycle vertex in Ny, it can also not be a cycle vertex in No.

To show that the cycle vertices have the same maximal SN sets as part of their corresponding cycle branches,
let v be such a cycle vertex such that it has out-degree k in N, with k = 2. Let Bg fori=1...k—1 be these

.. . 1 L
branches from the subtree rooted at v not containing the sink in N; and take u; € BS;‘ and s the sink in N;.

Then there are triplets of the form u;/v\ s and u;/v|s in Nj. These triplets can only exist in N, if BE ;s also a
branch from the subtree rooted at v in N5.

Moreover, if v € V is an unlabelled cycle vertex with out-degree three or higher, then each of the branches from
the subtree rooted at v not containing the sink in N; must also be in the same cycle branch in N,. Namely,
these branches are also all maximal SN sets in N,. So take u and w from two distinct such branches and s the
sink in N;. Then they form u|w|s and u, w|s as triplets, which is only possible in N if both branches are also
rooted at the same cycle vertex in N,.
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Thus, by this reasoning, for #(N7) = ¢(IN2) to hold, all the branches of the cycle must be the same, and both
networks have the same number of branches. Therefore, from now on, we will refer to the cycle C instead of
C! and C2. Also, the branches in N; and N> must be isomorphic to one another, as otherwise such a branch
would be a smaller counterexample. |

Claim 4.5.5. N; and N, have the same branch as their respective sinks.

Proof.

By Claim 4.5.4 we know the cycle, C, of N; and N> has the same cycle branches. Suppose now that S; c X is
the branch that contains the sink of C in N, while S, c X is different from S; and contains the sink of C in N>.
Let I = 3 be the size of the cycles.

If [ = 5, then there exist different i and j such that S; # BY' # S, and S # B].C #S;andaeBf, be Bjc, andce S;
such that [N, =2 as a, b, and c are in different branches of the cycle, while c is in the branch of the sink.
However, in Ny, [Nz, p,c| < 1 since none of the labels are in the branch of the sink.

Now, if [ = 4, denote the remaining branch as B. Either (i) N; has both branches on the same path from the
root to the sink or (ii) N; has both branches on a different path from the root to the sink. Take s € S; and v € X,
the labelled non-sink, non-source cycle vertex of C.

(i) If v has out-degree two, take u € X its non-cycle child (or one of its labelled descendants). Then the
triplets on s, u and v in N; are of the form u/v\ s and u/v|s. By Claim 4.5.4 we know u and v are also in
the same cycle branch in N, and s in another. So these triplets are only possible in N, if S; also contains
the sink in N;.

If v has out-degree one and its child is not the sink of the cycle, then take u € X to be that child. Then N,
has u/v|s and s/u/v as triplets. Again, these triplets are only possible in N, if S; is also the sink in N,.

Lastly, if v has out-degree one and its child is the sink of the cycle, then its parent must be a non-source
cycle vertex. If it is labelled, let u € X be that label. Otherwise, it must have another child. So let w € X be
that other child (or one of its labelled descendants). Then the following triplets occur in N;: s/v/u and
viuls, or wlv\ s and w, v|s. These triplets are again only possible if S; is also the sink in N>.

(ii) If the other non-sink, non-source cycle vertex is labelled, let u € X be that label. In N;, we would have
s/ulv and s/v|u as triplets. In N, these triplets can only exist if S is its sink.

If, however, the other non-sink, non-source cycle vertex is not labelled, let u € X be its non-cycle child (or
one of its labelled descendants). The triplets on u, v and s would then be s/v|u and v|u, s. Again, these
triplets are only possible if S; is also the sink in Ny.

Lastly, if [ = 3, take a € S; and b € S the roots of these branches. Then also a, b € C. Now, since |X| = 3 take
ce X \{a, b}. If cis the root of Ny, then a/c\ b and a/b/c are triplets in N;. These triplets can only occur in N,
if 1 also contains its sink. If ¢ € Sy, the triplets would be c/a/b and c/alb. Now if ¢ € S, we have the triplets
al/b\ cand a|b\ c. Again, both triplet combinations are only in N> if S; also contains the sink in N5.

Therefore, for [ = 3, both N7 and N, must have the same branch as their sink. [ ]

To prove the ordering of the branches is the same, without loss of generality, either / = 5 or I = 4, and the source
of the cycle points directly to the sink in N;. Namely, if / = 4 and N; and N, both have only one branch on both
paths from the source to the sink, there is no ordering. And if / = 3, clearly there is no ordering either.

In both cases, there are at least two non-sink branches on one of the paths from the source to the sink in
N;. Denote these branches as Bl.c and BjC such that the least common ancestor of any two nodes from these

branches is in B¢, and let S be the branch containing the sink. Take a € B, b€ B].C, andceS.

Suppose in Ny, Bl.C is on a different path from the root to the sink than BjC. Then the triplets induced by a, b,
and c in N, are of the form ac|b and albc, c/a|b and al|bc, ac|b and a|b\ c, or c/alb and a|b\ c. While in Ny,
they would be of the form cb|a and c|ab, cla\band a\b\c, c/b|a and c|ab,or only c|a\ b. Therefore, the triplet
sets are different.
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Now suppose that in N, the least common ancestor of any two nodes from BIC and BY is in B¢. Then the
triplets induced by a, b, and ¢ in N, are of the form calb and c|ab, c|b\ a and b\ a\ ¢, c/alb and c|ab,or only
c|b\ a. While the triplets for N; are still the same as described above. Thus, again, the triplet sets are different.

We see that in both cases, the triplet sets would differ. We can thus conclude that the ordering of the branches
of the cycle must therefore, also be the same.

To conclude, we have shown that the branches of the cycle must be the same, that the branches containing
the sink of the cycle must be the same and that the ordering of the branches is the same. Combining this
with the fact that the structure of the branches themselves must be the same, do not contain more cycles, and
Theorem 3.15, we can conclude that in fact N; = N,. Therefore, no smallest counterexample exists. O

4.2, Algorithm

Similar to section Section 3.2.2, the problem of reconstructing a level-1 stemmatic network has not been re-
searched previously. Studies in the reconstruction of level-1 phylogenetic networks, however, have been per-
formed (Jansson & Sung, 2006; Huber et al., 2011; Gambette et al., 2017; van Iersel & Kelk, 2008). Combined,
they have presented several polynomial-time algorithms that are able to find a network that is consistent with
a subset of triplets, and at times will always return a level-1 phylogenetic network. However, these algorithms
are not capable of handling labelled internal vertices and often restrict the out-degree of vertices to two. We
will present an algorithm that can reconstruct a network that satisfies Definition 4.1 based on the full triplet
set of a given network N. Moreover, if N is a tree, the algorithm will return a tree. Unlike Algorithms 1 and 2,
this algorithm is not capable of handling any partial triplet set.

Our algorithm works by checking if N has a labelled root using Algorithm 8 based on Lemma 3.16, which
still holds for networks by the same reasoning. Next, it divides the labels in their respective branches using
Algorithm 10. This algorithm will return all labels in a cycle in the same branch. Then, it resolves each branch
separately. If the branch corresponds to a cycle, it finds the sink of that cycle and partitions all cycle branches
based on which path from the source to the sink they are on. Lastly, both of these sets can then be solved
independently. This results in a network that is consistent with the triplet set.

Algorithm 11 computes all SN sets for a given network N based on the triplet set and labels. It is based on
the original algorithm from Jansson and Sung (2006). The algorithm has been altered to properly handle the
additional types of triplets used here. However, the same reasoning for correctness holds as they used (Lemma
7, Jansson and Sung, 2006). Jansson and Sung proved that computing SN ({a, b}) for any a, b € X can be done
in O(1X]3) time. Thus, computing all SN sets can be done in O(|X 1) time. The algorithm can be found in
Appendix A.2.

Algorithm 12 processes a fanned triplet by ensuring its labels are in the proper branches. It runs in O (| X[ £(T)|)
time. Lemma A.3 proves the correctness of the algorithm and its running time. Both Algorithm 12 and LemmaA.3
can be found in Appendix A.2.

When a source of a cycle has been reached, it is necessary to find the sink of that cycle. Algorithm 13 identifies
the maximal SN set corresponding to highest sinks with no cut-arcs above it in O(|X 13 +1¢t(\N)[?) time. The
algorithm and its corresponding proof, Lemma A.4, are presented in Appendix A.2.

If Algorithm 13 returns several maximal SN sets, then a cycle vertex must be the source of another cycle. Al-
gorithm 14 finds the maximal SN set that corresponds to the sink of the highest cycle. It does this in O(|X|?)
runtime as is proven in Lemma A.5. Again, this algorithm and its proof can be found in Appendix A.2.

Once the sink of a cycle has been identified, the cycle branches and their order must be determined. Algo-
rithms 15 and 16 do these tasks, respectively. Algorithm 15 uses the triplets on any two labels together with
one label in the sink to identify different branches. Its theoretical running time is O (| X 13). Its correctness and
running time are proven in Lemma A.6. To compute the ordering of the branches, Algorithm 16 again looks
at the combination of triplets on a sink label and two labels from different cycle branches to identify if the
branches are on the same path from the source to the sink or not. The theoretical running time is O(|X 4,
which, together with the correctness of the algorithm, is proven in Lemma A.7. Algorithms 15 and 16 and Lem-
mas A.6 and A.7 are presented in Appendix A.2.

Once both "sides" of the cycle are identified, recursion can be used to solve both separately. However, the
correct triplets need to be passed on, as some triplets use paths from the other "side" and thus should not be
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included. Algorithm 18 checks a triplet for whether or not it should be included for the recursion. It has a
theoretical running time of O(|X|). Its correctness and running time are proven in Lemma A.8. The algorithm
and proof can be found in Appendix A.2.

Algorithm 3 is the overarching algorithm of this process, and its correctness is proven in Theorem 4.6.

The network in Figure 4.11 will be used as an example to show how the algorithm works.

Figure 4.11: The network N used for an example of the steps in the algorithm.

After computing S, D, and the hashmaps, the SN sets will be constructed. Each node will be its own maximal
SN set. Algorithm 8 will not return any possible roots, and Algorithm 10 will return only one branch containing
all labels. Therefore, in Line 24 we know we are dealing with a cycle and thus find its sink. Algorithm 13 will
correctly identify b as its sink, and since only one SN set is returned by this algorithm Algorithm 14 will not
do anything. Algorithm 15 will find {a, d} and {c} as the cycle branches and d as the internal cycle vertices.
Then, Algorithm 16 will place the two cycle branches on different paths from the source to the sink. The loop
in Line 30 will correctly filter the triplets such that for the left side we get the triplet a/d \ b and no triplets for
the right side.

The two sides are then resolved by recursion. For the left side, d is chosen as its root, and a and b are placed in
separate branches. For the right side, only two labels are left, so using the previously computed S and D sets,
we know neither is a descendant of the other. Therefore, by Line 14 the root is left unlabelled and b and c are
added as the children. Combining both sides gives us the network as in Figure 4.11.
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Algorithm 3: Reconstruct

1 Function Reconstruct (£(N), X):

Input: 1(N) — a set of triplets

Input: X — the labelled nodes of N

Output: N — a network such that it contains all triplets in #(N)

2 | Compute S and D using Algorithm 7 if | X| = 3 and use S and D from a previous iteration otherwise
3 | Create hashmaps mapping every three labels and every two labels to all triplets containing those
labels

4 | Compute all SN sets using Algorithm 11 and keep all maximal SN sets

5 if | X| =1 then

6 ‘ return the single node in X

7 elseif | X| =2 then

8 if either is a descendant of another according to D then

9 if this descendant is also separated from the other according to S then

10 return an unlabelled root with both labels as its children and the descendant also the

child of the other label

11 else

12 L return the ancestor as the root and the descendant as its child
13 else

14 L return an unlabelled root with both labels as its children

15 R =PossibleRoots (#(N), X, D, S) using Algorithm 8

16 | if|R| =1 then pick p € R to be the root of N

17 else let the root p of N be unlabelled

18 B =DivideBranches (#(N), X, D, p) using Algorithm 10
19 if |B| = 1 then

20 if p € X then
21 Let ¢ (N) € #(N) be all triplets in #(N) that do not contain p
22 if |PossibleRoots (t'(N),B,D,S)| =1 then
23 t return p as the root of N with Reconstruct (¢'(N), X \ {p}) as its child
24 SDs =FindSink0fCycle(p, t¢(N), X, MaxSN, D) using Algorithm 13

SD =RemoveQuterSinks (SDs, p, X, D, t(N)) using Algorithm 14
25 CB,CV =ResolveCycle(SD,p, D, t(N)) using Algorithm 15
26 L,R=FindCycleOrder (CB,SD,CV,p, t(N)) using Algorithm 16
27 LL = alllabels in L and SD
28 RL = alllabelsin R and SD
29 Initialize LT and RT as two empty lists
30 foreach r € t(N) do

// Using Algorithm 18 to filter triplets

31 if all labels of ¢ are in LL and FilterTriplets(t,L,SD,CV,t(N)) then
32 | Append tto LT
33 if all labels of r are in RL and FilterTriplets(¢,R,SD,CV, t(N)) then
34 | Append tto RT
35 Let p be the root of N with Reconstruct (LT,LL) and Reconstruct (RT,RL) as children.
36 else
37 Let p be the root of N
38 foreach b€ B do
39 Let ¢ (N) € #(N) be all triplets in #(N) that only contain labels in B
40 Add Reconstruct (#'(N), b) as a child of p
41 ifReconstruct (¢'(INV), b) s root is unlabelled and the source of a cycle then
12 if Julv|w € t(N) such that u, v € b and w ¢ b then
43 L | Replace Reconstruct (¢'(N), b)’s root by p

44 return N
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Theorem 4.6. Let N be a network according to Definition 4.1 on X and | X| = 3. Then Algorithm 3 with input
(t(N), X) returns N in O(1X|® + |t(\) 2| X|?) time.

Proof.
Let N be a network on X, with | X| = 3. Then, if the root of N is labelled, Line 15 will compute which label it is.
Otherwise, the root must be unlabelled. Let p be the root of N.

Algorithm 10 is used to compute the different branches coming from the root. A cycle is regarded as a single
branch. Two cases can arise: (i) there is only one branch returned by Algorithm 10, or (ii) more than one branch
is returned.

(i) Since only one branch is returned, either the root has out-degree one, or the root is the source of a cycle.
In the first case, this would require p to be labelled and point to a labelled node by Definition 4.1. So if
Algorithm 8 does return a single labelled root, p must have had out-degree one and thus the branch can
be reconstructed correctly by induction. This reconstructed branch is then added as a child in Line 23.

In the second case, either p is not labelled or Algorithm 8 would not return a single labelled root for the
branch in Line 22. Therefore, we know the root must be the source of a cycle. Algorithms 13 and 14
are used in Line 24 to identify which labels are part of the sink of this cycle by Lemmas A.4 and A.5.
Algorithms 15 and 16 are then used in Lines 25 and 26 to correctly identify the different cycle branches
and which cycles are on which path from the source to the sink (or "sides") by Lemmas A.6 and A.7. To
correctly identify the triplets corresponding to the two paths, Algorithm 18 is used. Indeed, by LemmaA.8,
Algorithm 18 correctly returns whether or not a triplet containing only labels from one "side" of the cycle
did not use edges from the other "side". Then, by induction, these "sides" are correctly reconstructed by
Algorithm 3 and added as children of p in Line 35.

(ii) For each branch B;, Algorithm 3 is called with (¢'(N), b) as input, where b are the labels of the branch and
t'(N) is the set of triplets only containing labels in b. By induction, this correctly reconstructs the branch,
which is then added as a child of the root. Note that if B; is a cycle with p as its source, the reconstructed
branch will be a cycle with an unlabelled root different from p. Meanwhile, there would be a triplet of the
form u|v|w such that u, v € b and w ¢ b. Therefore, if this is the case, the root of the branch is removed
and replaced by p in Line 43

Note that if Algorithm 3 is called recursively on a branch with one or two labels Lines 5 to 14 can handle these
situations based on the descendants and separation (D, S) computed in a previous iteration.

Looking at the time complexity for one iteration of Algorithm 3, computing S and D takes O(|¢(N)|) time,
computing the hashmaps takes O(| X|%), and the maximal SN sets O(|X|?). Then Algorithm 8 runs in O(| X| +
[£(N)]) time, and Algorithm 10 in O(| t(\N)|2|X]) time. If p is labelled and the source of a sink, Algorithm 8 is
run on the single branch returned by Algorithm 10, which runs in O(| X| + [£(]N)]) time. Then, since the root is
the source of a cycle, Algorithms 13 to 16 are run, which run in O(|X|® +|£(\N)[?), O(1X?), O(1X[3), and O( X|*)
time, respectively. Lastly, for every triplet Algorithm 18 is run, which therefore in total runs in O(X]||¢(N)])
time.

Thus one whole iteration of Algorithm 3 runs in at most O(| X 1>+ £(\N) 21 X]) Reconstructing any network N =
(V,E, ) calls Algorithm 3 at most |V| times. Now | V| is capped by 2|X|, so reconstructing any network runs in
at most O(|X|® + |£(\)|?| X|?) time. Since |£(N)| < | X|3, the theoretical running time could also be expressed in
only the size of X, which would give a running time of O(|X 8). O
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Computational Performance

The theoretical running times of Algorithms 1 to 3 have been shown in the previous sections. In this section, we
will compare the theoretical running times to the practical running times and look at the overall performance
of the algorithms. To do this, artificial datasets have been created randomly. Section 5.1 explains how this
has been done. The computational tasks in this study were performed on an HP ZBook Power G7 Mobile
Workstation, equipped with an Intel® Core™ i7-10750H processor (6 cores, 12 threads, base frequency 2.6
GHz), 16 GB of RAM, and an NVIDIA Quadro T1000 GPU with 4 GB VRAM. All the code used to obtain the
results in this section and Section 6.1, as well as the implementation of the algorithms, can be found on https:
//github.com/TMALevert/triplet_distance.

5.1. Dataset Creation

The multifurcating and general trees have been constructed using the method random_labeled_rooted_tree
from the Python package networkx (Hagberg et al., 2008). This function creates a random rooted tree where

each node has an arbitrary degree. So to obtain multifurcating trees, we check for each node if it has at least

out-degree two. If it does not, we randomly add up to a given number of children, but at least one. To obtain

the labels for the tree, all leaf labels and a random number of internal labels are chosen. For the general trees,

we also ensure that for each node with out-degree one, the label of that node and its child are chosen.

To obtain random level-1 networks, the function generate_network_random_tree_child_sequence from
the Python package phylox is used (Janssen, 2024). This function was created for test cases for the algorithm
described in Janssen and Murakami, 2020, and creates a random tree-child network with a given number of
leaves and reticulations. So to obtain a level-1 network with n cycles, we create n such random networks with
only one reticulation and randomly connect them. These subnetworks are connected by either adding a root
as a child of a node of another subnetwork or by replacing the root of a subnetwork with the node of another
subnetwork. This way, we ensure that the resulting network is level-1. To choose its labels, we choose all
required labels; the leaves, sinks, out-degree one nodes and their children, and at least one non-sink, non-
source cycle vertex for each cycle of length 3 or 4. Then, a randomly chosen subset of the remaining labels is
added.

For each network type, 900 random networks have been created using the above-mentioned methodologies.
Figure 5.1 shows the distribution of the number of labels for the obtained dataset. The number of labels ranges
from 4 to nearly 100, although the general trees only have a maximum of roughly 60 labels. This is likely due
to the fact that out-degree one nodes are allowed and therefore, no additional children (and thus leaves) are
added. Although the distribution is not uniform for nearly every number of labels, the sample size is large
enough to obtain reasonable results.
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Figure 5.1: Distribution of the number of labels per network type.

The number of triplets per number of labels can be found in Figure 5.2 for different network types. Indeed,
for all network types, the number of triplets scales with O(| X 13) as can be expected. Moreover, the number of
triplets for a network is generally more than for a general tree with the same number of labels. This is caused

by the fact that three labels can induce more than one triplet in a network, but not in a tree.
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Contrary to what one might expect, the number of triplets does not significantly increase as the number of
cycles increases. In fact, any three labels can at most induce four triplets. This happens when one of the nodes
is a sink of a cycle C, and the other two are from another cycle whose source is a cycle vertex of C. Indeed,
Figure 5.3 shows that although the number of triplets seems to increase as the number of cycles does, it is
mostly due to the corresponding increase of labels.

To time the reconstruction algorithms, the built-in timit function has been used to run the algorithm 5 times
per instance, after which the fastest runtime is saved. We choose the fastest runtime as this should most
clearly represent the actual running time without any additional overhead time. The runtime does not include
the time taken to create the networks or obtain the triplet sets.
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Figure 5.3: Number of triplets against the number of cycles in a level-1 network. The colour of the points resembles the number of labels
in that network.

5.2. Multifurcating Tree Reconstruction

As was shown in Section 3.1.2 the reconstruction algorithm for multifurcating trees runs in O(|t(T V121 X +
IX[?#(T)]). Using that [¢(T)| < ('}") and thus O(#(T)]) = O(IX[*), we get a theoretical running time only in
terms of | X| of O (| X|”). Likewise, if we wish to express the theoretical runtime only in terms of | £(T)|, we obtain
O t(T)I%). Looking at Figure 5.4a, we indeed see that the time of the algorithm seems to run polynomially
with respect to the number of labels. Moreover, Figure 5.4b shows the same running times but now against
the number of triplets. We see that this follows a lower-degree polynomial than in Figure 5.4a. Comparing
the practical runtimes to the theoretical runtimes, the degree of the polynomials differs significantly. With
respect to the number of labels, as well as with respect to the number of triplets, the degree is nearly half of
the theoretical runtime’s degree. Therefore, based on these datasets, the algorithm runs much faster than the
theoretical runtime in practice.
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Figure 5.4: Two plots of the same running times obtained using the reconstruction algorithm for multifurcating trees. Here (a) shows the
running time against the number of labels, while (b) shows the running time against the number of triplets.

It is also interesting to note that the running time is not, in fact, influenced as much by the structure of the
tree as it is by the number of labels. One way to visualise this is by looking at the running time against the max
depth of the tree. Figure 5.5 plots these points where the colour corresponds to the number of labels of that
tree. As can be seen, given a maximum depth, the running time is not governed by the maximum depth but
rather by the number of labels.
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Figure 5.5: The running time of the reconstruction algorithm for multifurcating trees against the max depth of the tree.

Recall that the algorithm also works on fractional inputs. It then outputs a consistent network, which may
not be unique in general. Some interesting observations can be made about the algorithm’s running time on
partial triplet sets. Figure 5.6 shows the fractional runtime of the same multifurcating trees as in Figures 5.4
and 5.5. The fractional runtime for a given «a € [0, 1] is calculated by taking a random sample of a|#(T)| triplets
and timing the reconstruction algorithm. Per tree, this is repeated five times, after which the quickest runtime
is chosen. Note that during each of these five repetitions, a different random sample is chosen.

Somewhat unexpectedly, considering the theoretical runtime, we can see in Figure 5.6 that the runtime for
a = 0.8 or @ = 0.6 is actually higher than when using the full triplet set. Likely, this is due to missing some
vital triplets that convey specific information, causing the algorithm to loop over all triplets more frequently
instead of stopping when a specific triplet has been found. This is further supported by the fact that the frac-
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tional time does not approach as as we might expect based on the theoretical runtime of O(| t(T)I%). This
indicates that using the full triplet set, generally, allows the algorithm to run faster than the worst-case sce-
nario, as the required triplet is always present to allow a loop to stop early. However, we see that for @ < 0.6, a
decrease in running time is obtained for enough labels. The small number of triplets seems to outweigh the
additional runtime due to having to loop over the inputted triplet set more often. Lastly, for few enough labels,
the runtime is rather spread out, which might be because the original runtime was already low; therefore, the
overhead time may have a larger effect on the fractional runtime calculated.
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Figure 5.6: The fractional running time of the reconstruction algorithm for multifurcating trees for a subset of the triplet sets. a indicates
the fraction of triplets used.

5.3. General Tree Reconstruction

The running time for the reconstruction algorithm for general trees is O(t(T)|?1X|3) as was shown in Sec-
tion 3.2.2. However, as we look at the running time for full triplet sets, we can assume the theoretical running
time to be O(|¢(T)|?| X|?) as was also argued in Section 3.2.2. This algorithm can also handle multifurcating
trees, although the theoretical running time is higher than that of the multifurcating tree reconstruction al-
gorithm. Again, the running time can be expressed only in terms of | X| or |#(T)|, which gives O(|X 18) and

o).

We wish to compare the theoretical and practical running time of the reconstruction algorithm for general
trees on randomly obtained multifurcating and general trees. Figure 5.7 shows the practical running time with
respect to the number of labels and the number of triplets for both multifurcating and general tree instances.
Again, we can see that the running time follows a lower-order polynomial with respect to the number of triplets
than to the number of labels. This seems consistent with the theoretical running times of O(| t(T)I%) and
O(1X1®), respectively. Note that the plot shows both the running times of the algorithm for multifurcating
trees and general trees. We also see that the practical running times follow a lower-order polynomial than the
theoretical running time suggests. This suggests that, just like for the multifurcating reconstruction algorithm,
the running time in practice is faster than the theory suggests.

Again, we can see that the runtime does not depend on the structure of the tree. This is further supported by
Figure 5.8, where the runtime is plotted against the maximum depth of the trees. It shows the runtime for both
multifurcating trees and general trees. The colours correspond to the number of labels and clearly show that
the number of labels more clearly defines the runtime than the depth of the tree.
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Figure 5.7: Two plots of the same running times obtained using the reconstruction algorithm for general trees on multifurcating and
general tree instances. Here (a) shows the running time against the number of labels, while (b) shows the running time against the
number of triplets.
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Figure 5.8: The running time of the reconstruction algorithm for general trees against the max depth of the tree for both multifurcating
and general trees.

As this algorithm is also capable of reconstructing multifurcating trees, it seems natural to compare the run-
time of both algorithms for a given multifurcating tree. Figure 5.9 shows the runtimes of both algorithms for
the same multifurcating trees. Contrary to expectations, the running time of the general tree reconstruction
algorithm follows a polynomial of a slightly lower order than the reconstruction algorithm for multifurcating
trees. Since the theoretical running time is based on the worst-case scenario, this does not suggest that the
runtimes are incorrect but rather that for most practical trees with enough labels, Algorithm 2 is faster than
Algorithm 1. The advantage of using Algorithm 1 over Algorithm 2 when reconstructing multifurcating trees
is that fewer triplets are required to properly reconstruct it. Algorithm 1 only looks at resolved and fanned
triplets, while Algorithm 2 also considers the additional triplets as discussed in Section 3.2. Although this does
not reduce the running time, as can be seen in Figure 5.9, it does allow a stemmatologist to get a reconstruction
of a multifurcating tree while defining fewer triplets by hand.
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We can again look at the fractional runtime as done in Section 5.2. Figure 5.10 shows the fractional runtime
for four values of a. The fractional runtime was obtained using the same method as before. The figure shows
similar results to Figure 5.6. Again, the runtime increases when using a larger subset of triplets and decreases
when using a smaller subset of triplets.
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Figure 5.10: The fractional running time of the reconstruction algorithm for general trees for a subset of the triplet sets. @ indicates the
fraction of triplets used.

5.4. Level-1 Network Reconstruction

Lastly, the reconstruction algorithm for level-1 networks has a theoretical running time of O (| X B+12(N) |21 X12).
Expressed only in terms of | X| we obtain a theoretical running time of O(| X 18), and in terms of |#(T)| a runtime
of (’)(lt(T)lg). This running time is equivalent to the runtime of Algorithm 2 as described in the previous
section. However, we already saw that in practice Algorithm 2 runs more quickly than this. For the network
reconstruction algorithm, we can see the same, although the difference is slightly less.

Looking at Figure 5.11, we can see that the structure of the network does not seem to affect the runtime of the
algorithm. Namely, regardless of running an instance for a multifurcating stemmatic tree, a general stemmatic
tree, or a level-1 stemmatic network, the runtime follows the same trend with respect to the number of labels.
A slight decrease, although roughly constant, in time may be noted when comparing networks to trees. This is
likely due to not having to resolve cycles for trees.
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That the structure does not influence the runtime is supported by Figure 5.12. As we can see, the runtime is
more heavily determined by the number of labels than the structure properties. The number of cycles and the
maximum cycle size do seem to have slightly more influence on the running time than the maximum depth.
This is most likely due to the high contribution of resolving the cycles to the theoretical runtime.
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Figure 5.11: Two plots of the same running times obtained using the reconstruction algorithm for networks for all types of networks. Here
(a) shows the running time against the number of labels, while (b) shows the running time against the number of triplets.
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The advantage of using Algorithm 2 over Algorithm 3 for a quicker runtime is clearly visualised in Figure 5.13.
It can be seen that for both multifurcating trees (Figure 5.13a) and general trees (Figure 5.13b), using their
respective algorithms is faster than using the algorithm for level-1 networks. Figure 5.13 together with Fig-
ure 5.11a also further show how the structure of the instance does not heavily influence the running time of
Algorithm 3. Namely, the degrees of the lines of best fit do not change significantly for the different types of
graphs.
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general trees.
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Triplet Distance Metric

As discussed in Section 2.5 the proposed measures in Equations (2.1) and (2.2) are indeed metrics for the net-
works as proposed in Sections 3.1 and 3.2 and Chapter 4 since it has now been proven that triplets encode the
networks. In this section, the behaviour of this metric is studied by looking at how it changes based on specific
SPR moves on synthetic data in Section 6.1. Ciccolella et al., 2021 also looked at how SPR moves affected their
triplet distances. We will look at similar moves but on slightly more involved trees. Moreover, the obtained
triplet distances are compared with other measures and metrics used in literature in Section 6.2

6.1. SPR Moves

Subtree pruning and regrafting moves, or SPR moves, are tree rearrangement moves used commonly in maxi-
mum parsimony or maximum likelihood searches for phylogenetic trees (Hordijk & Gascuel, 2005; Stamatakis
& Alachiotis, 2010; Janssen, 2021, Section 1.3.2). When performing an SPR move on a tree, one removes a
subtree and reattaches it elsewhere to the remaining tree. Other tree rearrangement moves include nearest
neighbour interchange (NNI) moves, and tree bisection and reconnection (TBR) moves.

The SPR move is also defined for phylogenetic networks by Janssen, 2021. Since an SPR move can change the
level of the network, one must be careful to ensure the resulting network is still level-1 to be able to apply our
metric. We will, however, only look at SPR moves on trees for these experiments. Although similar experiments
could be done on networks as well.

In this section, controlled SPR moves will be applied to some synthetic datasets in order to look at the be-
haviour of the triplet distance. To be specific, a given subtree will be removed and reattached at various points
in the remaining tree through the use of tail moves. It is expected that the triplet distance increases the further
the subnetwork is reattached in terms of the length of the path between its original and new position.

Definition 6.1. Let T = (V,E,l) be a tree, v € V any node, and uw € E an edge such that w is not a descendant
of v or v itself. Removing the edge uw and the incoming edge of v, adding an unlabelled node, say [/, and
ul, lw, and lv as edges, and "cleaning up" the network according to the rules mentioned in Definition 2.2 is
called an SPR move. T' is the obtained network after performing such an SPR move. This move is denoted by
SPR(T, v, uw).

An SPR move for trees with internal labels is formally defined by Definition 6.1. This definition could be ex-
tended to networks with internal labels as well by removing all incoming edges of v. Since we are dealing with
trees with internal labels, the definition as proposed by Janssen is slightly different, as their definition would
also move the label of v’s parent. The SPR move length for a given SPR(T, v, uw) is defined as the shortestlength
of a path from w to v in the undirected graph of T. Note that this length is different from the SPR distance,
which is the number of SPR moves needed to morph one network into another.

Figure 6.1 shows two examples of SPR moves. Note that the SPR move length of the top move is 4 and the
SPR move length of the bottom move is 3. The SPR move at the top shows how Definition 6.1 differs from
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the definition in Janssen, 2021. According to their definition, / would have been labelled by e, and the node
originally belonging to e would have been suppressed.

OB OINORNO, @ OO O

Figure 6.1: Two distinct SPR moves made on the same tree. The relevant u, v, w, and [ are shown per move. After the first arrow, the edges
are removed, and after the second arrow, the newly added unlabelled node and edges are included, and the tree has been "cleaned up".

First, we will look at how the triplet distance changes when applying SPR moves on a fully-labelled caterpillar
tree. A caterpillar tree is a tree obtained by taking a central path and adding any number of leaf nodes to any
of the path’s vertices. The caterpillar we used has a central path of length #, and each of the path’s vertices has
r leaf children. Given that tree, Ty, and a v € V we construct a sequence of trees T, Tz”, ... as follows. Let w;
be the parent of v and u; the parent of w;. Now take w; = u;—; and u; the parent of u;_;. Then T; is obtained
by applying SPR(Ty, v, u; w;). We stop when u; no longer has a parent. The triplet distances between Ty and
the obtained trees, T/, T, ..., are then calculated. We first pick v to be the leaf node furthest from the root.
This process is then repeated by taking v’ to be v’s grandparent, creating the sequence of trees TV, T2”', ..,and
calculating the triplet distances. We keep repeating this until the grandparent of the last v is the root or does
not have a grandparent. To denote the number of labels that are descendants of v, including v itself, we use
n € N. This gives us Figure 6.2 for a caterpillar tree with 2 =15 and r = 4.

The expectation that the triplet distance increases the higher the SPR move length and the larger the size of
the subtree moved seems to be correct. If, however, we look at a partially-labelled caterpillar, we see that this
expectation is not always correct. Figure 6.3 shows the triplet distance for several SPR moves on a partially-
labelled caterpillar. We randomly selected half the internal nodes to be labelled. We still see that the triplet
distance increases as the SPR move length increases. However, it is not necessarily the case that the triplet
distance increases for a larger subtree. For example, when comparing the SPR move of length 1 for n = 14 with
the same SPR move for n = 28, we see that the triplet distance is larger for the first than for the second. Most
likely, this is due to the number of labels on the central path above and below the root of the subtree. The more
labelled ancestors the root of the subtree has, the higher the triplet distance after an SPR move. If there are few
labelled ancestors, the triplet distance is less as there are fewer labels whose triplets might be affected.
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Figure 6.2: The triplet distance for a fully labelled caterpillar tree (| X| =|V|=61) with h = 15 and r = 4 for different subtrees of n labels
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Figure 6.3: The triplet distance for a partially-labelled caterpillar tree (| X| = 54, |V| = 61) with & = 15 and r = 4 for different subtrees of n
labels and SPR move lengths.

We can also look at a balanced tree, which is obtained by starting with one node and iteratively adding r chil-
dren to all leaf nodes h times. The height of this tree is &, and every internal node has out-degree r. Figure 6.4
shows the triplet distance for a fully-labelled balanced tree with 4 = 6 and r = 2. Due to limited computing
power and available RAM, higher values for h or r were not achievable. The edges used for the SPR moves are
all the edges on the path from the root to the subtree’s root. We again see a clear monotonic increase in the
triplet distance as the SPR move length or the number of labels in the subtree increases.
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Figure 6.4: The triplet distance for a fully-labelled balanced tree (| X| = |V| = 127) with & = 6 and r = 2 for different subtrees of n labels and
SPR move lengths.

6.2. Triplet Distance Comparison on Real Datasets

To understand how this metric behaves in more practical circumstances, we will apply it to a real dataset.
We will use the artificial "Notre besoin" tradition created by Macé et al. (2006). It was obtained by having 11
scribes copy either the original or someone else’s copy by hand. The true stemma had an unlabelled node
with out-degree one corresponding to a lost manuscript whose existence was known. To make it satisfy our
definitions, we suppressed this node. The updated stemma of this tradition, which we take to be true for these
experiments, is depicted in Figure 6.5. The unlabelled node we removed was a child of U and the parent of
B.

Figure 6.5: The updated stemma of the Notre besoin set, which we take as the true stemma (Macé et al., 2006).

Roos and Heikkila (2009) have compared different methods to reconstruct several datasets, including the
"Notre Besoin" tradition. They used the average sign distance to determine the effectiveness of their methods.
The three highest scoring methods were a manually constructed solution using a classical method, Neighbour
Joining with bootstrapping, and RHM. Neighbour Joining is a distance-based method, where two taxa with
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(a) Classical Method (b) Neighbour Joining with bootstrapping

Figure 6.6: The obtained networks using different methods based on the "Notre besoin" tradition (Roos & Heikkila, 2009).

(c) RHM

the shortest distance are joined by a newly added node. RHM is a method proposed by Roos et al. (2006)
and is based on stochastic optimisation. The stemmata obtained through these methods are shown in Fig-
ure 6.6.

We will compare the triplet distance to other measures and metrics on these networks. The measures used in
this comparison are the average sign, Robinson-Foulds, tripartition, and p-distances. All distance functions
are normalised and thus return values in [0, 1]; where 0 means that the two trees are the same (with respect
to the properties compared) and 1 means that the two trees do not have any similarities (with respect to the
properties compared). We will define these measures below. Note that for these distances it has not been
shown that they are in fact metrics for the networks as defined by Definition 4.1. Therefore, we simply refer to
them as measures instead of metrics.

The average sign distance is based on comparing the distance between three labels in the two networks, N
and N'. Suppose a,b,c € X, then let dy(a, b) denote the length of the shortest path between a and b in the
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underlying undirected network of N. We define u(a, b, ¢) as follows
1
wa,b,) =5 |sign(dn(a, b) - dn(a, ) - sign(dni (a, b) — dyr (a, 0))|

where sign(x) is +1 if x > 0, —1 if x < 0, and 0 if x = 0. The average sign distance is then defined as the average
of all u(a, b, ¢) for any three a, b, c € X. Note that we look at all permutations of any three labels. The values for
the average sign distance in Table 6.1 slightly differ from those in Roos and Heikkila (2009) due to the removal
of the unlabelled node.

The Robinson-Foulds distance between two networks, N = (V, E,[) and N' = (V', E', 1", is defined in Cardona,
Llabres, et al. (2009) using the sets of leaf-descendants for any v € V in N including v itself if v is a leaf, denoted
as Cn(v). Using C(N) = {Cn(v) | v € V}, the Robinson-Foulds distance is then defined as |C(N)AC(N')|. This
measure focuses on descendants rather than relative distances between labels, as the average sign distance
does. To make it applicable for internal labels as well, we define Cn(v) as the set of labels that are descendants
of v, including the label of v itself in N. To normalize this measure we divide |C(N)AC(N")| by |C(N) u C(N")|
as described by Yianilos (2002).

Cardona, Llabres, et al. also redefine the tripartition distance, originally shown by Moret et al. (2004) as a metric
for phylogenetic networks. It relies on the distinction between strict descendants and non-strict descendants.
Strict descendants of a node v € V are all labelled descendants of v, including v itself, such that any path from
the root to that labelled descendant contains v. For non-strict descendants, on the other hand, there exists
a path from the root to that descendant that does not contain v. Let Ay (v) denote the set of labels that are
strict descendants of v in N and By (v) denote the set of labels that are non-strict descendants of v in N. Then
On(v) = (An(v), By (V) is the tripartition of v. Moret et al. actually defined O (v) as (An(v), Bn(v), X\ Cn(v)),
hence the name tripartition. But as Cardona, Llabres, et al. point out, including X \ Cy(v) in the tripartition is
redundant. The tripartition representation of N is the set 8(N) = {6 (v) | v € V}, and the tripartition distance
is defined as |0(IN)AB(N')|. Again, we normalise this distance by dividing it by |0(N) U6 (N")|.

Lastly, the u-distance is originally defined by Cardona, Rossello, and Valiente (2009). It relies on the number
of paths in the directed network N from any vertex to every label. Let X ={1,2,...,n} and m;(v) denote the
number of directed paths from v to i in N. We define the p-vector, or path-multiplicity vector, of v € V as
un@) = (my(v), ma(v),...,my(v)). Then the p-representation of N is the multiset pu(N) = {un() | v € V}.
The u-distance is |u(N)Au(N')| where A is the symmetric difference of multisets; if a vector belongs to u(N)
with multiplicity a and belongs to u(N') with multiplicity b, then that vector belongs to u(N)Au(N') with
multiplicity |a — b|. We can again normalize the distance by dividing it by |©(N) U w(N")|, where the union
of multisets A and B is defined such that the multiplicity of any element e from A or B in AU B is the maximum
multiplicity of e in A and B.

Note that the tripartition and p-distances both give the Robinson-Foulds distance when limiting ourselves to
trees (Cardona, Llabres, et al., 2009). Indeed, By (v) = ¢ for any v if N is a tree and thus Ay (v) = Cy(v) in that
case and m; (v) = 1if i € Cy(v) and 0 otherwise.

Comparing these metrics to one another is difficult, as they all return a score based on different properties of
the two networks. For example, the average sign distance looks at the difference in path lengths from a node
to any two different nodes in both networks. Meanwhile, the Robinson-Foulds distance looks at the sets of
descendants of all nodes. Therefore, if one measure gives a lower distance than another, this does not tell us
much about which measure is more accurate or useful. We can only compare them based on trends to see
what one measure might weigh more heavily than another. Moreover, the average sign and triplet distances
onlylook atlabelled nodes, while the other distances also look at unlabelled nodes. However, since the average
sign distance is based on the relative distances between three labels, just like the triplet distance, these two
measures can be considered most alike in the properties they measure.

Table 6.1 shows the triplet distance between the networks in Figure 6.6 and the true stemma in Figure 6.5.
Looking at these results, we can note that the triplet distance seems most conservative of all the measures
looked at. It can be observed that the Robinson-Foulds, tripartition, and u-distance are all fairly close, likely
due to how they all concern the descendant sets of all vertices and are equivalent when only looking at trees.
The average sign distance, however, gives the lowest scores among all obtained stemmata. As discussed, this
distance focuses on the relative distances between three labels, and thus, we can expect that if the main clus-
ters of a network are kept together, the distance will likely give good results. Indeed, we could, intuitively, di-
vide the labels in Figure 6.5 into three clusters: {T'1, T2}, {A,J,C, M, S, D}, and {U, F, V, B, L}. Although F could
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Method

Distance Classical Method Neighbour Joining RHM
(Figure 6.6a) (Figure 6.6b) (Figure 6.6¢)

Triplet 0.519 0.901 0.901

Average sign 0.145 0.229 0.235

Robinson-Foulds 0.235 0.500 0.520

Tripartition 0.235 0.560 0.577

u 0.235 0.667 0.679

Table 6.1: The distances between the stemma considered to be true for this experiment and the obtained stemmata in Figure 6.6.

be placed in either of the last two clusters. When looking at the obtained networks in Figure 6.6, these same
clusters could be identified where F is placed in between the last two clusters.

The high triplet distances are likely due to the lack of the additional triplets introduced in this thesis. Namely,
the triplets of the forms u/v\ w, ulv\ w, and u\ v\ w. The trees in Figures 6.6b and 6.6c do not have any
such triplets, while the network in Figure 6.6a has fewer triplets of those forms than the original network. For
example, none of the networks in Figure 6.6 have the triplets M/C\ S, V/U/A, or F/C|U which are all present
in Figure 6.5.

To better understand which properties the triplet distance weighs more heavily, we will also examine the dis-
tances between the obtained networks. By doing so, we aim to discover more trends in the differences between
the measures. These distances are shown in Table 6.2. Indeed, the tripartition and p-distances yield the same
results as the Robinson-Foulds distance for trees.

Again, the triplet distance is highest when comparing the classically obtained stemma to the ones in Fig-
ures 6.6b and 6.6c. Meanwhile, the triplet distance between the stemma obtained through neighbour joining
with bootstrapping and RHM is the lowest distance except for the average sign distance. However, the aver-
age sign distance also gives the lowest distances of all the measures when comparing the classically obtained
stemma with the ones obtained through Neighbour Joining and RHM. This further suggests that the lack of the
additional triplets when comparing phylogenetic trees or networks with stemmata results in high distances
when using the triplet distance. Or, equivalently, that incorrectly placing internal nodes with relatively many
labelled descendants as leaf nodes causes a high triplet distance.

Networks
. Cla§s1cal Metboq Classical Method vs RHM  Neighbour Joining vs RHM
Distance vs Neighbour Joining (Figures 6.6a and 6.6¢) (Figures 6.6b and 6.6c¢)
(Figures 6.6a and 6.6b) 8 ’ ’ & ’ )
Triplet 0.803 0.806 0.044
Average sign 0.240 0.247 0.037
Robinson-Foulds 0.519 0.423 0.120
Tripartition 0.571 0.536 0.120
u 0.667 0.586 0.120

Table 6.2: The distances between the obtained stemmata in Figure 6.6.

Indeed, we can slightly alter the classically obtained stemma to include C as a cycle vertex again by contracting
the incoming edge of C (Figure 6.7a), which results in a network that more closely resembles the true stemma in
Figures 6.5 and 6.7b. One might be prompted to do so based on additional research after creating the stemma,
or because new facts have come to light. This gives us quite different results. The triplet distance between
the true stemma and this newly created stemma is now 0.375, while the Robinson-Foulds, tripartition, and
p-distances are all 0.188, and the average sign distance is 0.111. That is a decrease of the distance of 27.8% for
the triplet distance in comparison with the true stemma and the classically obtained stemma. Meanwhile, the
average sign distance decreased by 23.4% and the other distances only by 20.0%.
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Similarly, the triplet distance between the networks in Figures 6.6a and 6.7a is 0.212. While the average sign
distance is 0.055 and the Robinson-Foulds, tripartition, and u-distances are all 0.059. Again, the triplet distance
is rather high due to only one contraction, while the other distances are all relatively low.

This all shows how the triplet distance punishes the incorrect placement of internal labels with relatively many
labelled descendants more heavily than other distances. Or, in other words, that a high triplet distance may
suggest that an internal node with relatively many labelled descendants has incorrectly been placed as a leaf
node. Indeed, placing an internal label, u € X, as a leaf child of its original vertex, v € V, causes all triplets
containing that label and one of its original descendants to be different, while the total number of triplets does
not change much. Meanwhile, for the average sign distance, the distance from this label to any other label
increases by one. Therefore, u(a, b, u) only changes when the distance between a and b is one longer than the
original distance between a and u. This can cause a smaller change in the score than for the triplet distance.
Likewise, for the remaining distances only Cx(v), O5(v), and ux(v) change and an additional set is added due
to the new vertex. The properties for all the other vertices remain the same, and thus the score is not impacted
as harshly.

(a) The manually improved stemma based on Figure 6.6a. (b) The stemma we take to be true (the same as Figure 6.5).

Figure 6.7: The manually improved stemma and the stemma we take to be true.
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Conclusion

7.1. Summary of results

In this thesis, we investigated the problem of encoding stemmata using triplets and explored the use of triplets
as a distance metric. We addressed this question for three different classes of graphs with possible internal
labels: multifurcating trees, general trees, and level-1 networks. In each case, we provided a formal proof
that the full set of triplets uniquely determines the structure up to isomorphism. Building on these encoding
theorems, we presented corresponding algorithms that reconstruct the full graph from its triplet set. These
algorithms extend earlier work by Aho et al. (1981) and Ng and Wormald (1996), among others, by allowing
for more extensive structures, including multifurcations, reticulations, and internal labels. Additionally, we
evaluated these algorithms computationally and demonstrated that they efficiently reconstruct trees and level-
1 networks based on triplet sets in practical instances.

Besides these foundational contributions, we examined the use of the triplet distance as a metric for compar-
ing graphs. This distance, which counts the number of differing triplets between two graphs, was originally
proposed for trees but can be naturally extended to networks. In Chapter 6, we applied this metric to both
synthetic and real-world data, and our results show that it provides an intuitive and meaningful way to assess
dissimilarity between reconstructed and ground truth structures.

In the case of level-1 networks, the encoding result is even more noteworthy, as it shows that a structure with
reticulations — allowing for a single cycle in each biconnected component — can still be uniquely determined
by its triplets. Previous work by Gambette and Huber (2012) emphasised the importance of characterising
when such encodings are possible. As the level of networks increases, the difficulty of finding encodings in-
creases too. This encoding result for level-1 networks allows for the use of triplets in cases where some limited
horizontal transmission or contamination is expected, and serves as a stepping stone to extend the encoding
results to even higher-level networks, although this may require more complex building blocks like trinets,
quartets, or quarnets.

In terms of algorithmic development, our reconstruction methods generalise and extend classical algorithms
in the literature. The multifurcating and general tree reconstruction algorithms build on Aho et al. (1981), while
introducing new mechanisms to handle internal labels and out-degree one nodes. Compared to the algorithm
of Ng and Wormald (1996), which is designed for multifurcating phylogenies, our method is more broadly
applicable and offers more compact representations by exploiting internal labelling. For level-1 networks, our
algorithm complements the works of Jansson and Sung (2006), Huber et al. (2011), Gambette et al. (2017),
and van lersel and Kelk (2008), who have come up with algorithms that find phylogenetic level-1 networks
consistent with a set of triplets. Our contribution lies in providing a practical algorithm that can work with
internal labels and nodes with arbitrary out-degree.

These results have immediate practical relevance in fields such as stemmatics and historical linguistics. Triplet-
based methods provide a structured and theoretically justified way to model local textual relationships. Stem-
matologists and linguists can use observations on textual witnesses to create triplets and combine those to
form their stemma. The current difficulties of this approach are further discussed in Section 7.3.

59



7.2. Discussion

While the theoretical results presented in this thesis are strong, several limitations and open questions remain.
The empirical evaluation of the triplet distance, for instance, was limited in scope. We tested it on only a small
number of trees and applied a relatively modest number of Subtree Prune and Regraft (SPR) moves. Likewise,
the distance was only applied to a single real dataset, which itself was of limited size and only compared to a
handful of other metrics. Although initial results were promising, this narrow sample limits the conclusions
that can be drawn about the general behaviour of the triplet distance under structural perturbations. A more
systematic study is required to evaluate its sensitivity, robustness, and correlation with other measures across
a broader range of topologies and perturbation models, which should also be applied on networks.

Another important observation concerns the performance of the level-1 reconstruction algorithm. Despite
having a theoretical time complexity comparable to our general tree algorithm, its implementation was sig-
nificantly slower in practice. This discrepancy suggests that the algorithmic design may not yet be optimally
efficient. The slower performance may reflect non-optimal calculation workflows or a need for better data
structures and implementation strategies. Given that performance is critical for working with large textual
corpora or linguistic datasets in practice, improving this aspect of the algorithm is an important direction for
future work.

In addition to computational considerations, some of the assumptions concerning the structure of our level-1
stemmatic networks may be unnecessarily restrictive. In particular, the requirement that the sinks of cycles
in level-1 networks must be labelled could be questioned. Although this assumption is used in our proofs, we
were not able to find a counterexample where omitting these labels resulted in two non-isomorphic graphs
with the same triplet set. This raises the possibility that the assumption may be relaxed, at least in the case
of level-1 networks. Clarifying whether those internal labels are necessary or if a weaker condition suffices is
therefore a relevant theoretical question with clear practical implications.

7.3. Future work

Several promising directions for future research emerge from this work and the corresponding reflection on
its results. First, we assume that triplet sets are given, while in practice, they must be inferred from textual
data. Defining triplets directly from texts remains an open problem. One plausible approach involves aligning
three manuscript texts and using a similarity or distance measure (such as Levenshtein or Hamming distance)
to infer which two are most closely related. If two texts agree on a variant while the third differs, this may
suggest a triplet of the form “AB|C”. Prior work in digital stemmatology has explored pairwise distance met-
rics between manuscripts (Roos & Heikkila, 2009), and extending these methods to robustly define triplets
is a natural next step. Techniques from computational linguistics and natural language processing, includ-
ing embedding-based similarity or edit operations weighted by textual features, may offer useful tools in this
direction.

Second, our encoding result for level-1 networks raises the question of whether analogous results hold for
more complex network classes. Level-2 networks, which allow for more intricate cycles, are a natural next step.
However, existing literature shows that for phylogenetic level-2 networks, triplet sets alone are insufficient to
determine the network structure. To and Habib (2009) and van Iersel et al. (2009), among others, have shown
that polynomial algorithms exist to find a phylogenetic level-k network consistent with a given triplet set. How-
ever, these networks are not unique. Van Iersel et al. (2022) have shown that so-called “trinets”—subnetworks
on three leaves—can encode broader network classes than triplets. Future research might focus on identify-
ing the requirement for labelled internal vertices in level-2 networks such that they are still triplet-encodable,
or extend the framework to include trinets or even larger subnetworks as the building blocks of the encod-
ing. Proving encoding theorems in these broader classes would likely require new theoretical tools, but could
considerably widen the scope of triplet-based methods.

Third, while our evaluation in Chapter 6 showed that the triplet distance behaves intuitively, a more systematic
study is needed to understand its strengths and limitations as a performance metric for reconstruction algo-
rithms. The triplet distance satisfies the properties of a metric and is sensitive to local topological differences,
making it appealing for comparing inferred and reference structures. However, its practical effectiveness needs
to be benchmarked more extensively, especially in comparison with other distance measures discussed in this
thesis, such as the Robinson-Foulds distance, average sign distance, as well as other distances such as the
quartet distance, or edit-based distances. Such a study could use simulated data with a known true stemma
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and controlled noise levels to evaluate how well the triplet distance correlates with reconstruction accuracy.
An additional aspect to look at is the use of a weighted triplet distance, where specific triplet forms might be
weighted more heavily than others to signify a higher importance. This could possibly give a more balanced
measure.

Finally, an important direction is to design algorithms that reconstruct level-1 networks from incomplete
triplet sets. In real-world scenarios, the triplet data may be partial or noisy, either because not all manuscript
combinations are available or because the input data is ambiguous. While our current algorithm assumes the
full triplet set is given, existing work on finding the simplest trees and networks given a triplet set provides a
starting point for handling incomplete data (van lersel & Kelk, 2008). The challenge is to develop algorithms
that find a network satisfying as many input triplets as possible, or that optimise a weighted score when triplet
reliability varies. This could be approached using heuristics, approximation algorithms, or constraint pro-
gramming. The ultimate goal would be to build robust methods that still recover meaningful structure even
from partial and imperfect input.

To conclude, this thesis has established a rigorous foundation for the use of triplets in the representation and
reconstruction of stemmata. By extending triplet encoding to broader classes of trees and networks, and by
grounding these methods in algorithms and computational experiments, we have opened the door to practical
applications across disciplines. The outlined directions for future research offer a clear roadmap for extend-
ing these methods further, both in theory and in applied settings where textual and cultural transmission are
studied.
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Appendix

A.l1. Trees
A.1.1. Multifurcating trees

Algorithm 4: Process resolved triplet

1 Function ProcessResolvedTriplet (f,branches,placed_nodes):

© 0 N o g e w N

e e e e
B W N = Q9

-
(=2

Input: = uv|w — aresolved triplet induced by T
Input: branches — the list of current branches
Input: placed_nodes — the list of already placed nodes
Output: The updated branches and placed_nodes
if u,v notin placed_nodes then
branches.append({u, v})

elseif # notin placed_nodes then
Bj =branch containing v
Bj.add(u)
elseif v notin placed_nodes then
B; =branch containing u
B;.add(v)
else

B; =branch containing u

Bj =branch containing v

branches.remove(B;, Bj)

branches.append(B; U B;)

placed_nodes.add(u, v)
return branches, placed_nodes

Algorithm 4 processes resolved triplets by ensuring that their labels are put in the right branches depending
on their current placement in the branches. It is a direct implementation of Lemma 3.7 and runs in constant

time.
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Algorithm 5: Process fanned triplets

1 Function ProcessFannedTriplet (f,branches,placed_nodes,fanned_triplets,C):
Input: ¢ = u|v|w — the fanned triplet induced by T

Input: branches — the list of current branches

Input: placed_nodes — the list of already placed nodes
Input: fanned_triplets — the list of fanned triplets
Input: C — the set of possible children of the root
Output: The updated branches and placed_nodes

2 np = [{u, v, w Nplaced_nodes| // The number of placed nodes of t
3 branches_containing_nodes ={B;|B;Nt # @}
4 np = |branches_containing_nodes|
5 ifnp =3 or (np =3 and np, = 1) then
6 ‘ return branches, placed_nodes
7 else if n, > ny, then
// Two nodes are already in the same branch, so all nodes must be in the
same branch
8 for B; e branches_containing_nodes do
9 t branches.remove(B;)
10 new_branch = (Ubranches_containg_nodes) U {u, v, w}
11 branches.append(new_branch)
12 placed_nodes.append(u, v, w)
13 for triplet € fanned_triplets, triplet Nnew_branch # @ do
14 branches, placed_nodes =
L ProcessFannedTriplet (triplet,branches,placed_nodes,fanned_triplets,C)

15 elseif n, = 2 then
// If we can, we put the last node as a child of the root somewhere, or
create a new branch for it

16 for node € {u, v, w} \ placed_nodes do
17 ifnode € C then
18 for B; in branches do
19 if |B;| = 2 and Dyo4e N B;i = B; then
20 B;.add(node)
21 placed_nodes.append(node)
22 for triplet € fanned_triplets, tripletnB; # @ do
23 branches,placed_nodes =
L ProcessFannedTriplet (triplet,branches,placed_nodes,fanned_triplets,C)
24 ifnode ¢ placed_nodes then branches.append({node})
25 placed_nodes.append(node)

26 return branches, placed_nodes

Algorithm 5 correctly places the labels of a fanned triplet in their corresponding branches. It is a direct imple-
mentation of Lemma 3.7 and runs in O(1 + p), where p is the number of fanned triplets checked after checking
the initial one. Note that this is bounded by O(|£(T)]).

Algorithm 6 divides the labels in their corresponding branches based on the triplets. It is an implementation of
Lemma 3.7 and thus its correctness is not proven directly. Note that Algorithm 6 runs in O(R+ F(|t(T)|+ | X)),
where R is the number of resolved triplets and F is the number of fanned triplets.
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Algorithm 6: Divide nodes in branches

1 Function DivideBranches (¢'(T),X,C):

I Y B NI TR O

10
11
12

13
14
15
16
17

18
19

20

21

Input: ¢(T) — a set of triplets

Input: X — the labelled nodes of T

Input: C — the set of possible children of the root

Output: branches — the list of branches from the root

placed_nodes =[]

branches =[]

fanned_triplets = the subset of fanned triplets

resolved_triplets = the subset of resolved triplets

for t = uv|w € resolved_triplets do

branches, placed_nodes = ProcessResolvedTriplet (f,branches,placed_nodes) using
Algorithm 4

for t = ulv|w € fanned_triplets do

branches, placed_nodes =
ProcessFannedTriplet (f,branches,placed_nodes,fanned_triplets,C) using
Algorithm 5

for x € X, x ¢placed_nodes do

for t € fanned_triplets, xe tdo

branches, placed_nodes =
ProcessFannedTriplet (f,branches,placed_nodes,fanned_triplets,C) using
Algorithm 5

if x ¢ placed_nodes then
forall B; do
if (|B;|=2or x¢ C) and Dy \ B; = ¢ then
B;.add(x)
L break

else
t branches.append({x})

| placed_nodes.append(x)

return branches
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A.1.2. General trees
LemmaA.l. Let T = (V,E,l) be atree on X, and u, v € X be such that a directed path from u to v exists in T.
Given any w € X \ {u, v}, there still exists a directed path from uto vin T\ w.

Moreover, if a path from u to v exists in T'\ w, a path from u to v also existsin T.

Proof.
Let u, v, w € X be such that a directed path from u to v exists. Suppose, without loss of generality, (I(u) =
ng, 11, N2, ..., B, L(V) = Ny, ) is this path with ng, ..., ngyq € V. Bither (i) l(w) € {ny, ..., ng}or (i) l(w) € {n, ..., ngh.

(i) Suppose I[(w) = n;. Two possibilities arise: (a) n; has out-degree one, or (b) n; has out-degree two or
larger.

(a) The edge n;n;,; will be contracted according to Definition 2.1. By that definition n;_;n;;; will be
added in T'\ w as an edge. Thus, the path (ng, ny,..., nj_1, Bit+1,..., B, NE+1) €xistsin T\ w.

Or theif n;_; has out-degree one n;_; n; is contracted in which case the path (ng, ny, ..., nj_2, nj,..., Bk, Rg+1)
existsin T'\ w.

(b) If n;_; has out-degree one, then n;_;n; will be contracted according to Definition 2.1. A new edge
will be included in T'\ w, namely n;_»n;. So the path (ng, ny,...,nj_2,nj,..., N, N41) existsin T\ w.
Note thatif i =1, thenin T'\ w [(u) = n; and thus the path would be (11, ny, ..., ng, Pg+1)-

If n;_; has out-degree two or larger, the path remains the same as no contraction takes place.

(ii) If w is not a descendant of u it is clear that T\ w will still contain the path. The same holds if w is a
descendant of v. Also, if w is not a direct descendant of any vertex of the path, the path will remain in
T\ w. Namely, removing w can only cause a contraction of an edge containing w, and therefore cannot
include any vertex in the path.

Therefore, assume w is a child of a vertex of the path except v, say n;, but not in {n;,..., ng.} itself. In
two scenarios, a contraction can take place.

(a) If wisaleafof T, n; has out-degree two in T, and either n; and/or n;4 is unlabelled then edge n;n;;
will be contracted. Thus the path (ng, ny,..., -1, Bj+1,..., Nk, Nks1) exists. If n; = ng, then the path
becomes (ny,...,n;_1, Rit1,..., Bk, REe1) and 1(u) = ny.

(b) If wisnotaleafof T,let c € X be the child of w in T. We may assume w has out-degree one, as oth-
erwise no contractions would take place. The edge wc is contracted, in which case the path remains
the same.

In all cases, we have shown that a path from u to v still exists in T'\ w.

For the second statement, suppose a path from u to v exists in T\ w. Clearly, a path from u to v still exists in T
as removing w from T only contracts edges or removes edges that point to a leaf. Therefore, a path still exists
in T from u to v. O

Corollary A.2. If there is a path from x € V to u € X and v € X. Then, after removing a label different from u
and v, there is still a path from x’ € V to both labels.

Proof.
If u and v are in different branches of the subtree rooted at x, then removing any other label will not remove x
as a node. Thus, the paths from x to both labels remain by the reasoning of Lemma A.1.

If u and v are in the same branch of the subtree rooted at x, then there is some descendant of x, say x/, such
that u and v are in different branches of the subtree rooted at x’. Then, by the same reasoning as above, the
paths from x’ to u and v remain.

If no such descendant exists, then, without loss of generality, v is a descendant of u. Thus, after removing any
other label will v will still be a descendant of u. Therefore, there is still a path from an x’ € V (namely any of u’s
ancestors or u itself) to both u and v. O
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Algorithm 7: Obtain descendants and separations from triplets

1 Function GetDescendantsAndSeperation(¢/(T), X):

Input: ¢'(T) — a set of triplets
Input: X — the labelled nodes of T
Output: D, S — two dictionaries showing the descendants of every label and which nodes are in
different branches
2 D,S={x:{} for x e X}
3 | forall ze¢(T)do
4 if t = uv|w then
5 Slu].add(v, w)
6 S[v].add(u, w)
7 S{w].add(u, v)
8 elseif t = u|v|w then
9 Slu).add(v, w)
10 Slv].add(u, w)
11 Slw].add(u, v)
12 elseif t = u/v|w then
13 Dlv].add(u)
14 S{u).add(w)
15 S[v].add(w)
16 Slw].add(u, v)
17 elseif t = u/v/w then
18 Dlw].add(v, u)
19 Dlv].add(u)
20 elseif t = u/v\ w then
21 DJ[v].add(u, w)
22 Slu].add(w)
23 Slw].add(u)
24 | Obtain the transitive closure of D using depth-first search
25 return D, S

Algorithm 7 creates the D and S hashmaps based on the triplets. The hashmap D contains all the descendants
for a given label based on the triplets, and S contains all labels that at some point must be in a different branch
than a given label. It runs in O(|#(T)| + | X|).
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Algorithm 8: Get possible roots
1 Function PossibleRoots (#'(T),X,D,S):

Input: ¢'(T) — a set of triplets
Input: X — the labelled nodes of T
Input: D — the dictionary showing each node’s descendants obtained using Algorithm 7
Input: S — the dictionary showing separation between nodes obtained using Algorithm 7
Output: R — alist of labels that can be the root of the tree
2 R=1]
3 | forxeXdo
4 if S[x]n X =@ and x ¢ D[u] for all u € X then
5 t R.append(x)
6 | forall re¢'(T)do
7 if |[R| = 0 then
8 t return R
9 if t=u/v\ wthen
10 R.remove(u, w)
11 if {u, w} < D[x] for some x € X \ {v} then
12 | R.remove(v)
13 elseif 37 = x, y|z € t'(T) such that x € D[u]U u and y € D[w] U w then
14 L R.remove(v)
15 return R

Algorithm 8 finds the set of possible roots based on Lemma 3.16. It runs in O(|X|? +|£(T)|?).

Algorithm 9: Process Fanned Triplet

1 Function ProcessFannedTriplet (¢,branches, t'(T), D):
Input: ¢ = u|v|w — a fanned triplet in ¢'(T)
Input: branches — the list of current branches
Input: ¢'(T) — a set of triplets
Input: D — the dictionary showing each node’s descendants obtained using Algorithm 7
Output: branches, D — the list of branches from the root and the updated descendant dictionary
branches_containing_nodes = {B; € branches | B; N {u, v, w} # @}
if [oranches_containing_nodes| =2 then

B1,B; =branches_containing_nodes

branches.remove(Bj, By)

branches.append(B; U By)

for 7 = x|ylz € t'(T) such that {u, v, w}n{x,y,z} # @ do

t branches, D = ProcessFannedTriplet (,branches, t'(T), D)

@ NG WN

9 for x € X such that |D[x] n{u, v, w}| =2 do
10 t D[x].add(u, v, w)

11 return branches, D

Algorithm 9 correctly places the labels of a fanned triplet in their corresponding branches. It is a direct imple-
mentation of Lemma 3.7. The runtime of Algorithm 9 is bounded by O (| X|(F + 1)).
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Algorithm 10: Divide nodes in branches

1 Function DivideBranches (¢'(T),X,D,p):

© © N O G o W N
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Input: ¢'(T) — a set of triplets
Input: X — the labelled nodes of T’
Input: D — the dictionary showing each node’s descendants obtained using Algorithm 7
Input: p € X — the labelled root of T if it exists
Output: branches — the list of branches from the root
placed_nodes =[]
branches =[]
fanned_triplets = the subset of fanned triplets
forall x € X\ {p} do
if (D[x] U{x}) Nplaced_nodes # @ then
branches_containing_nodes = {B; € branches | B; N (D[x] U {x}) # @}
for B; e branches_containing_nodes do
L branches.remove(B;)

new_branch = (Ubranches_containing_nodes) U D[x] U {x}
branches.append(new_branch)

else branches.append(D[x] U {x})

placed_nodes.append(D[x] U{x})

for t=uvlwe t'(T) do
branches_containing _nodes ={B; | B; n{u, v} # ¢}
for B; e branches_containing_nodes do

| branches.remove(B;)

new_branch =Jbranches_containg_nodes
branches.append(new_branch)

for t = ulv|w € fanned_triplets do
L branches, D = ProcessFannedTriplet (#, branches, t'(T), D) using Algorithm 9

Obtain the transitive closure of D using depth-first search
return branches

Algorithm 10 places all labels in their corresponding branches based on Lemmas 3.7 and 3.17. It runs in at
most O(IX|+ (1t(T)| - F) + F(X|(F +1))) = O(F?|X| + F|X| - F+|t(T)| + | X|), where F is the number of fanned
triplets.
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A.2. Networks

Algorithm 11: Create SN sets (based on Figure 4 of Jansson and Sung (2006))
1 Function GetSNSets (t(N), X):
Input: ¢(N) — the set of triplets
Input: X — the labelled nodes of N
Output: SN — the list of non-trivial SN sets of N
SN = alist of | X| sets, each containing a different label
forall x,y€ X do
S={x}and Z = {y}
while Z # ¢ do
Let z be any element in Z
forall ae Sdo
if there is some c € X \ (SU Z) such that a triplet exists in #(N) on a, ¢ and z where c is a
L descendant of LCA(q, z) in that triplet then Z = Z u {c}

9 S=Sui{zland Z=Z\{z}
10 | if S# X then append S to SN

11 return SN

® N e G s W N

Algorithm 12: Process Fanned Triplet for a network

1 Function ProcessFannedTriplet (¢,branches, f(N),MaxSN):
Input: ¢ = u|v|w — afanned triplet in (V)

Input: branches — the list of current branches

Input: ¢(N) — the set of triplets

Input: MaxSN — the maximal SN sets of N

Output: branches — the updated list of branches from the root
2 if 351, S5, S3 € MaxSN such that S; n{u, v, w} # @ Vi€ {1,2,3} then
| returnbranches

w

branches_containing_nodes ={B; | B; n{u, v, w} # ¢}
if [oranches_containing_nodes| =2 then
B1,B; =branches_containing_nodes
branches.remove(B;, By)
branches.append(B; U By)
for 7 = x|ylze t'(T),{u, v, w}nix, y,z} # @ do
10 t branches, D = ProcessFannedTriplet (7,branches, t(IN),MaxSN)

[I-TN--IENEN B L

11 return branches

LemmaA.3. Let ¢ be a fanned triplet on u, v, and w, B; the current branches from the root of a network, #(N)
the triplet set, and SN,;;4xthe maximal SN sets of N. Then Algorithm 12, with these inputs, correctly updates
the branches in O X]||t(T)]) time.

Proof.

If the labels of a fanned triplet are all in the same branch and the root is not the source of a cycle, they must
also be in the same maximal SN set. If the labels are in the same branch (note that a cycle is considered to be
one branch) but the root is the source of a cycle, then the labels can be part of different SN sets. For example,
consider u to be the sink of the cycle, and v and w to be both children of a cycle vertex but not cycle vertices.
Then each label is in a different SN set. However, they will be placed in the same branch by Algorithm 10.
Likewise, if the labels of a fanned triplet are spread in two distinct branches, then two of these labels must be
part of a cycle whose source is the root, and the other is a descendant of the root but not part of the cycle. So
the root has out-degree three or higher. However, the labels that are part of the sink will both be in their own
maximal SN sets, so each label still has a distinct SN set, and thus the branches will not be merged. Lastly, if
all labels are in their own branches, then they are also contained in distinct maximal SN sets, so no branches
need to be merged.
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For the time complexity, Line 2 loops over all maximal SN sets and thus runs in O(|SNy,4«|) time. Likewise,
Line 4 loops over all current branches and thus runs in O(Jbranches|) time. Lastly, the algorithm calls itself
at most |£(T)| times. In total Algorithm 12 runs in O(|¢(T)|(ISNyax| + |branches|) time which is capped by
OUXIt(DD. O

Algorithm 13: FindSinkOfCycle

1 Function FindSinkOfCycle(p, t(IV), X,MaxSN, D):

Input: p — a source label

Input: 1(N) — the set of triplets of N

Input: X — the labels of N

Input: MaxSN — the maximal SN sets of N

Input: D — the dictionary showing each node’s descendants obtained using Algorithm 7
Output: SD — a list of sets of sinks and their descendants

2 SD=¢
3 | if pe X then
4 foreach triplet £ € t(N) such that t = n;/p\ n, do
5 common_descendants = D[n;] n D[ny]
6 if n, € D[ny] then add n; to common_descendants
7 else if n, € D[n;] then add n, to common_descendants
8 if common_descendants # @ then
9 t Add common_descendants to SD
10 R=¢
11 foreach {n,n,,n3} < X do
12 if Ny, ny,n51 = 2 then
13 if one triplet is n;|n2\n3, and the other not of the form 1/2\3 or 1\2\3 then
14 | SD=SDu{ns}
15 else if one triplet is n1|n2\n3 and the other is n, \ 13 \ n; then
16 | SD=SDu{m}
17 else if one triplet is ny|n,\n3 and the other is n; \ n, \ n3 then
18 | SD=SDuU{ny, ns}
19 else if one triplet is n1|n2\ n3 and the other is ny/n, \ n3 then
20 | SD=SDu{m}
21 else if both triplets of the form 12,3 then
22 | R=RU Nl ny,ns
23 foreach t = u|v,w € Rdo
24 if {u, v, w}NnSD = @ then
25 foreach ¢’ = x|y, z € R sharing exactly two labels with {u, v, w} do
26 d=1{x,y,z2}\{u, v, w}
27 if d ¢ SD then
28 if exactly one of |N|4 p,c N R, INlgpa N R, INlg,c,a NRI, INlpca N Rl equals 0 then
29 L t Add the label not used for that empty set to SD

30 SD ={S€eMaxSN|Sc SD}
31 | return SD

Lemma A.4. Let the root of N be the source of a cycle and take p € X to be this source if it is labelled, #(N) the
triplet set of N, X the labels of N, MaxSN the maximal SN sets of N, and D, the descendants of any label x € X
as obtained by Algorithm 7. Given this input, Algorithm 13 finds any highest sink and its descendants with no
cut-arcs above it in O X|® + |£(N)|?) time.

Proof.

If the source of the cycle is labelled and there is at least one labelled cycle vertex, then there is a triplet of the
form u/p\ s where u is this labelled cycle vertex and s is the sink of the cycle. Then the common descendants
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of u and s are the descendants of the sink, and s is added in Line 6. Lastly, these labels are then added to the
list of sinks in Line 9.

So suppose the source is not labelled, or no cycle vertices (other than the sink) are labelled, and let / = 3 be the
size of the cycle. If [ = 3, then the other cycle vertex, u, must be labelled, so we may assume the source is not
labelled. In this case, since | X| = 3, either (i) the sink or the cycle vertex has another child, or ii) the source has
out-degree three or higher.

(i) The two triplets will be v/s/u and v/s|u or s/u\ v and s|u\ v. The first case would be handled by Line 17
such that v and s will be added to the sink and its descendants. Line 19 handles the second case by adding
s to the sink and its descendants.

(ii) Now the two triplets would be of the form s|u|v and s/u|v. Line 13 would ensure s is added to the sink
and its descendants.

So we see for [ = 3 the sink is found properly.

Now, if / = 4, a non-sink, non-source cycle vertex, u, must be labelled. The cases as described above are prop-
erly handled by the same reasoning. However, since |X| = 3 three more cases remain where u does not have
any non-cycle children: (i) the other cycle vertex is an ancestor of u, (ii) the other cycle vertex is a descendant
of u, or (iii) the other cycle vertex is a sibling of u.

(i) If this other cycle vertex is labelled with v we have s/u/v and s|v \ u as triplets. Then Line 15 would add
s as a sink. If this cycle vertex is not labelled, it must have another child. So let v be this child (or one of
its labelled descendants). Then s/u|v and s|u, v would be the triplets and Line 13 would identify s as the
sink.

(ii) If the cycle vertex is labelled with v we have s/v/u and s|u\ v as triplets. Then Line 15 would add s as a
sink. If this cycle vertex is not labelled, then u must have another child. So let v be this child (or one of its
labelled descendants). Then s|u\ v and s/u\ v would be the two triplets. So Line 19 would correctly add
s as the sink.

(iii) Assuming the cycle vertex is labelled with v the two triplets would be s/u|v and s/v|u. If the vertex is not
labelled, the triplets would be s/u|v and s, v|u. In both cases, Line 13 would again add s as the sink.

So also for I = 4 the sink is correctly identified.

Lastly, if [ = 5, the only remaining case would be if no cycle vertices were labelled. In which case, for any three
nodes on which at least two triplets exist, the triplets would both be of the form s, u|v and s, v|u. These triplets
are added to alist in Line 21 and handled separately afterwards.

Suppose u and v are in distinct cycle branches on different paths from the source to the sink, s. Then their
triplets would be u|v, s and v|u, s. Given that [ = 5, there is another cycle branch containing a label d. Then
d,u and s form either u|d, s and d|u, s, u,d|, s and d|u, s, or u,d|s and u|d, s as triplets. And d, v and s form
either vld, s and d|v, s, v,d|,s and d|v, s, or v,d|s and v|d, s as triplets. So, N|, 4s © R. Meanwhile, N|, , 4 is
size one and contains either u, vld, u,d|v, or v,d|u. Indeed, only |[N|, , 4] = 1 holds and thus s is added as a
sink by Line 29.

If, however, all cycle branches are on the same path from the source to the sink, the triplets on the sink s,
and two labels in distinct cycle branches would be, without loss of generality, of the form s, u|v and s|u, v.
Given that [ = 5, there is another cycle branch containing d. The triplet on u, v, and d would, without loss of
generality, be u, v|d. And the triplets on u, d, and s would be s|u, d and s, u|d, while the triplets on v, s, and d
would be s|v,d and s, v|d. Therefore, again, only |N|,,, 4| = 1 holds and thus s is added as a sink by Line 29.

We have thus shown that any sink and its descendants can be detected. Also note that no labels outside of
a sink and its descendants can be added, as no three such nodes can form two triplets. By Corollary 4.4, the
highest sinks and descendants of cycles with no cut-arcs above them are maximal SN sets. Therefore, filtering
the sinks and descendants for maximal SN sets in Line 30 gives us the highest sinks and descendants with no
cut-arcs above it.

Looking at the computation time, we see that we loop through O(|£#(N)|) triplets at Line 4. And at most O(| X 13
times at line Line 11. Then, in the loop at Line 23 we loop over R twice, giving us O(|R|?) theoretical running
time, which is bounded by O(|t(N) 12). Lastly, at Line 30 we loop over all the maximal SN sets which is at most
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O(X]) So in total the theoretical running time is O(| X 13 +1£(N)|?). Note that the time taken to find the triplets
is not taken into account. This is because at the start of Algorithm 3 we can loop over all triplets once and
make hashmaps that map any three or two labels to all the triplets that contain those labels. Then, finding the
triplets can be done in constant time. O

Algorithm 14: RemoveOuterSinks

1 Function RemoveQuterSinks (SD, p, X, t(N)):

Input: SD — the sets of sinks and their descendants

Input: p — a source label

Input: X — the labels of N

Input: £(N) — the set of triplets of N

Output: SD — the singular sink of the cycle whose source is the root of N

foreach distinct pair S1,S2 € SD do

Pick any s; € S1, 52 € S2

foreach o€ X\ (S; US> U{p}) do

Ty = all fanned triplets and triplets of the form 1|2\ 3 on s1, $2, and o in #(NV)

T, = all resolved triplets on s1, s2, and o in #(N)

if|Tf|=1and|T;| = 1 then

foreach ¢, € T, do

if £, = s1ls2,0 and no ¢, = 5|51, 0 € T, then

SD =SD\{Sy}

break

elseif , = 53151, 0 and no ¢, = s1|s2,0 € T then
SD=SD\{S1}

L break

© B N e g A W N

-
-
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15 return SD

LemmaA.5. Let N be a network on X, s be the root of N and the source of exactly one cycle, SD be a list of size
two or more, containing maximal SN sets that correspond to highest sinks and descendants with no cut-arcs
above it obtained using Algorithm 13, and (V) be the set of triplets of N. Then given this input Algorithm 14
returns the sink and descendants of the cycle that has s as its source in (| X|%) time.

Proof.
Given that |SD| = 2, a cycle vertex is the source of another cycle. Thus, the sink and its descendants of that
lower cycle should be removed from SD.

The for loop at Line 2 finds the sinks and descendants of cycles whose source is a cycle vertex of another cycle.
Namely, take Sy, S2 € SD such that S; is the sink of the cycle, C;, whose source is the root, and S, is the sink
of the cycle, C,, whose source is a cycle vertex of C;. Take 0 € X\ (S; U S2 U {s}), s1 € S1, and s, € Sy arbitrarily.
Assuming there is a triplet on s1, s2, and o of the form u|v\ w or u|v|w as well as a resolved triplet, then either
o0 is a cycle vertex of C; on a different path from the source to the sink than C;, o is a cycle vertex of Cy, or is in
one of the cycle branches of C,.

If o0 is a cycle vertex of C; on a different path from the source to the sink than C,, then the resolved triplet is of
the form o|sy, s, and thus this label is not used to define which sink to remove.

If, however, o is a cycle vertex of C, or is in one of its cycle branches, any resolved triplet will be of the form
s1lo, s2. And thus Sy is removed from the list of sinks and descendants. We know such o exists as C; is a cycle
and must therefore have a labelled cycle vertex or have cycle branches.

Thus Algorithm 14 returns only the sink of the cycle that has the root as its source.

Concerning the theoretical running time, we loop over each pair of elements in SD, after which we loop over
all other labels. So the algorithm runs in O(SDI?|X]), where SD is again bounded by |X|. Therefore, the
theoretical runtime of Algorithm 14 is O(|X|®). Note that, again, looking up the triplets for any three labels can
be done in constant time once a hashmap has been created that maps the labels to their triplets. O

74



Algorithm 15: ResolveCycle

1 Function ResolveCycle(SD, X, p, D, t(N)):

Input: SD — the sink and its descendants

Input: X — set of labels

Input: p — optional source label

Input: D — descendant map (from Algorithm 7)

Input: #(N) — the set of all triplets of N

Output: CB, ICV — list of cycle branches, and internal cycle vertices

2 ICV={¢eX\{p} | DI{INnSD =SD\ {¢}} // cycle labels
3 | CB=alistwhere eachlabel x € X\ (SDUICV u {p}) is its own branch // cycle branches
1 IB=1] // internal-to-branch pairs
5 foreach distinct pair n;,n, € X\ SD do

6 foreach ze€ SD do
7 if INlp, 5,2l =1 0r 311, & € Ny, i,z such that #; is of the form 1|2\3 and £, of the form 1/2\3

or 3t € Nly, n, - of the form 1|2|3 then

8 B={beCB|(neb\ICV) Vv (n, e b\ICV)}
9 if |B| = 1 then

10 Remove all branches in B from CB

11 NB = (UB) u({n1, na}\ ({ptu ICV))

12 Append NBto CB

13 else append {n;, ny}\ ({p}UICV)to CB

14 if 3z/n1 \ ny € Ny, n,,- then

15 ‘ Append (n;, ny) to IB

16 elseif 3z/ny \ ny € Nly, », - then

17 | Append (12, m) to IB

18 | foreach pair (c,b) € IB do

19 Let B; be the (unique) branch in CB containing b

20 B; = B; u{c}

21 foreach x€ ICV \ (UCB) do
22 t Append {x} to CB

23 | return CB, ICV

Lemma A.6. Let N be a network whose root, p, has out-degree two and is the source of exactly one cycle, SD
be the sink and its descendants of the cycle, D, the descendants of any label x € X as obtained by Algorithm 7,
and #(N) the set of triplets. Given this input, Algorithm 15 returns a list of the labelled cycle vertices and a list
of all cycle branches (including their corresponding labelled cycle vertex) in O(|X|3) time.

Proof.

In Line 2, all labelled cycle vertices are stored. Namely, each such vertex must have the entire sink and its
descendants as part of its descendants. Then, in Line 3 all labels not in SD, ICV or {p} are placed in their own
branches. Therefore, branches only need to be merged when two labels are supposed to be in the same cycle
branch.

Letze SD and ny,ny € X\ SD.

If INIp,,ny,21 = 1 clearly n; and ny must be in the same cycle branch or the triplet is, without loss of generality,
of the form z|n; \ ny, where n; is a cycle vertex and n, is not a cycle vertex and is in a lower cycle branch. In the
first case, they are placed in the same branch in Line 12 or Line 13 if they were not yet placed. In the second
case, since n; € ICV, only n, will be placed in a branch if it was not already.

Likewise, if z|n \ nz,z/n1\ np € Ny, n,,z then ny is a cycle vertex and n; is in the cycle branch of n;. Again,
either Line 12 or Line 13 places only n, in a branch. Moreover, (n;, ny) is added to IB in Line 15 to later add n;
to the same branch, which is done in Line 20.

If ny|n2|z € Nip, n, 2, then ny and ny are also in the same cycle branch. Indeed, either Line 12 or Line 13 places
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them in the same branch.
Lastly, any labelled cycle vertices that have out-degree one are added as their own branches in Line 22.
So Algorithm 15 returns the cycle branches and the internal cycle vertices of a cycle given the input.

Looking at the time complexity, the algorithm loops over a subset of each combination of length three of the
labels. So this loop is at most O(| X|®). The algorithm also loops over the pairs of internal cycle vertices and their
corresponding branches, and afterwards over the remaining labelled cycle vertices, which are both bounded
by O(|X|). Therefore, the theoretical running time of the algorithm is O(|X|*). By using a hashmap that maps
any three labels to the triplets on these labels, looking up the triplets can be done in constant time. O

Algorithm 16: FindCycleOrder
1 Function FindCycleOrder (branches,SB, CV, p, t(N)):

Input: branches — current list of cycle branches except the sink branch obtained using
Algorithm 15
Input: SB — the sink branch
Input: ICV — the labelled cycle vertices
Input: p — the source label
Input: (N) — the triplet set of N
Output: L, R — two ordered lists of branches (left and right)
2 | L=[],R=[] // left/right branch ordering
3 foreach distinct by, b, € branches do
4 foreach n; € by, ny € by do
5 foreach ze€ SBu{p|if pe X} do
6 foreach ¢ € N|,, p,,, do
7 if r of the form 1/2/3 then
8 ‘ place_together (by, b)
9 elseif ¢ of the form 1|2\3 then
10 if 1 = z|ny \ ny or t = z|ny \ n; then
11 ‘ place_together (by, bs)
12 elseif ny,n, € CV then
13 ‘ place_apart (by, bo)
14 else
15 Let ' € Ny, np,z \ {1}
16 if t' = z,ny|ny or t' = z, n»|ny then
17 place_apart (b, bo)
18 L break
19 place_together (b1, by)
20 else if ¢ of the form 1|2,3 then
21 if t = z|ny, n, then
22 ‘ place_together (b1, by)
23 else
24 Let ' € Ny, 5,z \ {1}
25 if t' = ny|ny, zor t' = ny|ny, z then
26 L place_apart (b, bo)
27 else if ¢ is of the form 1/2\3 then
28 t place_apart (by, by)
29 if |branches| =1 then L =branches
30 return L, R
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Algorithm 17: Helper functions for Algorithm 16

1 Function place_together (b, by):
2 Place by and b, such that they are either both in L or in R.
3 If neither is placed yet and L = [] = R, then place them both in either L or R.

4 Function place_apart (by, b2):
5 Place b; and b, such that they are not both in L or R.
6 | Ifneitheris placed yetand L =[] = R, then place one in L and the other in R arbitrarily.

Lemma A.7. Let N be a network whose root, p, has out-degree two and is the source of exactly one cycle, B
be the list of cycle branches as obtained by Algorithm 15, SB be the sink and its descendants, ICV the labelled
cycle vertices, t(IN) the set of triplets. Given this input, Algorithm 16 properly separates the branches in two
sets, each corresponding to one of the paths from the source to the sink in O(| X [4) time.

Proof.

Given any two labels from two distinct branches, and a label from the sink and its descendants, z, it can be
deduced whether or not these branches are on the same path from the source to the sink. For the remainder
of this proof, we will refer to such a path as a "side" of the cycle.

Suppose by, by € B are on the same side and n; € by, n2 € by, and that b, is part of the descendants of the
cycle vertex corresponding to b; (i.e. by is "below" by). Then the triplets they can have are: z|n; \ n, and
zlnylny, zlny \ ny, zlny, ny and z/ ny|ny, or z|ny, np and z, ny|n;. While if b; and b, are on different sides, then
the triplets on ny, ny, and z can be: z/ny|ny and z/na|ny, z/ny|ne and z, na|ny, z, n1|n and z/nylny, or z, ny|ny
and z, np|n;. Note that for both scenarios the different combinations correspond to ny,ny € ICV, ny € ICV
and ny ¢ ICV, np € ICV and n; ¢ ICV, and ny, ny ¢ ICV, respectively. Lastly, if a triplet on n;, ny, and p exists
of the form n;/p \ ny, then clearly by and b, are on different sides.

It can be easily checked that for any of the above cases, the branches are placed correctly in L or R.

For the time complexity, the algorithm loops over a subset of each combination of length three of the labels.
This this has time complexity O(| X 13). Moreover, to correctly place the branches in L and/or R, it has to loop
over at least one of the lists every time, which can be done in O(|X|) time. So in total, the algorithm runs in
O(|X|*) time. Again, by using a hashmap that maps any three labels to the triplets on these labels, looking up
the triplets can be done in constant time. O
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Algorithm 18: FilterTriplets

1 Function FilterTriplets (¢, branches, SD, ICV, t(N)):

Input: t — a triplet on u, v, and w

Input: branches — the branches of the cycle on one side

Input: SD — the sink and its descendants

Input: ICV — all labelled cycle vertices

Input: #(N) — the triplet set of N

Output: True or False whether or not the triplet should be included

B =setofall bebranches U {SD} such that b contains at least one label of {u, v, w}
3 if |B| =1 then

4 t return True
5 if ¢ is of the form 1/2\ 3 or of the form 1\ 2\ 3 then
6 t return True

7 if ¢ contains no labels from SD then
8 t return True

9 bs = the branch of ¢ containing a label from SD
10 if b contains two labels from SD then

11 if the remaining label of ¢ is notin ICV then

12 ‘ return True

13 else return False

14 else if b; contains one label from SD then

15 if ¢ is of the form 1|2, 3 then

16 if Nl | =2 and 3¢’ € N|,, ;,,, such that ¢’ is of the form 1|2|3 then
17 L | returnFalse

18 B =set of all b € branches such that b contains at least one label of {u, v, w} \ by
19 if |B| = 1 then

20 if no label in {u, v, w} \ b is in ICV then

21 ‘ return True

22 else return False

23 else return False

Lemma A.8. Let N be a network whose root, p, has out-degree two and is the source of exactly one cycle, B
be the list of cycle branches on one path from the source to the sink as obtained by Algorithm 16, ¢ be a triplet
containing only labels from B, SD be the sink and its descendants, ICV be the labelled cycle vertices, and (V)
the set of triplets. Given this input, Algorithm 18 returns True if for every edge in ¢ the corresponding path in
N (as described in Definition 2.6) does not use any edges from the other path from the source to the sink, and
False otherwise in O(| X|) time.

Proof.
Let t be a triplet as described on u, v, w € X. Suppose there is a branch b € BU SD such that u, v, w € b. Then
clearly this triplet did not use any cycle edges and thus True should be returned as is done in Line 4.

Likewise, if t = u/v \ w and not all labels are from one branch, then v must be a cycle vertex. Then, this triplet
also did not use cycle edges from the other path, as that triplet would have to be, without loss of generality,
of the form u/v|w. Similarly, if t = u\ v\ w, then no edges from the other path could have been used, as that
would require a label to be separated from the others by the root. These cases are handled in Line 6.

Moreover, if none of u, v, and w is an element of SD, then no cycle edges from the other path could have been
used. Indeed, Line 8 returns True.

If the above cases do not hold, then ¢ must have exactly one branch that contains a label from SD. If ¢ contains
two labels from SD, z; and zy, the triplet could be of the following forms: z1/z2/n, z1/z2|n, or z;1,zz|n. The
first case is already covered by Line 6. In the other cases, these triplets did use edges from the other path if
n € ICV. So True can be returned if n ¢ ICV, and False otherwise. These cases are correctly handled by
Lines 12 and 13.
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The remaining case is if # contains only one label from SD, say z. Let n; and n, be the other remaining labels.
If ¢ is of the form 1|2,3 and there is another triplet on n;, ny, and z of the form 1|2|3, then n; and n, must have
been from the same cycle branch such that the corresponding cycle vertex had out-degree three or higher. In
this case, ¢ did use edges from the other path and thus False is returned in Line 17.

Suppose z is in its own branch in ¢, then ¢ is of the form z/n; \ ny, z|n;, ny, or z|n; \ ny. The first two cases are
handled by Lines 6 and 17, respectively. The last case can only be a valid triplet if n; and n;, are in the same
cycle branch. If they are not, False is returned in Line 23. However, if n; and 7, are in the same branch, then
neither can be in ICV. So True is returned in Line 21.

Now, without loss of generality, suppose z shares its branch in ¢ with n,. Then the triplet could be of the
following forms: n;|ny, z, ni|ny \ z. Both triplets require n;, n, ¢ ICV and so True is returned in Line 21.

Thus Algorithm 18 properly determines if £ used any edges from the other path of the cycle.

Looking at the time complexity, since we can use a hashmap to find the triplets on any three labels, this algo-
rithm only loops over the number of branches. So this can be done in O(| X|) time. O
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