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Abstract

Algorithm Selection is a problem that involves finding a way to select the best
algorithm out of a portfolio of candidate algorithms, depending on a set of instances
for a problem. It has been shown that optimal decision trees that work on binary
features are as accurate as state of the art models like random forest, while being more
interpretable and smaller, motivating research into alternative, more scalable methods
to generate such trees. In this paper we present an optimal decision tree algorithm that
operates directly on continuous features and measure its suitability for the algorithm
selection problem. We show that our algorithm performs over three orders of magnitude
better than other algorithms that build similar decision trees, and that it achieves
similar out of sample model selection quality as state of the art methods while being at
least 2x faster than similar methods for binary features for higher binarization values.

1 Introduction
Although NP-Complete problems are believed to be intractable in the worst-case, it is
often possible to solve even very large instances of such problems that arise in practice
[5]. However, this may depend strongly on choosing the right algorithm which can make or
break the performance of an intractable problem. In many domains, the best choice varies
greatly between problem instances, with no algorithm strictly dominating over all problem
instances. This is the crux of the Algorithm Selection Problem(ASP). As defined by Rice
[18] in 1976, the ASP involves automatically selecting the most suitable algorithm for a given
input problem represented by a set of features, from a portfolio of solvers as in 1b. This
is typically approached in terms of minimizing(or maximizing) the total metric(or cost).
The Algorithm Selection Problem has been studied widely, and many different approaches
have been suggested, with several results indicating that random forests, offer the best out
of sample performance [5] [14]. However, results also show that they are also not very
interpretable [17].

Decision trees are a popular machine learning algorithm for explainable AI because they
can capture non-linearities in training data and are also interpretable. A large part of their
interpretability is the fact that shallow trees can be easily visualized such as in 1a.
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Figure 1

The most commonly used algorithm used to train decision trees is the Classification
and Regression Trees algorithm(CART) [8]. This algorithm makes use of a local objective
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function that is optimized at each internal node of the tree, and can thus quickly construct
the tree. These algorithms have achieved state-of-the-art performance in several machine
learning tasks [12], and are implemented in many popular machine learning libraries like
scikit-learn [16].

Despite their popularity, decision trees that are created via methods such as CART come
with several drawbacks. Primarily, their use of a local objective function comes at the cost of
a tree that provably minimizes the training error. Hence, heuristic trees might not represent
the data accurately, implying that they do not generalize well to out-of-sample data [6].

This motivated investigation into methods pertaining to the creation of Optimal Decision
Trees(ODT), i.e trees that provably maximize a certain evaluation metric, such as accuracy.
One issue with this approach is that the problem of finding ODTs is NP-complete [13], with
the number of possible trees being upto 9.4 × 108 even when limiting ourselves to a max
depth of three for 20 binary features [19].

Nevertheless, a lot of research has been done into this area such as by Demirović et al.
[11] and van der Linden et al. [23] that exploit the recursive nature of the tree to train it
using dynamic programming, thereby drastically increase scalability. There has also been
research into applying these efficient, optimal decision trees in the ASP, showing that such
trees are capable of selecting models at a similar quality to state-of-the-art methods such as
random forest, while providing significantly more interpretability [17].

A longstanding limitation of ODT algorithms has been their reliance on pre-binarized
data. Therefore, these algorithms either use a coarse binarization resulting in loss of opti-
mality; or require a binary feature for every possible threshold on the numeric data, which
drastically hurts scalability, because their runtime scales exponentially with the number of
such features [9]. This barrier has recently been overcome with the introduction of Con-
Tree [9], marking a key advancement in enabling truly optimal decision trees to natively
handle continuous features. For classification problems, we also observe that ConTree was
found to have a 0.7% higher test accuracy on out-of-sample data as compared to trees
trained with binarization, suggesting an advantage to directly using continuous features [9].
Additionally, ConTree’s avoidance of binarization means that it is far more scalable than
binary feature ODT methods, as for high binarization values they require far more features.

This naturally motivates us to ask whether we can use the key ideas from ConTree’s
algorithm to create an algorithm for making optimal decision trees for the ASP, in order to
take advantage from the increase in out-of-sample accuracy that comes from using continuous
features, as well as the increase in scalability.

Thus we consider the following research question: How can we create an algorithm that
can scalably generate a decision tree that provably minimizes the expected total cost for the
ASP while not relying on pre-binarized data?

The main contribution made by this paper is ConTree++, a novel algorithm that is an
adaption of the algorithm presented in ConTree to work with an evaluation metric compat-
ible with the ASP. We introduce a novel lower bound for our metric, as well as different
pruning strategies to aid in scalability, in addition to a regularization term to prevent over-
fitting. We also provide extensive experimentation on 8 datasets comparing our algorithm
to state-of-the-art ASP portfolio solvers in terms of out of sample PAR10 score, as well as
other optimal decision tree methods in terms of runtime.

Our results show that our method outperform existing methods [7] for constructing
optimal decision trees on continuous feature by a factor of over 3 orders of magnitude for
trees of depth two, and that trees created by our algorithm have an out of sample algorithm
selection quality on par with that of state-of-the-art methods for Algorithm Selection, such as
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random forests, while being significantly more interpretable following the results of Poolman
et al. [17]. Additionally, we show that our method outperforms ODT algorithms on binary
features, by a factor of two, for high binarization numbers, while also obtaining a slightly
higher out of sample model selection quality.

2 Related Works
Algorithm Selection: Rice’s original framework conceptualized the problem as a mapping
from a feature space of problem instances to an algorithm space, where the goal is to
optimize a performance metric (e.g., runtime, accuracy, or memory usage) [18]. This abstract
formulation emphasized the importance of understanding the relationship between problem
instance features and algorithm performance.

In the early days, research primarily focused on single domain applications such as finding
the best SAT solver. Portfolio-based methods such as SATzilla [25] performed incredibly
well at this, and won several gold medals in SAT competitions [17], thereby motivating
research into portfolio based algorithm selection in other domains.

Subsequent research expanded ASP techniques to other domains, including Constraint
Satisfaction Problems (CSP), Planning, and Answer Set Programming. Notable systems
include SUNNY [2], which solves the ASP for CSP and is based on k-NN, and Claspfolio,
which solves the ASP for Answer Set Programming and uses several mechanisms such as
k-NN, random forests, and regression [17].

The advent of ASlib [5] in 2016 marked a significant advancement by providing a stan-
dardized benchmark library for cross-domain evaluation of algorithm selection techniques.

Recent approaches to the algorithm selection problem involve the use of graph-convolutional
network-based genetic adversarial networks, and graph neural networks, which have been
applied to the TSP [21]. Cross-domain studies on the ASP still seem to show that smaller,
simpler models such as random forest tend to outperform more complex models [14] [5].
Nevertheless, the shift in interest towards more complex, black-box models in solving this
problem is noteworthy, and it further motivates the need to develop lightweight, simple and
interpretable models for algorithm selection.

Optimal Decision Trees: The construction of Optimal Decision Trees was shown
to be NP Hard by Hyafil et al. [13], establishing that finding the smallest decision tree
consistent with a given dataset is computationally intractable in the general case.

Some initial approaches on finding ODTs include the use of Extreme Point Tabu Search [3],
which involves fixing the structure of the tree and then solving a system of linear inequalities
using existing optimizers. Additionally there were many approaches done through the use of
Mixed-Integer-Programming(MIP) and constraint programming(CP) such as by Bertisimas
et al. [4] and Verwer et al [24].

In more recent times, there have been several approaches involving dynamic program-
ming and Branch and Bound search, that exploit the recursive nature of the tree. These
approaches sacrifice generalizability to gain better runtime performance [20]. Some exam-
ples of these include DL 8.5 by Aglin et al. [1] and MurTree by Demirović et al. [11]. Of
the works stated above MurTree can obtain optimal classification trees and has been further
generalized to any optimization task in STreeD [22]. These methods find optimal trees,
while achieving orders of magnitude better scalability than the prior MIP methods.

The previous approaches discussed do not directly handle continuous features. Instead
they require a course binarization of the feature space, which affects optimality, or a binary
variable at each threshold which hurts scalability. ConTree [9] and QuantBnB [15] are two
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very recent examples of algorithms that are capable of handling continuous features directly,
and are treated as the starting point of this work, which is aimed at extending ConTree to
handle instance-cost sensitive classification.

Optimal Decision Trees for Algorithm Selection: Optimal decision trees as a
method for Algorithm Selection, have been visited before by Vilas et al. who built a MIP
model to train optimal decision trees [7]. They were shown to provide results similar to that
of random forest regressors, and the authors provided ample evidence against overfitting.

Unfortunately, they were limited in that they only had 1000 problem instances for their
whole dataset, and they had significant difficulties with scalability. They found that optimal
or near optimal solutions were only found for a subset of upto 200 instances. For larger
datasets the solution timed out, or returned suboptimal values.

Another approach to applying Optimal Decision Trees was presented by Segalini et al.
[20], who adapted the STreeD framework for per instance cost sensitive applications [11]
and found that optimal decision trees can be computed much more scalably. Unfortunately
this study was only limited to MaxSAT data and lacked analysis on out-of-sample accuracy,
as the main focus was in improving scalability.

Poolman et al. [17] presented a comprehensive evaluation on the performance vs in-
terpretability tradeoff for optimal decision trees. They found that the instance cost sensi-
tive(ICSC) STreeD algorithm provided a similar performance to the state-of-the-art random
forest regressor, [5], while providing substantially more interpretability. This makes research
into such decision trees that work on continuous features promising, due the performance
increase that such trees are known to have [9].

3 Preliminaries
In this section we introduce notation, formally describe the ASP, introduce our evaluation
metric and briefly describe the notation we use for our algorithm, that has been taken from
ConTree.

3.1 Algorithm Selection
The Algorithm Selection problem can be formalized as follows [18]:

• The Problem Instance Space (P): The set of problem instances where p ∈ P that
we consider.

• The Algorithm space (A): The set of algorithms which can be used to solve the
problems in P.

• Performance metric (M): a function m : P×A → R that measures the performance
of algorithm a on problem x. This is the metric that needs to be minimized (or
maximized).

• Feature Space (F): The set of all features that describes all instances of the consid-
ered problem.

The goal of the problem is to find a mapping s such that:

n∑
p∈P
M(p, s(p))
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is minimized. There are many approaches to find such a mapping. One such interpretation
is that of a regression problem, by considering the runtime data of each individual algorithm
as a training data for a regression algorithm. In this approach we take the algorithm with
the lowest predicted runtime as the prediction. This approach is used by random forest
regressors, discussed later. In this paper we interpret the ASP as an instance cost-sensitive
classification problem. This type of problem is similar to classification but considers different
misclassification costs for each label and each instance. This is especially relevant for a
problem like the ASP where runtimes can differ wildly between algorithms and problem
instances.

A common evaluation metric for a portfolio selection algorithm in the context of the
ASP is the PAR10 score which is defined as follows:

PAR10(s) =

∑n
p∈PM

′
(p, s(p))

|P|

where

M
′
(p, s) =

{
M(p, s) ifM(p, s) ≤ T

10T else
(1)

Where T refers to the value at which the algorithms in the dataset time out.
In order to effectively compare PAR10 scores across different datasets, which may have

different timeouts and different average runtimes, we need to normalize the PAR10 score [17].
We do this by comparing it to the Virtual Best Solver(VBS) and the Single Best Solver(SBS).
The VBS is the best solver for a particular instance and the SBS is the best solver on average
across the whole dataset.

NormalizedPAR10(s) = 1− PAR10(s)− V BS

SBS − V BS
(2)

We want to maximize this score, which involved minimizing the raw PAR10 score.

3.2 ConTree
The algorithm introduced in this paper is an adaption of the ConTree algorithm [9]. Hence,
the notation used is the same and is summarized in brief below.

Notation: The input to our algorithm is a dataset D with n = |D| observations. Each
observation can be represented by (x, a) where x ∈ Rp where p is the number of features(|F|)
and a ∈ Rq, where q is the number of algorithms(|A|). F = {f1, f2, f3...fp} is the set of
all features in our problem and is the first p columns in the dataset. Df represents one of
these such columns, and includes every instance (x, a) in D, sorted by their values in the
column f . Uf represents all the unique sorted values in Df , with the instances having a

duplicate value in f being removed. Similarly we define Sf = {U
f
1 +Uf

2

2 ,
Uf

2 +Uf
3

2 ...,
Uf

k−1+Uf
k

2 }
where k = |Uf |. Sf is the set of thresholds to be considered on the feature f for that
dataset. z(τ) refers to the index of the largest element in Df where the feature value
xf ≤ τ . Similarly, u(τ) refers to the index of the largest element in Uf where the feature
value xf ≤ τ . We use D(f ≥ τ) to describe the subset of all observations (x, a) such that
xf ≥ τ and vice-versa for D(f ≤ τ). We also define the quantity w(τ) which is defined as:
w(τ) =

∑
(x,a)∈D(f≤τ)(max(a)). Finally, we also work with the new objective function J

that is the total cost incurred by using our decision tree on a dataset of problems. JD refers
to the total metric incurred, when building a classifier for the dataset D, and Jτ refers to
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the total metric incurred when building a decision tree that splits at the threshold τ , with
JτR and JτL being the left and right total metric of splitting on τ respectively.

ConTree used 3 novel pruning techniques., namely Neighbourhood Pruning(NB), Inter-
val Shrinking(IS) and SubInterval Pruning(SP). Each of these 3 techniques as well as the
Depth Two solver, are specific to the objective function used in ConTree, which is the mis-
classification score. Each of these techniques, are re-implemented and proven in order to
transfer them over to this implementation of ConTree.

4 ConTree++
Problem Definition: The problem statement of this algorithm is essentially the same as
the ASP, with some caveats. If T (D, d) represents the set of all decision trees of max-depth
d on the dataset D, then we need to find the tree topt such that:

topt = argmin
t

∑
(x,a)∈D

M(x, t(x)) + λ(SBS − V BS)Nl

where Nl represents the number of leaf nodes in t. This algorithm, like ConTree and STreeD
is limited to binary axis-aligned trees: every branching node splits on precisely one feature
f ∈ F based on a threshold τ such that every observation with xf ≤ τ goes left in the tree
while the rest goes to the right.

We prevent overfitting by adding a regularization term to penalize the size of the tree,
which is represented by the number of leaf nodes. This regularization score is scaled up
by the normalization factor SBS − V BS as the leaves contain only the raw PAR10 score,
however it is useful to have our regularization parameter λ normalized as our ultimate
evaluation metric is normalized for effective cross-domain evaluation.

4.1 Main Algorithm
Much like ConTree, this algorithm constructs an ODT by recursively performing splits on
every branching node within a full tree of pre-defined depth. Subproblems are identified by
the dataset D and the remaining depth limit d. This results in the following recursive DP
formulation.

CT++(D, d) =

{
argmina

∑
(x,a)∈DM(x, a) + λ(SBS − V BS) if d = 0

minf∈F,τ∈Sf (CT++(D(f ≤ τ), d− 1) + CT++(D(f > τ), d− 1)) else

Given a splitting feature f , computing the total cost Jτ for all possible split points τ ∈ Sf is
computationally expensive since each split point considered requires solving two (potentially
large) subproblems. ConTree fixes this problem by proposing three novel runtime pruning
techniques [9]. We adapt these and prove their validity for the new objective function.
Additionally, the Depth Two solver is also adapted for the new objective function and
provides a significant speedup to the algorithm.

4.2 Similarity Lower Bound:
ConTree makes use of the Similarity Lower Bound proposed in MurTree by Demirović et al.
[11], which is based on the misclassification score. We adapt it for our new metric to make
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it the following:
JDnew

≥ JDold
−

∑
(x,a)∈Dout

max(a)

where Dout = Dold\Dnew.
Proof: The proof follows in a similar fashion to the proof of the original Similarity Lower
Bound in Demirović et al. [11]. Consider Din = Dnew\Dold, Dout = Dold\Dnew and
Dsame = Dout ∩ Din. We observe that removing Dout from Dold may reduce the total
cost by at most A =

∑
(x,a)∈Dout

max(a). This is under the assumption that the classifier
predicts the worst possible algorithm on every instance in Dout and its predictions on Dsame

remain unchanged. Therefore:

JDold
− JDold\Dout

≤ A

=⇒ JDold
−A ≤ JDsame

Another key observation is that adding more observations to Dsame cannot reduce the total
cost in the worst case, as in this case, all new observations are misclassified so they add
something to the cost, and the instances in Dsame remain the same. Hence:

JDnew ≥ JDsame

=⇒ JDold
−

∑
(x,a)∈Dout

max(a) ≤ JDnew
(3)

4.3 Pruning Techniques
Based on this new similarity lower bound, 3 separate pruning techniques are proposed sim-
ilar to ConTree. Like ConTree, the key idea of the algorithm is that the solution when
splitting on a feature f on a threshold τ provides a lower bound for future calls on the same
feature, with a different threshold. Unlike ConTree, the new objective function makes it so
that the indices that can be pruned, cannot be removed in constant time like in ConTree,
as every individual instance contributes a different amount to the lower bound, depending
on what the maximum runtime of each instance is. To this end, this paper presents a novel
method of finding the correct index to split on, in logarithmic time.

Theorem A: If UB is the best existing score needed, and if Jτ is an already computed
solution to the total metric of an optimal decision tree on a threshold τ , then no threshold
τ

′
with

∑
(x,a)∈D(τ ′≥f>τ) max(a) < Jτ − UB or

∑
(x,a)∈D(τ≥f>τ ′ ) max(a) < Jτ − UB can

provide an improving solution
Proof: This follows directly from the similarity lower bound. Consider the case where
τ

′
> τ . In this case, D(f ≤ τ) ⊂ D(f ≤ τ

′
). Therefore,

JτL ≤ Jτ ′L

as here Dold\Dnew = ∅. Additionally for the right side, we have

JτR −
∑

(x,a)∈D(τ ′≥f>τ)

max(a) ≤ Jτ ′R
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Because D(f > τ)\D(f > τ
′
) = D(τ ′ ≥ f > τ) Adding these two together we get

Jτ ′ ≥ Jτ −
∑

(x,a)∈D(τ ′≥f>τ)

max(a)

In order for Jτ ′ to be an improving solution it has to be less than UB. Meaning:

UB ≥ Jτ −
∑

(x,a)∈D(τ ′≥f>τ)

max(a)

=⇒
∑

(x,a)∈D(τ ′≥f>τ)

max(a) ≥ Jτ − UB (4)

(4) must hold in order to be an improving solution. Contrapositively, any value of τ
′

for
which the following holds: ∑

(x,a)∈D(τ ′≥f>τ)

max(a) < Jτ − UB

cannot be an improving solution. The proof follows similarly for values of τ
′
< τ

Corollary A: Consider ∆ = Jτ − UB. If τ1 is the smallest threshold such that∑
(x,a)∈D(τ1≥f>τ) max(a) ≥ ∆ and if τ2 is the largest threshold such that

∑
(x,a)∈D(τ≥f>τ2)

max(a) ≥
∆ then the only indices that need to be checked are those indices τ

′
such that either z(τ

′
) ≤

z(τ2) or z(τ
′
) ≥ z(τ1)

Like ConTree, we keep track of a set of intervals of indices with possible candidates for an
improving solution. After each pruning strategy, we reduce the total size of the intervals
considered, until we eventually settle on one optimal solution.
Neighbourhood Pruning: After a split point Ju is computed on a split index u with
threshold value τ , we can make use of Corollary A to prune away suboptimal solutions. To
this end, we need to compute the values τ1 and τ2. This may be naively done by going
over the array in one pass. However, we can precompute the prefix sum(or cumulative sum)
of the worst case algorithm across the dataset sorted by each feature(w(τ)) and store it as
a field in each problem instance. With this value precomputed, we can compute τ1 and
τ2 in logarithmic time by using a binary search to find the smallest value that is greater
than w(τ)+∆ and the largest value that is smaller than w(τ)−∆ respectively. Afterwards
we can proceed with the same procedure as in ConTree, by implementing the functions
A(u,∆) = {u′ ∈ [m]|Uf

u′ < Df
τ1} and A(u,∆) = {u′ ∈ [m]|Uf

u′+1
> Df

τ2} which also work in
logarithmic time. These are used to convert from the datapoint index in Df to the unique
value index, as these are the indices that we can split upon. These metrics can be used to
create a new set of intervals to check, with the following function

PNB([i, j], u,∆) = {[i, A(u,∆)], [A(u,∆), j]}

Interval Shrinking: Interval Shrinking is simply a lazy evaluation of neighbourhood prun-
ing, and makes use of Theorem B

Theorem B: If w is a split point with a precomputed total metric of Jw such that the left
total metric JwL = 0 then any split point u < w will have a total metric Ju ≥ Jw. Similarly,
if we have a point with JwR = 0 then any split point v > w will have a total metric Jv > Jw.
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Proof: First we consider only the left side. suppose u < w and JwL = 0. Then D(f ≤
Sf
u) ⊂ D(f ≤ Sf

w) and D(f > Sf
w) ⊂ D(f > Sf

u). Note also that Jw = JwR. Following the
similarity lower bound, JuR ≥ JwR as Dout = D(f > Sf

w)\D(f > Sf
u) is empty. Additionally,

we also know that JuL ≥ 0 as the total metric is assumed to be non-negative. Therefore,
combining these two statements we get, JuR + JuL = Ju ≥ JwR = Jw =⇒ Ju ≥ Jw.

The proof follows similarly for the right side.
We use this theorem for pruning the search space in a similar fashion to ConTree by

using the following expression:

PIS([i, j], u, v,∆u,∆v,ML,MR) = {max(i,ML + 1, A(u,∆u)),min(j,MR − 1, A(v,∆v))}

Here u, v are the previously computed split indices, ∆u = Ju − UB, ∆v = Jv − UB and
ML,MR are the indices of the leftmost and rightmost index at which a tree of total metric
zero has been found.
Sub-interval Pruning: Subinterval Pruning makes use of the following theorem to prune
away suboptimal solutions.
Theorem C: If [i,j] is our current interval, and u < i and v > j are two split indices for
which the quantities JuL, JuR, JvL, JvR have already been computed, then if JuL+JvR > UB,
then no w ∈ [i, j] can provide a better total metric on UB.
Proof: We know that w ≥ i > u and w ≤ j < v. Following the similarity lower bound,
JwL ≥ JuL and JwR ≥ JvR. Combining these two we get: Jw = JwL + JwR ≥ JuL + JvR.
This means that if JuL + JvR > UB, then Jw > UB, meaning w cannot be an improving
solution.
Hence we can define the pruning function for Sub-interval Pruning as:

PSP ([i, j],UB, JuL, JvR) =

{
∅ if JuL + JvR ≥ UB
[i, j] else

4.4 General Case Solver
The main loop of the algorithm proceeds identically to ConTree. The pseudo code for this
algorithm is presented in appendix A as algorithm 2.
The main loop of our algorithm and ConTree involves going over every feature f and running
Algorithm A to find the optimal decision tree if we decide to split on that feature. Algorithm
A tries to find the optimal threshold to split on for each feature.
It does so by maintaining a queue of intervals. At each step an interval is popped out
and subjected to sub-interval pruning and interval shrinking, which reduce the size of the
interval, or possibly avoid having to consider it all together. After this, the point at the
middle is considered and an optimal decision tree of depth d − 1 is computed by splitting
on this threshold. Depending on the result of this computation, neighbourhood pruning is
then applied to the resulting interval which is split into two smaller intervals.
If the depth of the next tree to be computed is two, the algorithm will call the specialized
solver method that implements another procedure adapted from ConTree, which computes
optimal decision trees of depth two very efficiently. This procedure is described in more
detail in the section below. Otherwise, it will first compute the left subtree of the dataset if
we split at w on the current feature, and then use the result of the left subtree as a tighter
upper bound for the right subtree. The right subtree is only computed if the upper bound
indicates that it may be an improving solution. We also use ConTree’s adaptive procedure
for a tighter upper bound on the right subtree.
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Finally the algorithm terminates once all of the intervals have been searched and the
queue is empty. Additionally if a tree with a perfect total metric of zero is found, then the
search will terminate earlier.

4.5 Depth Two Solver
The Depth Two Solver is a very important subroutine for DP based ODT algorithms, with
its use in ConTree being responsible for reducing runtimes by a factor of 320 [9].
In this paper, we present an adaptation of ConTree’s Depth Two solver that is capable of
computing Optimal Decision Trees that operate on the new objective function of the total
metric and also does not run into memory errors or issues.

Algorithm 1 D2(D, f, w)
1: JL ← |D|, JR ← |D|
2: for (x, a) ∈ D do
3: FQa

L ← FQa
L + a

4: FQa
R ← (

∑
(x,a)∈D a)− FQa

L

5: for f2 ∈ F do
6: Ca

L ← 0, Ca
R ← 0

7: for (x, a) ∈ D sorted by f2 do
8: if xf1 ≤ Sf1

w then
9: JLL ← minâ C

a
L

10: JLR ← minâ(FQa
L − Ca

L)
11: if JLL + JLR ≤ JL then
12: JL ← JLL + JLR

13: Ca
L ← Ca

L + a
14: else
15: same procedure for the other side
16: if JL + JR = 0 then
17: break
18: Output: (JL, JR)

Algorithm B shows the procedure used to compute an optimal decision tree of depth two
if we split at the point w. As mentioned above this algorithm is only called as a subroutine
in the main loop of the algorithm discussed above, where f and w have already been decided.
The main point of the algorithm is that at the beginning, we first precompute the variables
FQa

L and FQa
R which counts up the contribution of algorithm a for each datapoint that is

put into the left and right subtree respectively, if we split on w for feature f1. Then in order
to select the second feature f2, we loop over all of them and on each of them, go over each
threshold and keep track of the variables Ca

L and Ca
R which count the contribution of each

algorithm to the total metric, for all the datapoints on the left subtree of f2 on the left or
right subtree of f1 respectively. Then the values of the total metric of the right subtree on
f2 for both branches of f1 can be easily computed with the following formulae:

Ca
LL = Ca

L Ca
LR = FQa

L − Ca
L

Ca
RL = Ca

R Ca
RR = FQa

R − Ca
R
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The optimal total metrics can then easily be calculated by simply finding the label that
is minimizes the value of the total metric for each subtree. This algorithm operates in
O(|D||F|.

5 Experimental Setup and Results
Our experiments and results aim to answer the folowing questions:

• What is the effect of the pruning techniques on runtime?

• How does our algorithm compare to other algorithm for the ASP using ODTs in terms
of runtime?

• How does our algorithm compare to state-of-the-art methods for the ASP in terms of
algorithm selection quality?

• How do ODTs made on continuous features compare to those made on binary features,
in terms of both tree quality and scalability/runtime?

To this end we proposed and performed the following experiments: Experiment 1 compares
the runtimes of our algorithm with a max depth of three with different combinations of prun-
ing active, showing the combination of NB and SP is optimal. Experiment 2 will compare
the runtime of our algorithm to the MIP model by Boas et al.[7], confirming our method’s
superiority in terms of scalability and runtime on trees of depth 2, as the MIP model times
out on all of these datasets. Experiment 3 will compare the out-of-sample normalized PAR10
score of the optimal decision trees generated by our algorithm with random forest regressors
showing that we have comparable performance, and finally experiment 4 will compare our
algorithm to the STreeD instance cost sensitive classifier(ICSC), which acts on binarized
features, in terms of out-of-sample PAR10 score, as well as training time depending on the
number of binarizations, where we find that our methods severely outperforms binarizations
of high value.

5.1 Setup and Data Preparation
Data Source: We chose to perform our experiments on 8 data sets from the ASLib dataset
for algorithm selection. ASLib is a repository of data collected, specifically for the purposes
of the Algorithm Selection problem. It covers a variety of different problem domains includ-
ing SAT, QBF(quantified boolean formulas), CSP(constraint programming), ASP(Answer
set programming) and many more.

ASLib removes the need for us to precompute the features and runtimes for the algo-
rithms ourselves. It additionally makes it much easier for other reseachers to compare their
work against our results in the future.

We only choose the datasets wherein the metric being measured is runtime or directly a
PAR10 score, so as to ensure the problem remains a minimization problem. Additionally, we
also tried to choose datasets from a wide range of problems, so as to confirm the cross-domain
applicability of our method.

Data Preprocessing: We remove feature columns that have the same value across
all instances. Additionally, we also subtract the metric of the best performing algorithm
from the metrics of all of the other ones. This ensures that the best runtime of a decision
tree has a tight lower bound of zero, which greatly speeds up performance, as mentioned
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Table 1: Summary of Scenarios

Scenario
Name

#
Feat.

#
Algo.

#
Inst.

ASP-
POTASSCO

134 11 1077

CSP-2010 69 2 1695
BNSL-2016 86 8 1179
CPMP-2015 22 4 527
GLUHACK-
2018

48 8 353

MAXSAT-
2012PMS

30 6 747

PROTEUS-2014 193 22 678
QBF2016 46 24 813

Table 2: Hyperparameter Ranges for Models

Model Hyperparameters
STreed Instance Cost
Sensitive

max depth
∈ {2, 3, 4, 5}
max num nodes ∈
{3, 5, 10, 15, 20, 25, 31}
bins ∈ {2, 3, 5}

ConTree++ max depth ∈ {2, 3, 4}
reg. score(λ) ∈
{0.01, 0.05, 0.1, 0.005, 0}

Random Forest
Regressor

num estimators
∈ {100, 200, 300}
max depth ∈
{None, 3, 4, 5, 10, 20, 50}
min split ∈ {2, 5}
min leaf ∈ {1, 2}

earlier. Additionally when using STreeD for this problem, we require feature binarization,
which requires some extra steps. For each feature in the dataset, the following precedure is
followed:

• Sort the feature column ascendingly.

• Divide these sorted features into a number of equally spaced bins. The number of bins
is provided as a hyperparameter.

• Identify the thresholds that identify these bins by looking at the position of feature
elements in the sorted list.

• For each threshold, set all of the elements lesser than it to 1 and set all of the elements
greater than it to 0.

This procedure has the number of bins as a hyperparameter, hereafter referred to as the
binarization value.

Model Selection and Tuning: In order to adequately assess the strength of our
algorithm, we compare it to algorithms along different evaluation metrics. For experiment
2, the only existing models for building instance cost sensitive ODTs for the ASP directly on
continuous features that we know of is the MIP model by Boas et al. [7], so we only include
this model as a point of comparison. For experiment 3 we made our selection from the
limited set of algorithms and models that are equipped to handle cross-domain algorithm
selection.

We chose to focus on tree based models such as random forests, as they have been shown
to have the highest out of sample PAR10 score for the ASP [17] [14]. The implementation of
these models were the same as in the original ASLib paper by Bischl et al. [5], which made
use of the implementations provided in scikit-learn. There are also other methods for the
algorithm selection problem that use complicated, black box models such as transformers.
However, results show that their performance does not differ all that much from random
forests, despite being much less interpretable [14]. Hence we chose to omit them from this
comparison, as the random forest is a more interesting comparison to optimal decision trees.

We chose to train the models by tuning the hyperparameters of all six models, using the
provided parameter ranges, with grid search and a nested cross-validation setup (with ten
internal folds as specified by ASlib) for each scenario. A further specification of these ranges
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can be found in Table 2. This is done to ensure both unbiased performance results and to
select the best model within the parameter ranges for each scenario.

Experiments 1 and 3 are run on the DelftBlue supercomputer [10], which is equipped
with Intel XEON E5-6448Y 32C 2.1GHz CPUs. Each experiment is configured with 64 CPU
cores and 2GB of RAM per core. Experiments 2 and 4, and the results in Figure 1, are run
on an Alienware M15R5 with an Intel i7 2.1 GHz processor, 22 cores and 16GB of RAM
total.

5.2 Results and Discussion:
The results of the MIP model are ommitted as the MIP model times out on all of the
datasets, where as our algorithm does not. For the comparison with MIP and the pruning
analysis, we set a time out of 1500 seconds. The results in Table 3 clearly shows that the

Table 3: Runtime(seconds) for trees of depth
three with different pruning setups, - denotes a
timeout.

Scenario
Name

All NB SP NB+SP

ASP-
POTASSCO

1095 - - 1067

CSP-2010 44 - 70 46
BNSL-2016 265 - 279 259
CPMP-
2015

2 2 3 2

GLUHACK-
2018

32 - 56 32

MAXSAT-
2012PMS

5 - 6 5

PROTEUS-
2014

1286 - - 1266

QBF2016 421 - 454 421

Table 4: Out of sample PAR10 between Con-
Tree, Random Forest and STreeD, normalized
according to equation (2)

Scenario
Name

ConTree++ Random
Forest

STreeD

ASP-
POTASSCO

0.76 0.84 0.76

CSP-2010 0.88 0.82 0.94
BNSL-2016 0.77 0.86 0.78
CPMP-2015 0.19 0.36 0.29
GLUHACK-
2018

0.28 0.17 0.19

MAXSAT-
2012PMS

0.90 0.89 0.87

PROTEUS-
2014

0.68 0.70 0.70

QBF2016 0.58 0.41 0.5

combination of Neighbourhood Pruning and Subinterval Pruning provides the best average
runtime(387.25s), even compared to applying Interval Shrinking as well(393.76s). This can
be explained by the overhead of computing left and right thresholds in logarithmic time,
exceeding the pruning strength of the method. Hence, in the other experiments of this paper,
only the combination of NB+SP is used. Overall we see that the most important pruning
technique in terms of runtime is Subinterval Pruning. The addition of Neighbourhood
Pruning to SP provides a 25% speedup(geometric mean), whereas the addition of Subinterval
Pruning to Neighbourhood Pruning provides a 8×(geometric mean) speedup.

For depth 2 trees, our method drastically outperforms the Boas et al.’s MIP model on all
datasets. Our method has a maximum runtime of 10 seconds, meaning it provides a runtime
speed up of at least three orders of magnitude. This is consistent with their findings in the
original paper, as they were having issues with scalability on datasets of merely 37 features
and 200 instances, whereas the datasets that we are consider have either far more instances,
or far more features. Additionally, they worked with a much higher timeout (4000s), as
compared to ours(1500s). For higher depth trees, we imagine the a similarly high speedup,
as the search space for optimal decision trees is exponential with the max depth.

In terms of the out of sample PAR10 score, we observe that all three models are evenly
matched. ConTree++ and Random Forest both have slightly higher average scores(0.63)
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than STreeD(0.62) illustrating as slight advantage to directly using continuous features over
binarizing them. This is consistent with the result from ConTree [9] that found a 0.7%
higher out of sample accuracy than STreeD for classification.

Figures 2a & 2b illustrate the scalability of our method with that of STreeD at differ-
ent binarizations. We observe exponentiality with regards to the number of features, with
QBF2016 being a notable outlier, possibly due to its high number of algorithms. We ob-
serve that our method has a lesser average runtime across datasets than STreeD with a
binarization value greater than 13, outperforming such models by at least a factor of 2 in
runtime, indicating our method’s superiority in scalability in comparison to high binarization
values(>=13).
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Figure 2: Scalability comparison between STReeD and ConTree

6 Conclusions and Future Work
We have clearly illustrated that making use of dynamic programming and ConTree’s algo-
rithm it is finally possible to scalably compute ODTs on continuous features, for algorithm
selection, with our method clearly outperforming existing methods for this task. We ac-
complished this by modifying ConTree’s pruning techniques and depth two solver for the
PAR10 score, an evaluation metric commonly used for the ASP.

Additionally, our results show that our method performs similarly to state-of-the-art
methods like Random Forest on out of sample selection quality, while providing a much
greater deal of interpretability and a much smaller, more space efficient model following
Poolman et al.’s experiments[17]. Apart from a small advantage in out of sample selection
quality, our results also show that our method outperforms STreeD in scalability for larger
binarization values, meaning that for datasets in which a high number of bins is required
for binarization, ConTree++ is a considerably faster choice.

Future research into this topic could involve improving the scalability of this method by
introducing tighter lower bounds and additional pruning techniques. Finally, experimenta-
tion into the interpretability from models generated via ConTree++ and Random Forest,
on a larger dataset could be explored.
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7 Responsible Research
This paper adheres to the FAIR principles to ensure that the data and code used in the
experiments are:

• Findable: Metadata and related content are on a public repository, making it easy
for researchers to locate and access.

• Accesible: The code for the algorithm as well as the scripts involved in the experiment
setup, along with the datasource is public, making it easy to replicate.

• Interoperable: The code is designed to run on Windows and Unix systems, facili-
tating easier use by the research community.

• Reusable: The code contains all the necessary details and instructions on how to
replicate the experiments, thereby promoting code reuse and further research based
on this paper.

LLMs were used to to aid in writing experiment scripts, as well as in generating the relevant
visuals and tables. It was also used to aid in correctly formatting tables and figures in
LaTeX
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A Appendix

A.1 Pseudocode for main loop of ConTree++

Algorithm 2 Branch(D, d, f,UB)

Jopt ← minâ∈A

∑
(x,a)∈D M

′
(x,a)

|D|
ML ← 0,MR ← ⇕+ 1
Q← [1,m],V ← ∅
while |Q| > 0 do

[i, j]← Q.pop()
u, v ← B(i, j),V)
∆u ← Ju − UB,∆v ← Jv − UB
[i, j] = PSP ([i, j],UB, JuL, JvR)
[i, j] = PIS([i, j], u, v,∆u,∆v,ML,MR)
if |[i, j]| = 0 then

continue
w ← ⌊ l+r

2 ⌋
if d = 2 then

JwL, Jw,R ← D2(D, f, w)
else
DL ← D(f ≤ Sf

w),DR ← Sf
w

JwL ← CT++(DL, d− 1,UB)
η ← min(z(w)− z(i), z(j)− z(w))
UBR ← max(UB − Jw, η)
if UBR ≤ 0 then

JwR ← Jopt − JwL

else
JwR ← CT++(DR, d− 1,UB)

Jw ← JwL + JwR

if JwL = 0 then
ML ← w + 1

if JwR = 0 then
MR ← w − 1

if Jw ≤ Jopt then
UB ← min(UB, Jw), Jopt ← Jw
if Jw = 0 then

break
Q.push(PNB([i, j], u, Jw − UB))
V = V ∪ {w}

Output: Jopt
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