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Abstract

A Chinese Digital Radio (CDR), labelled as GY/T 268-2013 [1], has been made and become effective
in 2013 by SGAPPRFT (State General Administration of Press, Publication, Radio, Film and Television),
which is an In-Band On-Channel (IBOC) digital audio broadcasting hybrided with analog FM signal in
one FM channel. This report investigates the interferences to the CDR digital signals caused by both
co-channel and adjacent-channel FM signals, and proposes solutions to combat such influences.

Besides an introduction on the CDR and FM broadcasting standard, a literature investigation and
a theoretical analysis has been given concerning the FM interference to the CDR digital signal and
existing solutions [2]. A new acquisition algorithm is implemented to realize mode detection and
synchronization for the hybrid signal. Two FM interference removal methods have been proposed and
studied in simulation. An energy detector is introduced to select the best FM interference removal
method in run time. The different CDR modes have been added to one existing CDR simulation chain.
And the receiver performance in each mode has been studied in the AWGN and TU6 multipath channel
conditions. The complete simulation chain will be used for future product development.

The proposed solution has reached very good reception performance against co-channel FM inter-
ference in commonly used CDR modes. For the adjacent-channel FM interference, if we can detect
and select the better removal method in real time, the performance degradation can be controlled to
a limited SNR increase under the AWGN channel.
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1
Introduction

1.1. Project Background
Several digital audio broadcasting standards have been developed worldwide in recent years. The

advantages over their traditional analog counterparts include higher audio quality (CD quality), higher
frequency utilisation, and providing data services in addition to the audio content (e.g. traffic, weather,
finance information). Thus, digitisation becomes a main tendency in the development of broadcasting
systems.

A Chinese Digital Radio (CDR), labelled as GY/T 268-2013 [1], has been made and become effective
in 2013 by SGAPPRFT (State General Administration of Press, Publication, Radio, Film and Television),
which is an In-Band On-Channel (IBOC) digital audio broadcasting hybrided with analog FM in one FM
channel. It is similar to the HD-Radio in the USA, but more suitable for China’s existing FM broadcasting
system. At present, several CDR test networks have been launched in Beijing, Guangzhou and Shen-
zhen [3]. Further large-scale implementation is also on the agenda. Therefore, to design a high-quality
digital receiver is demanding and necessary for NXP to have a share in the Chinese market.

1.2. Existing Digital Radio Techniques
Three approaches are available worldwide to realize digital radio broadcasting, which are categorized

by whether the digital transmission is inserted to a new band, in an adjacent FM (or AM) channel or in
an FM (or AM) channel.

1.2.1. New-band Approach
The new-band approach uses new spectrum separated from the existing broadcasting band for

digital transmission. One typical example is the Eureka-147 DAB System, which was developed in
Europe and became a world-wide standard in 1994 [4]. It operates in L-Band (1452-1492 MHz) and
Band III (174-240 MHz).

One broadcaster may use a single radio signal (called ensemble) to transmit numerous channels.
The overall bandwidth is about 1.536 MHz, providing a useful capacity of 1.5 Mbit/s for a complete en-
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2 1. Introduction

semble. By allocating different bit rates to each channel, the number of channels to be transmitted can
be flexible. Usually, the audio bit rate ranges from 8 kbit/s to 384 kbit/s, which allows the transmission
of 5 to 6 high-quality stereo radio programs or 20 restricted-quality mono programs. A lower average
bit rate results in a larger number of channels with a lower audio quality. However, the biggest issue
of Eureka-147 is its requirement for a new spectrum band allocation.

1.2.2. IBAC (In-Band Adjacent-Channel) Approach
The IBAC approach uses an adjacent FM or AM channel to transmit the digital signal. DRM (Digital

Radio Mondiale) is one of the standards using such approach. Endorsed by the ITU in 2002 [5],
DRM aims to facilitate the conversion from analog to digital services for the bands below 30 MHz.
Therefore, it is also called ’digital AM’ or DRM30. In order to realize simulcast with analog AM signals,
the bandwidth of DRM30 is constrained to 4.5 KHz or 5 KHz (half of the channel bandwidth for radio
broadcasting below 30 MHz). In a new version of the specification, the bandwidth is defined to be
either 10 kHz or 20 kHz (by combining two adjacent channels), in order to achieve a higher bit rate of
34.8 kbit/s or 72 kbit/s respectively.

In 2009, an extended version of DRM (called DRM plus) was ratified to allow its operation in the
VHF band. Its occupied bandwidth is 100 kHz, with audio bit rates ranging from 35 kbit/s to 185 kbit/s
where the required SNR (signal-to-noise ratio) is from 2 to 14 dB. The DRM+ signals are transmitted in
an adjacent FM channel band, and up to four programs are available on one carrier frequency. Figure
1.1 gives an example of the configuration for DRM+ with an FM analog signal being present. As we
can see, the DRM+ signal can be put to the left or right of the FM signal under robustness mode E. A
minimum carrier frequency spacing Δ𝑓 = 150𝑘𝐻𝑧 and a corresponding power difference Δ𝑝 ≥ 20𝑑𝐵
are suggested in the standard [6].

Figure 1.1: Configuration for DRM+ and FM signal

1.2.3. IBOC (In-Band On-Channel) Approach
The IBOC approach refers to the spectral placement of digital signals in occupied channels of the

existing analog signals. Compared with the previous two approaches, there is no need for additional
spectrum allocation. The most popular product using the IBOC approach is the HD radio in the USA.
Here we will emphasize on the HD FM radio although the HD AM radio is also available in the market.

In the USA, the bandwidth of one FM channel is 200kHz and separation between two adjacent
channels is also 200kHz. There are three spectrum modes in HD FM Radio, as shown in Figure 1.2,
[7].
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(a) Hybrid mode

(b) Extended mode

(c) All digital mode

Figure 1.2: Spectrum modes for HD Radio

Figure 1.2(a) is the hybrid mode where the 70 kHz Primary Main sidebands are added to both sides
of the host FM signal. In Figure 1.2(b), Primary Extended sidebands are added between host FM and
Primary Main sidebands, making full use of the spectrum. Figure 1.2(c) is the realization of all digital
transmission, where the host FM is replaced by Secondary sidebands with a lower power level and the
Primary sidebands remain the same as before. As depicted in Figure 1.3, the lower-level Secondary
sidebands help to interlace Primary sidebands on adjacent stations and allow the digital signals from
the adjacent channel to propagate further with less interference. The maximum data rate provided by
HD Radio is 277 kbit/s, with audio rate of 96 kbps plus 181 kbps rate for supplementary data or 64
kbps for audio and 213 kbps for supplementary data [8].

Figure 1.3: All digital mode for two FM stations
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1.3. Problem descriptions
My research interest in such an IBOC system defined by the CDR standard is to investigate the

mutual interference between the traditional FM signal and the newly added digital signal and to improve
the digital receiver’s performance in the presence of both co-channel FM signal and adjacent-channel
FM signal interference.

For co-channel FM interference, one investigation is to clarify the SIR (signal-to-interference ratio)
of the overlapped digital signal to the FM signal in the digital sidebands and what degradations it will
cause to the digital receiver’s performance (e.g. bit error rate).

As for the adjacent channel interference, questions that need to be answered are how serious
the impact of the adjacent-channel FM signal would be on the host digital signal in different settings
following the network-planning in China, how to detect the existence of this interference and how to
eliminate its influence.

Moreover, for an existing receiver solution [2], the receiver performance degradation due to the FM
interference needs to be investigated and solutions need to be found .

How the FM reception quality by conventional analog receivers is affected by the digital signal is
also an issue. However, this influence is not significant and not a focus in this project due to effort
limitation.

1.4. Project goals
The goals of the project include:

1. Investigate and report reception issues and methodologies in literature for receivers of similar
IBOC and IBAC radio standards or technologies , e.g. HD-Radio and DRM for FM interference;

2. Investigate FM analog interference and find solutions to optimize both outer and inner receivers;

3. Complete the existing Matlab transmitter chain for all configurations based on the standard, as
well as adding service description and system information and FM interference;

1.5. Project overview
In the 8-month project, theoretical analyses and solutions are made to the existing digital receiver

algorithm chain for better synchronization performance and better robustness against both co-channel
and adjacent-channel FM interference. In the mean time, a demo is built with a graphical user interface
to demonstrate the whole design and generate test vectors for product design and testing. My work
could be concluded as the following five categorizes in Table 1.1.
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Table 1.1: Project overview

Standard &
literature study

Chinese FM and CDR standard study
Literature overview on design issues on IBOC radio and OFDM-based
cognitive radio
Study the existing Matlab simulation chain

Problem definition
& solutions analysis

Proposing and analyzing possible issues that may be encounted
in the project
Finding solutions to realize synchronization and mode detection for the inner
receiver in the presence of co-channel FM signal
Finding solutions to improve the decoding performance of the digital
receiver in the presence of the adjacent-channel FM signal

Architecture design
& implementation

Designing the architecture structure of the digital receiver
Intergrating & modifying existing Matlab transmitter chain (adding
FM signal, completing the configuration for all modes)
Verifying the understanding of the standard and the simulation chain
with test vectors from the standard maker.
Implementing the proposed algorithms
Building a demo with a GUI in Matlab for the whole simulation chain

Simulations &
Analysis

Simulating and analyzing the performance of the newly-modified
digital receiver under multiple system settings
Simulating and analyzing the performance of the newly-modified
digital receiver under the influence of a co-channel FM signal
Simulating and analyzing the performance of the newly-modified
digital receiver under the influence of an adjacent-channel FM signal

Conclusions &
Documentation

Drawing conclusions and making recommendations for future work
Documenting the algorithm solutions, architecture requirements,
developed chains and implementations, and testing results

1.6. Report Structure
The report is organized as follows:
Chapter 1 provides an overview on the project and research problems, together with an introduction

on the existing digital radio techniques. In Chapter 2, both the CDR and FM broadcasting standard
are introduced briefly. Chapter 3 gives a literature overview and a theoretical analysis concerning
the problems defined in Section 1.3. The architecture design of the simulation chain, including the
transmitter, the receiver and a demo, is discussed in Chapter 4. In Chapter 5, a detailed explanation
of the implemented algorithms to realize mode detection and synchronization is given, and Chapter 6
explains the algorithms used for an adjacent-channel FM removal module. In Chapter 7, simulation
results under different scenarios are given and in Chapter 8 conclusions and recommendations for
future work are provided.



2
CDR Standard and FM Broadcasting

Introduction

In this chapter, first an introduction on the CDR standard is given, followed by a comparison with HD
Radio. Next, in order to investigate the FM signal’s impact on the CDR performance under the hybrid
mode, we study the FM broadcasting standard. Finally, the network planning for FM broadcasting in
China is discussed for further investigation of the adjacent-channel FM signal interference to the CDR
performance.

2.1. CDR Standard Introduction

In this section, more detailed information about the CDR standard, including a transmitter diagram,
frame structures, spectrum modes and transmission modes are introduced, followed by a comparison
with the HD Radio.

2.1.1. Spectrum Modes

The CDR standard provides flexible spectrum allocation schemes and allows simulcasting of the
digital and the FM signals. Figure 2.1 shows six different spectrum modes available in the standard.
Each block represents a bandwidth of 50kHz. Blocks in green represent digital signal sub-bands while
those in gray are reserved for analog FM broadcasting. Blank blocks are unoccupied bandwidth.

6
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Figure 2.1: Spectrum modes in the CDR standard

Spectrum mode 9 and 10 are hybrid modes for broadcasting a stereo FM signal and a digital signal,
while the analog part in mode 22 and 23 are for broadcasting a mono FM signal. Spectrum mode 1 and
2 are defined for pure digital transmission. Figure 2.2 shows a detailed spectrum allocation scheme for
spectrum mode 9 and 10.

(a) mode 9

(b) mode 10

Figure 2.2: Hybrid mode spectrum (stereo FM)

2.1.2. CDR Transmitter Diagram
Three kinds of information streams can be transmitted in every CDR transmission frame, as shown

in Figure 2.3, which are the MSDS (main service data symbol) that contains high-quality audio, the SDIS
(service description information symbol) that carries information such as electronic program guides,
and the SI (system information) that includes information as transmission modes, spectrum modes,
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frame positions, constellation mapping schemes, LDPC code rates, etc. The MSDS data account for the
largest proportion of the whole transmitted data, the length of the SDIS data is about 2.5% to 3% of
the MSDS’s length, and the SI data only contain 48 bits.

Figure 2.3: Defined CDR Transmitter Model

As depicted in Figure 2.3, these three types of data are encoded, constellation-mappped, interleaved
and mapped onto OFDM subacarriers together with the scattered pilots. Considering the different
lengths, there are several discrepancies when processing these three data streams. One is that LDPC
codes and a subcarier inter-leaver are used for MSDS to achieve a higher coding gain and a larger-
scale interleaving gain, while convolutional codes and a bit inter-leaver are used for SDIS and SI due
to their relatively short lengths. Another difference is that MSDS and SDIS data are scrambled for
stronger robustness against interference and noise, and constellation-mapped via multiple schemes
(QPSK, 16QAM and 64QAM) to provide various data rates. While for the SI, no scrambling is employed
and only the most robust modulation scheme (QPSK) is used.

After adding the cyclic prefix and windowing functions, these OFDM modulated signals further form
sub-logical frames, with a beacon signal added at the beginning of each sub-logical frame. Logical
frames form physical signal frames by frame permutation (details in Section 2.1.3) and are transmitted.

2.1.3. Frame Structure

The frame structure is defined to broadcast multiple types of MSDS and SDIS information simulta-
neously.
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Figure 2.4: Permutation mode 3

As shown in Figure 2.4, one logic frame is composed of four logic sub-frames. The logic sub-frames
in four consecutive logic frames are per-mutated according to three defined permutation modes and
become a physical frame. One example is shown in Figure 2.4 of permutation mode 3. By using the
permutation, multiple MSDS services can be transmitted in a more flexible way. The power consumption
of the receiver devices could be saved using permutation mode 3, if the receivers need to be switched
on only for one quarter of one frame’s duration. The duration of one physical frame is 640ms. Four
physical frames form one superframe whose length is 2560 ms. Each sub-frame consists of one beacon
and 𝑆ፍ OFDM symbols.

Figure 2.5: Sub-frame structure

The specially-designed structures of the beacon and OFDM symbols are important factors in design-
ing the receiver. As shown in Figure 2.5, the body of each beacon symbol is composed of two identical
parts in the time domain. Thus, the cyclic prefix is the same as the last several samples in both two
parts. Each OFDM symbol is composed of an OFDM body and a cyclic prefix, which is added to combat
ISI (inter-symbol interference).
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2.1.4. Transmission Modes

There are three transmission modes defined in the standard, applicable for various channel environ-
ments, data rates and mobility requirements [2]. Detailed parameter settings for every mode are listed
in Table 2.1, where T refers to the sample time of 1/816000 s. Mode 1 is designed for large-scale SFN
(single-frequency network) with the longest cyclic prefix which is more resistant against large delays
in the SFN. Mode 2 is applicable for mobile channels because of its shorter OFDM symbol lengths and
larger sub-carrier spacings. The settings of mode 3 are the same as those of mode 1 except for the
shorter cyclic prefix length, and it provides a higher data rate.

Table 2.1: Specifications for different transmission modes

Paramters Notation Tx Mode 1 Tx Mode 2 Tx Mode 3
OFDM Body Length(ms) 𝑇፮ 2048T 1024T 2048T
OFDM CP Length(ms) 𝑇፩ 240T 140T 56T

OFDM Subcarrier Spacing(Hz) Δ𝑓 398.4375 796.8750 398.4375
Beacon CP Length(ms) 𝑇ፁ፩ 384T 332T 168T
Beacon Body Length(ms) 𝑇ፁ፨፝፲ 2048T 1024T 2048T

Beacon Subcarrier Spacing(Hz) (Δ𝑓) 796.875 1593.75 796.875
OFDM Symbols/SubFrame 𝑆ፍ 56 111 61

Valid Subcarriers (𝑁፯) 242 122 242

2.1.5. Comparison with HD Radio

Compared with the HD Radio, the CDR standard provides a higher bit rate, more flexible spectrum
schemes, better mobile performance against Doppler effects, a higher coding gain [9] and possibili-
ties for lower-power receivers. Table 2.2 lists some differences between the HD Radio and the CDR
standard.

HD FM Radio CDR Standard
maximal bit rate 227kbit/s 712.8kbit/s
bandwidth fixed 400kHz 100kHz—500kHz

FEC(forward error coding) convolution code LDPC code

receiver power consumption
no permutation
no time-slicing

multiple permutation modes
support time-slicing

Table 2.2: Comparison between HD Radio and CDRadio

2.2. FM Broadcasting
This section gives a brief introduction on the FM transmitter model and an implementation used in

this project that is configured based on the parameters chosen from the standard [10].

A typical stereo FM transmitter, as illustrated in Figure 2.6(a), is composed of three blocks, namely
the pre-empahsis filter, the stereo signal generator and the frequency modulator. For mono broad-
casting, the stereo signal generation block is not needed and the input signal becomes a single mono
channel instead of the left and right channels.
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(a) Transmitter

(b) Receiver

Figure 2.6: Stereo FM transceiver

The left and right channel data streams first pass the pre-emphasis filter, which amplifies the high-
frequency signals. At the receiver side, a de-emphasis filter attenuates high-frequency noise and
interference, resulting in a relatively high SNR for the recovered signals [11]. The frequency response
of the pre-emphasis and the de-emphasis filter is 𝐻፩፞ (𝑓) = 1+ 𝑗2𝜋𝑓𝜏፱ and 𝐻፝፞ (𝑓) = ኻ

ኻዄ፣ኼ፟Ꭱᑩ , where
𝜏፱ is called the filter time constant.

A stereo generator is used to convert the two pre-emphasized data streams into stereophonic
message signal. To comply with FM monophonic receivers, in the 30Hz-15kHz band, the signal is
𝐿 (𝑡)+𝑅 (𝑡) for monophonic reception. Stereo audio is placed in the 23-53kHz region, where 𝐿 (𝑡)−𝑅 (𝑡)
is modulated onto a suppressed 38kHz sub-carrier. After adding these two signals together and passing
a bandpass filter, a pilot tone is added around 19kHz which enables an FM receiver to detect and decode
the stero signal. Figure 2.7 shows the base-band spectrum of the stereo message signal and Figure
2.8 is the corresponding diagram to show how this signal is generated in Matlab for CDR simulations.

Figure 2.7: Stereo Message Signal

Figure 2.8: Stereo FM Generation
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Finally, the FM signal is generated and expressed as the following formula:

𝑥ፅፌᑉᐽ (𝑡) = 𝐴𝑐𝑜𝑠 (2𝜋𝑓𝑡 + 2𝜋𝑓 ∫
፭

Ꭱኺ
𝑚(𝜏) 𝑑𝜏) (2.1)

where 𝑚(𝑡) is the stereophonic message, 𝑓 is the maximal instantaneous frequency deviation assum-
ing the normalization condition 𝑚𝑎𝑥 |𝑚 (𝑡)| = 1 and 100% modulation. 𝐴 and 𝑓 are the amplitude
and frequency of the carrier signal.

Modulation index 𝛽 = ፟ᑕ
፟ᑞ decides the bandwidth of the modulated signal (𝐵𝑊 = 2 (1 + 𝛽) 𝑓፦),

where 𝑓፦ is the maximal frequency of message signal. Table 2.3 shows the different specifications of
the FM broadcasting systems used in China, the USA and Europe [12] [10]. In our simulation chain,
the time constant is 50𝜇𝑠 and the maximal frequency deviation is ±75𝑘𝐻𝑧. The bandwidth for mono
and stereo FM broadcasting signal is 180𝑘𝐻𝑧 and 256𝑘𝐻𝑧 respectively.

Table 2.3: Technical specifications for FM sound broadcasting at VHF worldwide

Paramters China USA Europe
Broadcast band(MHz) 87-107.9 87.5-108 87.9-107.9
Channel spacing(MHz) 0.1 0.2 0.05/0.1/0.2
Time constant(𝜇𝑠) 50 75 50

Max. frequency deviation(kHz) ±75 ±75 ±50

2.3. Network planning for FM broadcasting
In order to investigate the influence of an adjacent-channel FM signal on a CDR signal, which is

mainly related to the power ratio of these two signals, the network planning for FM broadcasting in
China is introduced in this section.

Based on the propagation model in [13] and the technical requirements specified in [14], the electric
field strength of each signal can be computed at any receiver location. The field strength is related to
several factors as shown in Figure 2.9.

Figure 2.9: Electric field strength related factors
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The coverage area of a transmission station can be determined according to the nominal usable
field strength specified in [13]. Computation details are in Appendix A. Moreover, the received power
may be computed as [15]:

𝑃 = 𝐸ኼ𝑟ኼ
30 (2.2)

where 𝑟 is the distance between the transmitter and the receiver, and 𝐸 is the electric field received by
the user.

Furthermore, to achieve acceptable reception quality of the host station under the interference
from any stations in the adjacent channels, the ratio between the field strength of the host to adjacent
station is specified to exceed a certain value in the coverage range of the host station, which is defined
as R.F. protection ratio in [13], as shown in Table 2.4. A more detailed discussion on the power ratio
issues will be in Section 3.2.2.

Table 2.4: R.F protection ratio

Carrier frequency spacing(kHz) R.F. protection ratio(dB)
Steady interference Tropospheric interference

0 45 37
100 33 25
200 7 7
300 -7 -7
400 20 -20



3
Literature overview and theoretical

analysis

This chapter includes a literature overview and a theoretical analysis regarding the problems defined
in Section 1.3.

3.1. Literature overview
Research interests on the topic of IBOC radio in literature could be divided into two categories,

namely the compatibility of the hybrid system and the strategies of cancelling the FM signal from the
hybrid signal.

3.1.1. The compatibility of the hybrid system
At the test stage of every IBOC standard, one important concern is: what is the compatibility

of the system and how to test and define it. In [16], the performances of the FM signal such as the
main audio channel performance, the SCA (subsidiary communications authorization) performance, the
adjacent-channel performance and the stereo subcarrier demodulation performance, in the presence
of IBOC interference are analyzed. Results show that the impact of the digital signal on the analog
part is negligible as long as the power level and spectral occupancy specified are followed. In [17],
several figures of merit describing the performance of the CDR system and the quality of its receiver, are
proposed and tested in a laboratory environment. These figures of merit include the minimum signal
level and the carrier-to-noise ratio for a receiver to reach a BER of 10ዅኽ. The transmission performance
and the coverage of the newly proposed CDR system are investigated in [18] which provides evidence
for further popularization of the standard.

3.1.2. FM interference cancellation from the transmitter side
As for the issues on FM interference cancellation, most solutions are provided from the transmitter

side. For example, in [19], Haralabos proposed an algorithm to pre-compute the response of the FM
signal at the digital receiver and precancel its influence at the transmitter adaptively. Therefore, the

14
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data rate and occupied subcarriers of the digital signal vary based on the distortion of the demodulated
FM signal. In [20], the method of contiguous band insertion and control channel setting is discussed to
optimize Haralabos’ algorithm. In [21], Laneman proposed a novel CPPC (complementary punctured
pair convolutional) inner decoding scheme, where useful bits are put in the middle subcarriers at the
transmitter side together with an adaptive soft combining scheme at the receiver side to improve the
receiver’s robustness against multipath fading and nonuniform interference channels. Another idea is
to convert the digital-analog separation problem into a co-channel FM signal separation problem. One
example is shown in [22] where each OFDM symbol is transmitted twice with opposite signs consecu-
tively. Various algorithms of co-channel FM signals separation are proposed, including a crossed-couple
phase-locked loop [23], a joint Viterbi algorithm [24], an extended Kalman filtering method [25], and
several combined methods [26] [27].

3.1.3. FM interference cancellation from the receiver side
From the receiver side, one practical solution available in the literature is to include multiple anten-

nas for hybrid signals’ reception [28]. A first circuit is configured and arranged to receive either the
analog-type or digital-type signal by electronically steering the antennas and modifying their radiation
patterns based on the estimated phase and amplitude shifts of the received signal. A second circuit
combines signals received by the antennas. By using null-steering and beam-steering schemes, the
interferences such as first-adjacent FM-distortions can be eliminated. However, due to the limitation
of the geographical position of the transmitter and receiver antennas, there exist blank areas where
no proper steering could be achieved.

Another solution is to use a CCPLL (cross-coupled phase-locked loop) [29] [23], which is composed
of two PLLs that are interconnected with each other. One of the PLLs is used to lock on and track the
stronger received signal while the other one tracks the weaker signal. An additional control loop is
introduced to estimate the instantaneous amplitude of both received signals. However, this method is
only applicable when the two received signals are both FM signals, that has the property of a constant
amplitude and a modulated phase information. In the IBOC system, the hybrid signal received is a
combination of a FM signal and a digital signal. The amplitude and phase of the digital signal varies all
the time and cannot be locked on and tracked by a PLL.

Other concerns include how to decide whether the received signal is digital signal or FM signal in
a DRM+ system. In [30], an additional reference auto-correlation block is added besides the guard-
interval correlation block, to increase the detection success when the digital signal is of low power and
to decrease the false alarm possibility when analog FM is received.

3.2. Theoretical analysis
3.2.1. Co-channel FM interference

The existence of the co-channel FM signal has an impact on the digital signal, which can be analyzed
and dealt with both the time and frequency domain perspective.

Influence from the time domain
Looking from the time domain, the FM signal may destroy the time domain structure or correlation

characteristics of both the beacon and OFDM symbols, as illustrated in Figure 2.5. Without a good
correlation between the symbol body and its cyclic prefix, the receiver fails to find the start of a
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subframe. One example of the impact mentioned above is shown in Figure 3.1. No obvious peak
can be observed in the auto-correlation function of the hybrid signal under spectrum mode 9 and 22.
Without the co-channel FM interference, an obvious peak appears in the pure digital signal case, which
indicates the arrival of a subframe. Therefore, the FM signal should be filtered out sufficiently before
using any time-domain processing for the digital signal, such as synchronization and mode detection.

(a) Spectrum mode 9

(b) Spectrum mode 22

Figure 3.1: Auto-correlation function of received signal

Influence from the frequency domain
In the frequency domain, the impact of co-channel FM signal is caused by its frequency components

spread in the same band as the digital signal.

The SIR value, which is defined as the power ratio of the OFDM subcarriers to the FM signal at either
the upper or lower digital sideband, is an important figure of merit to analyze co-channel FM signal’s
impact on the digital signal. However, the power relation between the whole-band FM signal and the
digital signal is often specified to hold the reception quality of the existing FM receivers. Typically, for
a co-channel hybrid signal transmission, the total average power in a digital sideband should be 25 dB
lower than the total power of the unmodulated analog FM carrier [31] [18] [22] [32]. Proper estimation
of the SIR is yet required.

To analyze the impact of the 25 dB power ratio, both the FM signal and the digital signal are
demodulated using a toolbox in Matlab. The figure of merit to analyze the influence of the added
digital signal is defined as:

𝐸ፅፌ =
1
𝑇 ∑(𝐿ኻ(𝑡) − 𝐿ኼ(𝑡))ኼ + (𝑅ኻ(𝑡) − 𝑅ኼ(𝑡))ኼ (3.1)

where 𝐿ኻ and 𝐿ኼ are the left-channel signals demodulated from the pure FM signal and the hybrid signal
respectively; 𝑅ኻ(𝑡) and 𝑅ኼ(𝑡) are the right-channel signals. By using different input audio signals in
our simulations, the average value of 𝐸ፅፌ is as low as -28dB, which is a negligible error. Also, we hear
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no audio degradation in the received FM signal in these simulations.

The FM signal (expressed in Equation 2.1) has a constant power (𝑃ፅፌ = ፀᎴᑔ
ኼ ) which is equivalent to

the power of the unmodulated carrier signal. The power of the digital signal in either the upper or
lower sideband is calculated as follows:

𝑃 ።፠።፭ፚ፥ =
ፍᑤ
∑
።ኻ
|𝑠።|ኼ (3.2)

where 𝑠። is the transmitted signal on the 𝑖፭፡ subcarrier of one OFDM symbol in frequency domain and
𝑁፬ is the total number of subcarriers used in either upper or lower sideband. The SIR value is computed
as:

𝑆𝐼𝑅 =
𝑃 ።፠።፭ፚ፥
∑ፍᑤ።ኻ |𝐹።|ኼ

(3.3)

where 𝐹። is the FM signal component on the 𝑖፭፡ subcarrier of one OFDM symbol.
Table 3.1 lists several SIR scenarios with different combinations of spectrum modes and FM types.

The SIR value is as high as 25dB for a combination of stereo FM signal and spectrum mode 9 or 10.
When transmitting a mono FM signal and a digital signal under spectrum mode 22, the SIR value is
even higher (about 40dB). However, if we combine the stereo FM signal with spectrum mode 22, the
SIR ends up with a negative value (-0.5dB) which means the digital sidebands are buried under the
FM signal and is impossible to be decoded.

Table 3.1: SIR in co-channel FM scenarios

FM type Spectrum mode Power Spectrum SIR(dB)

Stereo 9 24.25

Stereo 10 24.916

Stereo 22 -0.5044

Mono 22 39.32

Based on the observations from Table 3.1, spectrum mode 22 and 23 are not suitable for stereo FM
broadcast. It confirms that they are designed for mono broadcasting FM signals because if stereo FM
signal is inserted, the SIR value will be too low to decode the digital signals. The impact of stereo (for
spectrum mode 9 and 10) /mono (for spectrum mode 22 and 23) FM signal on the digital sidebands
are limited even with the 25 dB power ratio.
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3.2.2. Adjacent-channel FM interference
The adjacent-channel FM interference appears mainly due to a limitation on a country’s network-

planning scheme. When the geographical distance between two broadcasting stations that share the
adjacent FM channels are not far enough, an overlap coverage zone will appear, resulting in interfer-
ences.

Similar to Section 3.2.1, the SIR value, which is defined as the power ratio of the OFDM subcarriers
to the adjacent-channel FM signal at either the upper or lower digital sideband, is used to analyze the
impact that the adjacent-channel FM signal causes to the digital signal. The SIR value is related to the
network settings (including the carrier frequency distance and geographical distance between the two
stations, and the transmit power of the stations) and the user’s distance to the station.

In order to estimate the SIR value, we first decide the power ratios of the host FM to the adjacent-
channel FM signals based on different network settings. With the knowledge that the power of the
co-channel FM signal is 25dB higher than that of the host digital signal, the SIR value could be predicted.
We assume there are two radio stations with the same transmission parameters, as shown in Figure
3.2, where station A is the host station and station B is the interfering station. The triangle represents
possible positions of the digital receiver. Based on the settings in Figure 3.3, the coverage area of each
station is 56 km (Computational details are in Appendix A). The distance between the station A and B
is assumed as 80 km.

Figure 3.2: System model for the adjacent FM interference

Figure 3.3: Transmission settings of station A and B

Serious adjacent-channel FM interference may happen in the slashed area such as at position x3 in
Figure 3.2, where the coverage areas of station A and B overlap and the R.F. protection ratios defined
in Table 2.4 is satisfied, but the received FM powers of station A and B are similar. In other cases,
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when the user is at position x1, the signal power received from station A is much higher than that
from station B, so a good reception quality is expected. By changing the carrier frequency spacing
between these two stations and the user’s distance from the host station, different power ratios of the
host station to the interfering station can be computed (details in Appendix A). Table 3.2 list several
scenarios based on the above settings, and the digital signal here is under spectrum mode 9.

When the carrier frequency spacing is 200 kHz, as shown in the first scenario in Table 3.2, there
is even serious mutual impact between the host FM and the adjacent-channel FM signal. This situa-
tion need to be compulsorily avoided when making the network-planning in China. When the carrier
frequency spacing is equal to or more than 400 kHz, the overlapped ratio between the digital signal
and the adjacent-channel FM signal is quite low, which will not cause a great interference if bandpass
filters are used.

Our research focus is therefore at the carrier frequency spacing of 300 kHz. As the user gets closer
to the interfering station, the ratio of received power from station A to that from station B becomes
smaller. In our example, when the receiver is 35 km away from station A, the power ratio received is
10 dB. When it goes 3 km closer to station B, the ratio drops to about 4 dB. The ratio becomes 0 dB
when it is at the middle of these two stations. Our focus is to improve the performance of the digital
receiver in this region.
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4
Architecture design

The architecture design includes three parts: a transmitter chain model which is used to generate
hybrid signals for particular research scenarios and further product design and testing, an improved
receiver chain updated from [2] which is used to perform investigations on the research problems,
and a demo with a graphical user interface to demonstrate the whole design intuitively. This chapter
explains these three parts and points out the modifications made compared with Yun’s previous work
[2].

4.1. Transmitter chain model
At the transmission side, we assume a linear combination of an FM broadcasting signal and a digital

signal in time domain. As illustrated in Figure 4.1, we first generate the base-band digital signal and
the FM broadcasting signal as discussed in Chapter 2. The amplitude scalar block is used to adjust the
transmission power of the digital signal such that the power of the co-channel FM signal is 25dB higher
than the digital signal, as mentioned in Section 3.2.1. Then the digital and FM signals are added in the
time domain.

Figure 4.1: Hybrid Transmission Model

Our simulation is based on baseband signals. Therefore, instead of using the FM signal as indicated

21



22 4. Architecture design

in Equation 2.1, we use the baseband FM signal as:

𝑥ፅፌ(𝑡) = 𝑙𝑜𝑤𝑝𝑎𝑠𝑠(𝑥ፅፌᑉᐽ(𝑡)𝑒ዅ፣ኼ፟ᑔ፭)

= 𝑙𝑜𝑤𝑝𝑎𝑠𝑠(𝐴2 [𝑒
፣ኼ፟ᑕ ∫

ᑥ
ᒙᎾᎲ ፱(Ꭱ)፝Ꭱ + 𝑒ዅ፣(ኾ፟ᑔ፭ዄኼ፟ᑕ ∫

ᑥ
ᒙᎾᎲ ፱(Ꭱ)፝Ꭱ)])

= 𝐴
2 𝑒

፣᎕(፭)

(4.1)

with 𝜃(𝑡) = 2𝜋𝑓 ∫፭Ꭱኺ𝑚(𝜏)𝑑𝜏. The combined hybrid signal is:

𝑥(𝑡) = 𝑥ፅፌ(𝑡) + 𝑎 ⋅ 𝑥፝።፠።፭ፚ፥(𝑡) (4.2)

where 𝑎 is the factor used to adjust the power of digital signal.

When the adjacent-channel FM signal is also included, the sampling rate is four times higher than
before to avoid aliasing, namely 3.264 MHz. The digital signal is oversampled by padding zeros in
the frequency domain when generating the OFDM subcarriers. The way to generate the adjacent-
channel FM signal is the same as that of the co-channel FM signal, except that the carrier frequency is
a multiple of 100kHz. After the frequency modulation block, an Hilbert transformation block is added.
By adding the real-valued signal with its Hilbert transformation, the real-valued signal is transformed to
a corresponding complex signal (called analytic signal) which has no negative frequency components.
In this way, only the upper or lower sideband of the digital signal will be influenced by the adjacent-
channel FM signal. The amplitude scalar block adjusts the power of the adjacent-channel FM signal
based on its relation to the host FM signal.

Compared with Yun’s simulation chain [2], the host FM and the adjacent-channel FM signal gen-
eration blocks and the amplitude scalar block are newly added. Multiple settings are implemented to
be configured for all CDR digital modes, and configurable oversampling rate is realized for product test
purpose.

4.2. Receiver architecture design

In this section, a design of the modified digital receiver is proposed, as shown in Figure 4.2. Imple-
mented on a software-defined radio (SDR) platform, the design of the digital receiver is more related to
software algorithm development. From the users’ perspective, the digital receiver should fulfill several
requirements such as a quick channel switch, acceptable audio quality and channel scanning functions.
From a system design perspective, the architecture should be flexible, easy to be implemented and
modified.
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Figure 4.2: Modified Digital Receiver chain

The receiver can be divided into four functional blocks: the adjacent-channel FM interference pro-
cessing block (orange blocks), the acquisition mode of the inner receiver (blue blocks), the operating
mode of the inner receiver (green blocks), and the outer receiver (gray blocks).

The adjacent-channel FM removal block functions to detect the existence of adjacent-channel FM
interferences and to eliminate the interference power.

The acquisition mode is operated at the beginning of each channel switch, where the transmission
and spectrum mode of the received digital signal are detected, the beginning of a subframe is found
under the impact of co-channel FM signal. After the co-channel FM signal is removed, the frequency
offset caused by the instability of a receiver LO is compensated. The FM filter bank block filters out the
signals in the possible FM sub-band, i.e. 200kHz and 300kHz, to output two parallel signal streams for
further mode synchronization processing. At this stage, without any knowledge of the spectrum mode
setting, the output of the FM removal block are two parallel data streams, with either 200kHz or 300kHz
analog FM signals filtered out. The next block is used to estimate the transmission mode by detecting
the starting position of a super-frame using correlation. When the two parallel data streams pass this
block, the best correlated stream and the correlation peak position are selected as the detected mode
and synchronization position. Afterwards, the fractional frequency offset of the receiver LO is detected
and corrected [2]. Then we do a differential cross-correlation between the modified receiving signal
and the reference beacon to estimate the spectrum mode and the arrival time of the strongest channel
path. Finally, the IFO (integer frequency offset) is corrected in the frequency domain, based on the
idea of a periodogram. The estimated frequency and time offset are fed back to either the tuner or
the DFE (digital front-end) block to realize the frequency offset compensation..

The receiver enters its operating mode after the received signal is synchronized and its transmission
and spectrum mode settings are estimated. After the FM signal is filtered out, the receiver discovers
OFDM body, estimates the wireless channel to equalize the OFDM sub-carriers and demodulate them.
There are also functions to track and correct the residual frequency offset of each OFDM symbol and
the time offset of each sub-frame. These blocks remain unchanged compared with Yun’s previous
design [2].
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The outer receiver provides the user with the decoded MSDS and SDIS information. Another impor-
tant function of the outer receiver is that it extracts the SI from each subframe which will be used to
confirm a correct acquisition detection accuracy and obtain the overall modulation and coding settings
of the digital signal. If the CRC (cyclic redundancy check) of the SI bits is wrong, the receiver will
restart the acquisition mode. Otherwise, if the CRC is correct and the first subframe is found, with
the permutation scheme, the constellation mapping scheme and LDPC code rate information extracted
from SI, MSDS and SDIS data could be obtained from the outer receiver.

Compared with Yun’s design [2], the adjacent-channel FM interference block is newly added; the
acquisition mode blocks (blue blocks) are modified and improved to realize mode detection and syn-
chronization under co-channel FM interference; the service description data are extracted from the
modified outer receiver and a loop is designed to make use of the system information.

4.3. Settings and demo
Multiple modes of the CDR digital signal have been newly added in this project, including a com-

bination of 3 transmission modes, 4 spectrum modes, 3 constellation mapping schemes and 4 LDPC
code rates. One setting that is currently used in China has been tested for both the transmitter and
the receiver chain using a test data set provided from SGAPPRFT. By using the test data, three types
of data streams (MSDS, SDIS, and SI) have been successfully decoded, which indicates the implemen-
tation of our receiver chain is correct. Using the same settings listed in the decoded SI, our transmitter
model generates the same baseband IQ samples as in the test data.

A demo has been built with a graphical user interface to demonstrate the whole design and generate
test vectors for product design and testing, as shown in Figure B.1. Appendix B shows how to use the
demo.

Figure 4.3: Demo

The demo realizes several functions:

• Configurable system parameters for both digital and FM signals at the transmitter side

• Configurable hybrid mode and channel environment
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• Saving I/Q data streams both before and after the channel for product development test

• Showing the real-time state (in its acquisition or operation mode) and performance of the receiver
(such as the constellation map of demodulated LLRs before decoding, the current frame index,
the bit-error-rate, etc)

• Providing history data corresponding to the SNR values of an acceptable BER value (between
10ዅኽ and 10ዅኾ) based on the configurations

• Recording real-time decoded data and generating BER curves with different SNR values
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Mode detection and synchronization

In this chapter, more detailed design of the acquisition mode blocks, namely the blocks in blue in
Figure 4.2 are explained. The function of each block are introduced and the algorithms implemented
are discussed and analyzed. The acquisition performance of the proposed algorithms is in Chapter 7.

The mode detection and synchronization blocks start to work at the beginning of each channel
switch, which are defined as the acquisition mode of the receiver. These blocks are used to detect
the start of one sub-frame (called the header detection), to correct the frequency offset, to detect the
transmission and spectrummode of the received signals under the impact of co-channel FM interference
such that the receiver could work properly in its operating mode.

In Yun’s design [2], for the IFO correction block, she computes the cross correlation between the
power of the received signal and the reference beacon signal, which will be easily influenced by the
existence of an adjacent channel interference. Therefore, modifications are made to this block in this
project. Moreover, the blocks that realize the transmission and spectrum mode detection under the
impact of co-channel FM interference are newly added in this project.

5.1. Robustness mode detection
The goals of robustness transmission mode detection are to detect the start of one sub-frame, to

detect the transmission mode of the digital signal and to detect the bandwidth reserved for the FM
signal which is defined as the first stage of spectrum mode detection in Figure 4.2.

As mentioned in Section 2.1.4 and 2.1.1, there are three transmission modes and six spectrum
modes in the CDR standard which lead to 18 different combinations in total. For the different trans-
mission modes, as shown in Table 2.1, the length of the OFDM and beacon symbols, the sub-carrier
spacing, and the number of OFDM symbols per sub-frame are all different. For the different spectrum
modes, the bandwidth reserved for the FM signal can be either 200kHz or 300kHz. It is important to
know the length of both the beacon and the OFDM symbols such that correct parameters could be used
to find the start of one subframe. Also, the bandwidth reserved for the FM signal should be determined
so that either the interference brought by the FM signal is limited or no digital signals have been filtered
out mistakenly.

26
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5.1.1. Proposed algorithm

The algorithm proposed calculates the auto-correlation function by using the structure property (the
repetition of the last samples as the cyclic prefix) of the digital signals and all three possible sets of
parameters. It is divided into two parallel processes, which will be explained in the following section.

First-process

The first process correlates the cyclic prefix of the beacon with its body and makes use of the two
identical parts in one beacon body, as shown in Figure 2.5. The auto-correlation function is computed
as shown in Equation 5.1. Instead of one peak, an uncertainty plateau [33] will appear with a length
of the cyclic prefix of the beacon. To eliminate this plateau, the auto-correlation is averaged over the
length of the cyclic prefix, denoted as 𝑀 in Equation 5.2.

𝜌ኼ(𝑘) =
∑ፍᑓ፧ኻ 𝑟(𝑛 + 𝑘 + 𝑁) ⋅ 𝑟∗ (𝑛 + 𝑘)

ኻ
ኼ ∑

ፍᑓ
፧ኻ(|𝑟(𝑛 + 𝑘 + 𝑁)|

ኼ + |𝑟(𝑛 + 𝑘)|
ኼ)

(5.1)

𝑀(𝑘) =
1
𝐿
|
ፋᑓ
∑
፧ኻ

𝜌ኼ(𝑘 + 𝑛)|ኼ (5.2)

where 𝑟 is the received signal, 𝐿 is the length of the cyclic prefix of the beacon symbols, 𝑁 is
the length of OFDM symbol body, 𝑁 is half the length of the beacon body. In RMD, we use the
parameters of all three transmission modes and find the matched parameters 𝑁 and 𝐿 that will give
a peak in 𝑀. The unique peak in 𝑀 also indicates the arrival of a beacon symbol, and the sample
index corresponding to the peak is the estimated starting point of a sub-frame.

Figure 5.1 shows the modified auto-correlation function 𝑀(𝑘) using different 𝑁 and 𝐿 values,
when the signal is under transmission mode 2 and spectrum mode 9. The blue curves are calculated
based on the residual hybrid signal after a 200kHz FM signal filter, while the red curves are those after
a 300kHz FM signal filter. As we can see, only the curve with a 300kHz FM signal filter and using
parameters of transmission mode 2 has an obvious peak.
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(a)

(b)

(c)

Figure 5.1: Modified auto-corrlation function in RMD

Second-process

There are two reasons for why the second process is necessary. Firstly if the transmission mode
is 1, 𝑀 calculated by the parameters of transmission mode 3 also has a peak, and vice verse. This
is because 𝑁 from both modes are the same (2048). Therefore, we need a further process for RMD.
Moreover, in most cases, the header of a new super-frame is in the middle of the received sequence.

The second process uses the cyclic prefix of the OFDM symbols. The auto-correlation function is
defined as:

𝜌(𝑘) =
∑ፋ፧ኻ 𝑟(𝑛 + 𝑘 + 𝑁) ⋅ 𝑟∗ (𝑛 + 𝑘)

ኻ
ኼ ∑

ፋ
፧ኻ(|𝑟(𝑛 + 𝑘 + 𝑁)|

ኼ + |𝑟(𝑛 + 𝑘)|
ኼ)

(5.3)



5.2. Spectrum mode detection 29

where 𝐿 and 𝑁 are the length of the cyclic prefix and the body of OFDM symbols respectively. Each peak
indicates one OFDM symbol. Again, we traverse the three transmission modes, using the corresponding
𝐿 and 𝑁 to calculate three 𝜌(𝑘) curves. If the parameters we choose match the transmission mode of
the received signal, periodic peaks will appear. Different ways of using the periodic peaks are mentioned
in the literature, such as introducing a cosine function as the cost function [34], setting a threshold
and using the distance between two consecutive peaks [35] or finding the global maximal value with
correction factors [36].

In our project, we calculate 𝜌(𝑘) for 𝑁፧፮፦፞፫ OFDM symbol durations, and add up the 𝜌(𝑘)s that
are 𝑁፬ samples apart:

𝑃(𝑘) = 1
𝑁፧፮፦፞፫

ፍᑟᑦᑞᑓᑖᑣ
∑
፦ኻ

𝜌(𝑘 + 𝑚𝑁𝑠) (5.4)

With the correct 𝑁 and 𝐿 values, there will be a cumulative high peak in 𝑃(𝑘), which will be our detected
transmission mode parameters. One example is shown in Figure 5.2, with transmission mode 3 and
spectrum mode 9. We can see that the peak only appears in the last subplot.

Figure 5.2: Cumulative peak method

5.2. Spectrum mode detection

The goal for this block is to determine the bandwidth of the digital signals to be either 50kHz or
100kHz, as shown in Figure 5.3. Together with the estimation of the bandwidth reserved for the FM
signal from the robustness mode detection block, the spectrum mode of the received signals can be
determined.



30 5. Mode detection and synchronization

(a) Bandwidth=50kHz (b) Bandwidth=100kHz

Figure 5.3: Possible spectrum modes after 1st stage detection

For different spectrum modes, the position of occupied sub-carriers for each OFDM and beacon
symbol are not the same. Normally, the IFO is detected by computing the cross-correlation between
the received signals and the reference beacon. Therefore, it is important to determine the spectrum
mode before the IFO correction. One simple method is to convert the received beacon symbol into
the frequency domain and compare the signal powers at the outer and inner sideband position. If the
spectrum mode has a 100kHz bandwidth, these two values should be similar. Otherwise, the power of
the outer sideband should be much smaller than the inner sideband. However, high noises, interference
from adjacent channels and a deep-fading channel will all have a negative influence on the results.

5.2.1. Proposed algorithm
The algorithm we propose here computes the differential cross-correlation between the received

beacon and the two known reference beacons in the time domain, and chooses the one that gives the
maximal peak value as the estimated spectrum mode. In the following section, we will first explain
how the differential cross-correlation method outperforms the conventional correlation scheme [37] in
reducing the influence of IFO. Then the implementation of the algorithm is explained, followed by a
modified version to further improve its accuracy.

The timing metric of the conventional correlation scheme is as follows:

𝐽ኻ(𝑠) =
1
𝑁

ፍዅኻ

∑
፧ኺ

𝑟(𝑛 + 𝑠)𝑆∗(𝑛)

= 1
𝑁

ፍዅኻ

∑
፧ኺ

ፋᑔᑙᑒᑟᑟᑖᑝዅኻ

∑
፥ኺ

𝑐፥𝑆(𝑛 + 𝑠 − 𝜏፥)𝑒፣
Ꮄᒕᒊ(ᑟᎼᑤ)

ᑅ 𝑆∗(𝑛)

(5.5)

where 𝑟(𝑛) and 𝑆(𝑛) are the received beacon after FFO correction and the reference beacon signal in
the time domain, respectively. N is the length of the beacon body. 𝑠 is the delayed shift in sample
period. 𝐿፡ፚ፧፧፞፥ is the number of channel paths, 𝑐፥ is the complex gain of the 𝑙፭፡ path and 𝜏፥ is the
delay of that path. 𝐽ኻ(𝑠) can be divided into a non-coherent part which is approximately zero and a
coherent part as:

𝐽ኻ(𝑠) = 𝑒፣
Ꮄᒕᑤᒊ
ᑅ 𝑐።

1
𝑁

ፍዅኻ

∑
፧ኺ

𝑒፣ Ꮄᒕᑟᒊᑅ

= 𝑒፣ Ꮄᒕᑤᒊᑅ 𝑐።Γ(𝜀)

(5.6)

As we can see, the maximal absolute value of 𝐽ኻ(𝑠) depends on both the channel complex gain 𝑐። and
the factor Γ(𝜀) which is related to the IFO. From Figure 5.4 we see that |Γ(𝜀)| is one only when IFO is
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zero. For other IFO values, |𝐽ኻ(𝑠)| will become zero with the influence of |Γ(𝜀)|.

Figure 5.4: |ጁ(᎒)|

Therefore, in order to reduce the influence of IFO, we use differential cross-correlation as:

𝐽ኼ(𝑠) =
1
𝑀

ፍዅኻ

∑
፧ኺ

{𝑟(𝑛 + 𝑠)𝑟∗(𝑛 + 𝑠 − 𝐴)𝑆∗(𝑛)𝑆(𝑛 − 𝐴)}

= 𝑒፣ Ꮄᒕᒊᑅ
ፋᑔᑙᑒᑟᑟᑖᑝ
∑
፥ኻ

ፋᑔᑙᑒᑟᑟᑖᑝ
∑
፦ኻ

𝑐፥𝑐∗፦
1
𝑁

ፍዅኻ

∑
፧ኺ

{𝑆(𝑛 + 𝑠 − 𝜏፥)𝑆∗(𝑛 + 𝑠 − 𝐴 − 𝜏፥)𝑆∗(𝑛)𝑆∗(𝑛 − 𝐴))}

(5.7)

We denote 𝑞(𝑛) = 𝑆(𝑛)𝑆∗(𝑛 − 𝐴) which has a good auto-correlation property. The coherent part in
terms of 𝑞(𝑛) in 𝐽ኼ(𝑠) is:

𝐽ኼፚ(𝑠) = 𝑒፣
Ꮄᒕᒊ
ᑅ |𝑐።|ኼ (5.8)

which will have 𝐿፡ፚ፧፧፞፥ peaks at 𝑠 = 𝜏።(𝑖 = 0, 1, ..𝐿፡ፚ፧፧፞፥). In order to achieve a good auto-correlation
property of 𝑞(𝑛), we choose A as 50. Based on the coarse header detection, the search window here
can be limited to − ፋᑓ

ኼ ≤ 𝑠 ≤
ፋᑓ
ኼ , where 𝐿 is the length of the beacon’s guard interval.

To further improve the accuracy, we could multiply the auto-correlation function of the beacon
symbol with the differential cross-correlation function to reduce the unwanted minor peaks [38]. The
spectrum mode whose reference beacon produces a peak will be chosen as the estimated spectrum
mode.

One example is shown in Figure 5.5, where the actual spectrum mode is 9. Figure 5.5(a) where the
reference beacon from mode 9 is used, has a peak value compared with that in Figure 5.5(b). Moreover,
besides the major peak, there are two minor peaks in Figure 5.5(a), this is when the received signals
are cross-correlated with one of the two identical parts in the reference beacon instead of the whole
reference beacon.
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(a)

(b)

Figure 5.5: Differential cross-correlation

5.3. Carrier frequency offset correction
The carrier frequency offset is caused by the frequency mismatch in the transmitter and the receiver

oscillators, and the Doppler effect as the receiver is moving. It is divided into an integer frequency
offset (IFO) which causes the index shift as well as phase shift in the received frequency-domain signals,
and a fractional frequency offset (FFO) which introduces attenuation in magnitude, phase shift, and
ICI. The FFO is corrected by the Moose algorithm [39] after the robust mode detection, which remains
unchanged with Yun’s design [2]. The IFO is corrected after the spectrum mode detection when the
unique reference beacon signal is determined.

5.3.1. Proposed algorithm
The newly proposed IFO detection method is based on the idea of the periodogram, which has a

lower computational complexity and is more robustness against adjacent channel interferences com-
pared as in Yun’s design [2].

By multiplying the received beacon signal with the reference beacon, we have:

𝑃፱(𝑑) = 𝑟(𝑑, 𝜀)𝑆∗(𝑑)

= {
ፋᑔᑙᑒᑟᑟᑖᑝዅኻ

∑
፦ኺ

ℎ(𝑚)𝑆(𝑑 − 𝑚)𝑒
ᑛᎴᒕᒊᑕ
ᑅ +𝑤(𝑑)} 𝑆∗(𝑑)

= ℎ(0) |𝑆(𝑑)|ኼ 𝑒
ᑛᎴᒕᒊᑕ
ᑅ +

ፋᑔᑙᑒᑟᑟᑖᑝዅኻ

∑
፦ኻ

ℎ(𝑚)𝑆(𝑑 − 𝑚)𝑆∗(𝑑)𝑒
ᑛᎴᒕᒊᑕ
ᑅ +𝑤(𝑑)𝑆∗(𝑑)

(5.9)

where 𝜀 is the number of subcarriers shifted. The problem is equivalent to detect a signal with frequency
𝑓፤ = 𝜀/𝑁 in a complex tone. To realize the frequency estimation, we apply the idea of a periodogram
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[40] and the estimated IFO is as follows:

̂𝜀 = 1
2𝑎𝑟𝑔𝑚𝑎𝑥᎒

|𝐼(𝜀)| (5.10)

where

𝐼(𝜀) =
ፍዅኻ

∑
፝ኺ

𝑃፱(𝑑)𝑒
ᎽᑛᎴᒕᒊᑕ
ᑅ (5.11)

which is similar to a DFT operation. The factor ኻኼ is used because in the time domain, the beacon body
has two identical parts which means that in the frequency domain, only the odd subcarriers are filled
with information while the even subcarriers are padded with zeros.

As we can see, the algorithm proposed has a wide detection range between −𝑁/2 to 𝑁/2, and a
low computational complexity. One example is shown in Figure 5.6, where there is an obvious peak
showing the estimated IFO value.

Figure 5.6: |ፈ(᎒)|,Tx mode 1, Spec mode 9



6
Adjacent-channel FM signal

interference removal

This chapter explains the detailed design of the adjacent-channel FM signal removal block, the
orange block in Figure 4.2, which is used to detect whether an adjacent-channel FM signal exists at a
certain carrier frequency spacing from the host hybrid signal, and is above a certain power level, and
to reduce its interference if necessary.

The impact of the adjacent-channel FM signal on the host-channel CDR signal depends on their
power ratio and their carrier frequency spacing. As discussed in Section 3.2.2, if the carrier frequency
spacing between the host and adjacent-channel signal is 200kHz, the two FM signals will overlap with
each other, which will be avoided in designing the broadcasting network. If the spacing is equal to
or more than 400kHz, the overlap between the adjacent-channel FM and host OFDM sub-carriers is
limited. In this case, by a bandpass filter, we could remove the interfering signal. Only when the
spacing is 300kHz and the overlapped power ratio of the adjacent-channel FM to the CDR digital is
relatively high will cause a serious impact on the reception quality of the CDR digital signal. In the
following of this section, we take the case of stereo FM broadcasting and CDR spectrum mode 9 (which
is commonly used for the CDR test network in China) as an example.

The adjacent-channel FM removal block is composed of two main functional blocks, which is an
energy detector and an FM removal, as illustrated in Figure 6.1.

34
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Figure 6.1: Adjacent-channel FM detector

The received signal first passes the energy detector, which is used to detect the existence of the
FM signal whose carrier frequency is 300kHz from the host hybrid signal. If the adjacent-channel
signal level is higher than a certain threshold, the receiver will enter the second step to estimate the
power ratio of the host FM to the adjacent-channel FM signal. If the ratio is higher than a second
threshold, the interfering FM signal will be filtered out by a frequency-domain method. Otherwise, the
interfering signal will be removed by a time-domain method. After the adjacent-channel interfering
signal is removed, the receiver will enter its acquisition mode.

The following section introduces the algorithms implemented in the energy detector and the adja-
cent FM removal block.

6.1. Energy Detector
The energy detector is used to detect whether an adjacent-channel FM signal exists at a carrier

frequency spacing of 300kHz. And if it exists, the energy detector could further measure and estimate
the power of this adjacent-channel signal. The main idea is to measure the power of subcarrier bins in
the 200kHz-450kHz bandwidth. If it exceeds a threshold, the power of the FM signal located in the 150-
200kHz frequency band, which is also the CDR’s digital sideband, is predicted by a linear interpolation
from the measured power.

As shown in Figure 6.6, the received signal is transformed from the time domain to the frequency
domain by a 2048-point FFT using a rectangular window. By averaging the FFT bins for several time
instances, the signal power in the 200kHz-450kHz band could be measured.

Figure 6.2: Energy detector

According to our simulation results, the spectrum of FM signal (in dB scale) can be interpreted as
a triangle function, which is also mentioned in [16]. Based on the signal located at frequency 200-
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300kHz, its slope and intercept can be computed by a linear interpolation, which is used to predict the
power of the FM signal located in the 150-200kHz frequency band. One example is shown in Figure
6.3, where the green curve represents the estimation of the FM signal’s PSD at 150-200kHz frequency
band.

Figure 6.3: FM power linear interpolation

The accuracy of this prediction method is shown in Figure 6.4. The estimation error of the adjacent-
channel FM’s power are mainly from -2dB to +2dB.

Figure 6.4: Histogram of FM power estimation

6.2. FM interference removal
To remove an FM signal interference, two methods are proposed in this section. The frequency-

domain method works when the overlap power ratio of the digital to the FM signal in the digital sideband
is higher. And the second method works when this ratio is within a certain range.

6.2.1. Frequency-domain (FD) method
In the FD method, as shown in Figure 6.5, the input signal is segmented and converted into the

frequency domain. We only take the signals at the digital sidebands convert them back to the time
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domain and used as the estimated digital signal for further processes.

Figure 6.5: FD method

6.2.2. Time-domain (TD) method
The idea of this method is to first reconstruct the FM signal by estimating its amplitude and phase,

and subtract it from the hybrid signal, where the residual signal is treated as the estimated digital
signal. In the following section, we will explain how this algorithm works.

Assuming the received signal is:
𝑟(𝑡) = 𝐴𝑒፣᎕(፭) + 𝑑(𝑡) (6.1)

where 𝐴𝑒፣᎕(፭) is the interfering FM signal, and 𝑑(𝑡) is the baseband digital signal. We assume 𝐴 ≫ |𝑑(𝑡)|
and 𝐴 remains constant in one OFDM symbol time.

The estimated digital signal is expressed as:

�̂�(𝑡) = 𝑟(𝑡) − �̂�𝑒፣ ̂Ꭳ(፭)

= (|𝑟(𝑡)| − �̂�) 𝑟(𝑡)|𝑟(𝑡)| (6.2)

where �̂�(𝑡) and �̂� are the estimated phase and amplitude of the FM signal respectively.
The phase of the FM signal is assumed to be the same as the hybrid signal 𝑟(𝑡) based on the

assumption that 𝐴 ≫ |𝑑(𝑡)|, and expressed as follows:

𝑒፣Ꭳ̂(፭) = 𝑟(𝑡)
|𝑟(𝑡)|

= 𝑒፣᎕(፭) + 𝑑(𝑡)𝐴

(6.3)

The amplitude of the hybrid signal can be obtained by either taking the absolute value of the hybrid
signal 𝑟(𝑡) directly or multiplying 𝑟(𝑡) with its conjugate phase information (𝑒ዅ፣Ꭳ̂(፭)). By substituting
𝑒ዅ፣Ꭳ̂(፭) from Equation 6.3, the amplitude of 𝑟(𝑡) is as follows:

|𝑟(𝑡)| = 𝑟(𝑡)𝑟∗(𝑡)
|𝑟(𝑡)| = 𝑟(𝑡)𝑒ዅ፣Ꭳ̂(፭)

= (𝑒፣᎕(፭) + 𝑑(𝑡)𝐴 )(𝐴𝑒ዅ፣᎕(፭) + 𝑑∗(𝑡))

= 𝐴 + 𝑑∗(𝑡)𝑒፣᎕(፭) + 𝑑(𝑡)𝑒ዅ፣᎕(፭) + |𝑑(𝑡)|
ኼ

𝐴
≈ 𝑑∗(𝑡)𝑒፣᎕(፭) + 𝑑(𝑡)𝑒ዅ፣᎕(፭) + 𝐴

(6.4)
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The first two components in Equation 6.4 are spread over the whole bandwidth, while the last item
is condensed to a very narrow range around the zero frequency. The spectrum of Equation 6.4 is
shown in Figure 6.6, where the blue curve represents the term 𝑑∗(𝑡)𝑒፣᎕(፭) + 𝑑(𝑡)𝑒ዅ፣᎕(፭) and the red
curve represents the term 𝐴. The components that are around the zero frequency are considered to
mainly come from the FM signal.

Figure 6.6: Spectrum of |፫(፭)|

By doing an FFT on |𝑟(𝑡)| and taking the components around the center frequency, we get an
estimation of �̂�. By substituting |𝑟(𝑡)| with Equation 6.4 and 𝑒፣Ꭳ̂(፭) with Equation 6.3, Equation 6.2
becomes:

�̂�(𝑡) = (|𝑟(𝑡)| − �̂�)𝑒፣Ꭳ̂(፭)

= (𝐴 − �̂� + 𝑑∗(𝑡)𝑒፣᎕(፭) + 𝑑(𝑡)𝑒ዅ፣᎕(፭))(𝑒፣᎕(፭) + 𝑑(𝑡)𝐴 )

= (Δ + 𝑑∗(𝑡)𝑒፣᎕(፭) + 𝑑(𝑡)𝑒ዅ፣᎕(፭))(𝑒፣᎕(፭) + 𝑑(𝑡)𝐴 )

= Δ ⋅ 𝑒፣᎕(፭) + 𝑑(𝑡) ⋅ Δ𝐴 + |𝑑(𝑡)|
ኼ

𝐴 𝑒፣᎕(፭) + 𝑑(𝑡) + |𝑑(𝑡)|
ኼ

𝐴 𝑒ዅ፣᎕(፭) + 𝑑∗(𝑡)𝑒ኼ፣᎕(፭)

≈ 𝑑∗(𝑡)𝑒ኼ፣᎕(፭) + 𝑑(𝑡) + 𝛿

(6.5)

where 𝛿 = Δ⋅𝑒፣᎕(፭)+ ፝(፭)⋅ጂ
ፀ is the estimation error introduced by Δ, which is the difference between the

actual and estimated amplitude of FM signal.

The bandwidth of the first term on the right is twice as the second term, as is shown in Figure 6.7.
Equation 6.5 gives an estimation of the digital signal despite of the phase noises that are introduced.

Figure 6.7: Spectrum of ̂፝ (፭)

To conclude, the processes of the proposed algorithm are to get the phase of the input signal which
is used as an estimation of FM signal’s phase, to estimate the amplitude of the FM signal by doing an
FFT on |𝑟(𝑡)| and taking the components around the zero frequency, and to subtract the estimated FM
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signal from the hybrid signal, as shown in Figure 6.8.

Figure 6.8: Time-domain method



7
Simulation results and performance

analysis

This chapter provides simulation results and analyses of the acquisition and reception performance
of the modified digital receiver with the existence of the co-channel and adjacent-channel FM inter-
ference. In the co-channel interference scenario, performance under multiple spectrum modes and
constellation mapping schemes are tested. In the adjacent-channel interference scenario, the recep-
tion performances with different power ratios of the host FM to the adjacent-channel FM signal at a
fixed carrier frequency spacing at 300kHz are tested using the algorithms discussed in Section 6.2.

The performances are tested under both the AWGN channel and the TU6 channel with a mobility
speed of 200 km/h. The TU6 channel refers to a Typical Urban channel model with 6 paths. Its
properties are shown in Table 7.1, including different delays, average path gains and power spectrum
models for every path.

Table 7.1: Properties of the TU6 channel

Path index 1 2 3 4 5 6
Delay (us) 0 0.2 0.6 1.6 2.4 5

Average path gain (dB) -3 0 -2 -6 -8 -10
Power spectrum model Jakes Jakes Bi-Gaussian Bi-Gaussian Bi-Gaussian Bi-Gaussian

7.1. Acquisition performance
Our solutions have achieved very good mode detection and synchronization performance with the

co-channel FM interference as shown in Table 7.2. In the table, the FM width means the estimation
of the bandwidth reserved for the FM signal to be either 200kHz or 300kHz; the first process means
the auto-correlation based only on a subframe beacon and the combined process means the algorithm
computing the sum of periodic peaks of OFDM symbols is also used, as mentioned in Section 5.1.1; the
Spectrum Mode is a combined estimation of FM width and the digital sidebands as discussed in Section
5.2; the SNR value means the ratio of digital signal power to white Gaussian noise power in dB scale.

40
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Table 7.2: Detection accuracy in acquisition mode

Transmission mode: 2; Spectrum mode: 9, AWGN Channel
SNR(dB) FM width (1st process) Tx Mode (1st process) FM width (Combined) Tx Mode (Combined) Spectrum Mode

1 92.5% 100% 100% 100% 88.75%
2 96.25% 100% 100% 100% 98.75%
3 96.25% 100% 100% 100% 100%

Transmission mode: 1;Spectrum mode: 9; TU6 Channel
SNR(dB) FM width (1st process) Tx Mode (1st process) FM width (Combined) Tx Mode (Combined) Spectrum Mode

6 76.56% 82.5% 98.44% 99.38% 99.38%
7 80.31% 85.62% 97.19% 98.75% 98.12%
8 85.62% 87.5% 98.12% 100% 99.38%
9 88.75% 88.75% 98.44% 100% 100%

Transmission mode: 1;Spectrum mode: 22; AWGN Channel
SNR(dB) FM width (1st process) Tx Mode (1st process) FM width (Combined) Tx Mode (Combined) Spectrum Mode

1 100% 100% 100% 100% 96.25%
2 100% 100% 100% 100% 97.5%

Transmission mode: 1;Spectrum mode: 22; TU6 Channel
SNR(dB) FM width (1st process) Tx Mode (1st process) FM width (Combined) Tx Mode (Combined) Spectrum Mode

4 87.5% 97.5% 93.75% 93.75% 85%
5 90% 95% 97.5% 98.75% 88.75%
6 91% 95% 98.75% 98.75% 93.75%

The detection accuracy of both the transmission and spectrum mode is more than 98% when the
SNR is more than 2dB and 6dB under AWGN and in the TU6 channel environment respectively, and in
the presence of a hybrid stereo FM broadcasting. The successful detection probability is higher than
95% under the AWGN channel even if the SNR is as low as 1dB with a mono FM interference. As noise
power becomes smaller, the detection accuracy becomes higher. The second process outperforms the
first process in both FM width and the transmission mode detection. Moreover, a second-round of
detection could be employed to increase the accuracy, if the CRC of the decoded SI is wrong after
the first detection round. To take the second simulation settings in Table 7.2 as an example, the
failure probability after the first detection round is as low as 2% for both spectrum and transmission
mode detection. Therefore, we expect the mode detection over two consecutive subframes should be
successful in most cases.

7.2. The impact of co-channel FM on the reception performance

Figure 7.1 shows the receiver’s performance in the presence of the co-channel FM signal with the
configurations of the digital signal in Table 7.3. The blue curves represent the performance of pure
digital signals without FM and the red and green curves for that of hybrid signals using different FM
removal methods. The perceptual audio quality is acceptable when the BER is between 10ዅኽ and 10ዅኾ.
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(a)

(b)

(c)

(d)

Figure 7.1: Performance under the existence of co-channel FM
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Table 7.3: Configurations used to derive simulation results in Figure 7.1

Tx Mode Spec Mode MSDS Modulation SDIS Modulation LDPC Coderate LDPC iterations Permutation Mode
1 9 QPSK/16QAM QPSK 1/2 10 1

The digital signal reception performance suffers very little with co-channel FM interference by using
the frequency-domain removal method mentioned in Section 6.2.1. Compared with the pure-digital-
signal case, the SNR value degradation is less than 0.2dB to reach the same BER performance under
both AWGN and TU6 channels for a QPSK modulation scheme. However, by changing the existing
floating-point FFT operation to a fixed-point one, further degradation may be introduced due to sat-
uration. By using the time-domain removal method, the SNR value is about 4dB higher to reach the
same BER, which is a significant performance drop. Therefore, to reduce co-channel FM interference,
the frequency-domain removal method is recommended.

Using a higher order modulation scheme requires a higher SNR value and the co-channel FM impact
is more serious than that using the lower modulation scheme. For instance, in Figure 7.1(c), a 16QAM
modulation scheme requires a 3dB SNR increase compared with the QPSK case. This loss is reasonable
because compared with the QPSK, the transmitted energy in the 16QAM modulation remains almost
the same, but more bits are transmitted. In the meanwhile, an SNR increase between 0.7 and 1dB is
observed when comparing the performance of the hybrid signal with the pure digital signal in Figure
7.1(c) and Figure 7.1(d). One possible reason is that a higher order modulation scheme is more sensitive
to the noise introduce by the FM signals.

Figure 7.2 shows the performance of the modified receiver under different spectrum modes with
the settings of the digital signal in Table 7.4.
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(a)

(b)

(c)

Figure 7.2: Performance under different spectrum modes

Table 7.4: Configurations used to derive simulation results in Figure 7.2

Tx Mode Spec Mode MSDS Modulation SDIS Modulation LDPC Coderate LDPC iterations Permutation Mode
1 9/10 QPSK QPSK 1/2 10 1

The performance of spectrum mode 10 is slightly better than mode 9 (a 0.2dB SNR gain for QPSK
and a 0.5dB SNR gain for 16QAM) to reach a target BER of 10ዅኽ under the AWGN channel. One possible
reason is that there are pilots inserted in the junction of two sidebands under mode 10, which will give
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a better continuity in channel interpolation. However, the performance of spectrum mode 10 is worse
than that of mode 9 under the TU6 channel. One possible reason is that the transmission bandwidth of
mode 10 (100kHz) is closer to the channel’s coherent bandwidth (200kHz for TU6 channel), compared
with that of mode 9 (50kHz). From Figure 7.3 we can see that when the transmission bandwidth
approaches the coherent bandwidth, the channel is regarded to have a frequency selective fading. To
cope with this fading effect, a better channel equalizer scheme is necessary.

Figure 7.3: Multipath fading effects

7.3. The impact of adjacent-channel FM on the reception perfor-
mance

The receiver performances of the two adjacent-channel FM removal methods discussed in Section
6.2 are simulated and compared under both the AWGN and the TU6 channel. The carrier frequency
spacing between the host and adjacent channel signals is set to be 300kHz.

Figure 7.4 shows the performance under the AWGN channel, with the settings in Table 7.5. The
ratio in the legend refers to the power ratio of the host FM to the adjacent-channel FM signal. The SNR
means the power ratio of the digital signals to the AWGN noise, where the interference power from
the FM signal is not included.
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(a) Without adjacent-channel interference

(b) Frequency-domain method

(c) Time-domain method

Figure 7.4: Performance under the adjacent-channel FM interference (AWGN channel)

Table 7.5: Configurations used to derive simulation results in Figure 7.4

Tx Mode Spec Mode MSDS Modulation SDIS Modulation LDPC Coderate LDPC iterations Permutation Mode
1 9 QPSK QPSK 1/2 10 1
Carrier frequency spacing:300kHz; Power ratio of host FM to adjacent FM at the receiver: -5 to 15dB; AWGN channel

The interference brought by the adjacent-channel FM signal results in higher required SNR value
compared with the co-channel interference case in the AWGN channel, as shown in Figure 7.4. If
we can detect and select the better removal method in real time, we can control the performance
degradation less than 3dB. The receiver works at an SNR value higher than 2.8dB with the interference
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only from co-channel FM signal, as shown in Figure 7.4(a). For the FD removal method, as depicted
in Figure 7.4(b), the receiver does not work when the power ratio is around or below 0dB. There is an
SNR loss between 3 to 4 dB when the power ratio is between 5dB to 7dB, compared with Figure 7.4(a).
If the power ratio is higher than 10dB, which means the signal from the adjacent-channel station is
much lower than the host station, the FD removal method has a very good decoding performance even
at a lower SNR value (less than 4dB). The TD method outperforms the FD method within a certain
power ratio range, as shown in Figure 7.4(c). Compared with Figure 7.4(a), either a 3 dB or 1.5 dB
SNR increase is introduced by using the TD method to reach a BER at 10ዅኽ when the power ratio is
-5dB or 0dB. By using the FD method, the BER value is always higher than 10ዅኼ in these two cases.
When the power ratio is between 0dB and 7dB, the TD method introduces an SNR increase of about
1.5dB compared with Figure 7.4(a), while the SNR increase brought by the FD method is doubled. To
conclude, the TD method has a better performance when the power ratio of the host to the adjacent-
channel FM signal is less than 10dB. If the ratio exceeds 10dB, a FD method works better. In order to
select the best removal method, the energy detector proposed in Section 6.1 is required.

From a network perspective, the introduction of the TD method enables the user to be able to hear
the host digital station in a larger coverage range compared with the performance of a FD method.
Following the example illustrated in Section 3.2.2, the FM coverage area of two identically-configured
stations is 56km and they are 80km apart, as shown in Figure 7.5.

Figure 7.5: System model example

Based on the received power from station A and B in Table 7.6 (computation details in Appendix A),
a relation between the power ratio and the user’s distance to the host station is obtained, as shown in
Figure 7.6.

Table 7.6: Power ratio of the system model example

Distance (km) to the host station 30 35 38 40
Received power from station A (dBkw) 89.31 83.57 80.17 77.87
Received power from station B (dBkw) 68.85 73.41 76.10 77.87

Power Ratio (dB) 20.46 10.16 4.07 0
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Figure 7.6: Relation between the power ratio and distances

Combining with the reception performance shown in Figure 7.4, we can see that if the user is at a
range that is less than 35 km from the host station, the receiver has a better performance by using the
FD removal method. If the user goes 3 km further away from the host station, the receiver needs to
be switched to a TD removal method to reduce the impact of the interfering signal coming from station
B. The reception quality of the signals from station A is acceptable when the user is in a range that is
35 km to 42 km to station A and the TD removal method is selected by the receiver. However, when
the user is more than 42 km away from station A, it is impossible to hear from station A any more,
because the BER is always as high as 10ዅኻ.

However, the reception is seriously impacted under the TU6 channel, as shown in Figure 7.7. Com-
pared with the case in Figure 7.7(a), there is an SNR increase of at least 2.5dB. For example, when the
power ratio is 7dB, the TD method and the FD method requires an SNR of 13.5 dB and 8.5 dB to reach
a BER at 10ዅኾ, while without the adjacent-channel interference, the required SNR value is about 7 dB.
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(a) Without adjacent-channel interference

(b) Frequency-domain method

(c) Time-domain method

Figure 7.7: Performance under the adjacent-channel FM interference (TU6 channel)

One possible reason is that the estimated amplitude of the FM signal is inaccurate due to the
multipath channel effect. We assume the received signal after a two-path fading channel is:

𝑌(𝑡) = 𝑎(𝑡) ⋅ 𝑟(𝑡)𝑒፣Ꭻ + 𝑟(𝑡)
= 𝑎(𝑡)𝐴𝑒፣᎕(፭)𝑒፣Ꭻ + 𝑎(𝑡)𝑑(𝑡)𝑒፣Ꭻ + 𝐴𝑒፣᎕(፭) + 𝑑(𝑡)
= {𝑎(𝑡)𝑒፣Ꭻ + 1}𝐴𝑒፣᎕(፭) + {𝑎(𝑡)𝑒፣Ꭻ + 1} 𝑑(𝑡)

(7.1)

where 𝑎(𝑡) and 𝑒፣Ꭻ represent the gain and delay of the channel path. The amplitude of 𝑌(𝑡), as shown
in Equation 7.2, is mainly composed of 𝐴 and the component 𝑎(𝑡)𝐴, assuming 𝐴 ≫ |𝑑(𝑡)|, but it is not
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a constant anymore.
|𝑌(𝑡)| ≈ {𝑎(𝑡)𝑒፣Ꭻ + 1}𝐴 (7.2)



8
Conclusions and recommendations

8.1. Conclusions
In this project, the influences of the co-channel and adjacent-channel FM signals to the CDR digital

signals are studied and analyzed. A transmitter chain with configurable CDR signals and FM signals
is built and partly verified based on the test data from China. Design methods for mode detection
and synchronization with the co-channel FM interference are established, and algorithms to detect and
reduce adjacent-channel FM interference are proposed.

According to our simulation results, the mode detection accuracy for the hybrid signal is more than
98% when SNR is larger than 2 dB (AWGN channel) or 6 dB(Tu6 channel). The impact of co-channel
FM signal on the digital signal is limited when using the modified receiver (less than 0.2dB loss for
QPSK and 1dB loss for 16QAM to reach a target BER of 10ዅኽ).

The FM interference from an adjacent channel 400 kHz away is less than the co-channel FM inter-
ference. The CDR network planning must avoid 200 kHz spacing case between adjacent channels. For
the adjacent channel spacing of 300 kHz, if we can detect and select the better removal method by
using an energy detector in real time, we can control the performance degradation less than 3dB un-
der the AWGN channel. However, the performance under the TU6 channel experiences a more serious
degradation under the impact of the adjacent-channel interference.

8.2. Recommendations for future work
Based on this project, several future works are recommended.

Firstly, a conversion from the floating-point to the fixed-point implementation is necessary to comply
with the front-end processing.

Secondly, instead of filtering the FM signals by Fourier transformations, implementations with FIR
filters are recommended to compare their performances.

Thirdly, more efforts can be made to improve the receiver’s performance with the adjacent channel
interference in mobile channel environments. For example, an iterative algorithm could be used to
first subtract the FM signal, compensate the frequency offset computed from the residual signal to the
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hybrid signal and estimate the FM signal for another round.
Fourthly, the performance of the receiver in a large-scale SFN needs be tested and analyzed.



A
Electric field Calculation

This section includes a translation of the technical specifications for FM broadcasting coverage
networks in China [14] and an example calculated based on the specifications which is used in the
report to illustrate the impact of adjacent-channel FM interference.

A.1. Service field strength
The service field strength, denoted as 𝐸(50, 50), refers to the radio wave field strengths received

directly by the public which exceeded during 50% of the time and 50% of the places. The service field
strength is computed as follows:

𝐸(50, 50) = 𝑃 + 𝐸ኻ(50, 50) + 𝐺፫ − 𝐹(Δℎ) (A.1)

where:

• 𝑃 is the effective radiated power.

• 𝐸ኻ(50, 50) is the normalized service field strength with 𝑃 = 1𝑤 and exceeded during 50% of the
time.

• 𝐺፫ is the receiving antenna gain plus the gain caused by different height of the receiving antenna.

• 𝐹(Δℎ) is the attenuation correction factor.

The following part gives a more detailed introduction on how these parameters are computed.

A.1.1. 𝑃
The effective radiated power may be computed as follows:

𝑃 = 𝑃 + 𝐺፭ − 𝐿 (A.2)

where 𝑃 is the nominal output power of the transmitter, 𝐺፭ is the gain of the transmission antenna and
𝐿 is the feed line loss.
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A.1.2. 𝐸ኻ(50, 50)

The normalized service field strength 𝐸ኻ(50, 𝑇) is related to the effective height of the transmitter
antenna(ℎኻ), the distance apart from the transmitting station(𝑑) and the percentage of time(𝑇). Figure
A.1 and A.2 show the normalized service field strength that exceeded 50% and 10% of the time
respectively.

Figure A.1: Field strength (፝ፁ᎙ፕ/፦) for 1kW e.r.p(ኺ% of the time)
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Figure A.2: Field strength (፝ፁ᎙ፕ/፦) for 1kW e.r.p(ኻኺ% of the time)

Several remarks when computing the normalized service field strength are as follows:

• Figure A.1 and A.2 are data obtained when the effective height of the receiving antenna is 10m,
the degree of terrain irregularity is 50m and applicable in the VHF band.

• When the effective height ℎኻ is less than 10m, using the field strength value of ℎኻ = 10𝑚.

• When the effective height ℎኻ is larger than 1200m, let:

𝑑𝑐 = 70 + 4.1√ℎኻ(𝑚) (A.3)

If the distance 𝑑 ≥ 𝑑𝑐, the normalized service field strength is computed as:

𝐸(ℎኻ, 𝑑) = 𝐸(300, 𝑑 + 70 − 4.1√ℎኻ) (A.4)

If the distance 𝑑 < 𝑑𝑐,the normalized service field strength is computed as:

𝐸(ℎኻ, 𝑑) =
⎧⎪
⎨⎪⎩

𝐸(1200, 𝑑) + 𝐸(300, 140) − 𝐸(1200, 𝑑𝑐) if 100 ≤ 𝑑 < 𝑑𝑐(𝑘𝑚)
𝐸(1200, 𝑑) + ፝ዅኼኺ

ዂኺ [𝐸(300, 140) − 𝐸(1200, 𝑑𝑐)] if 20 < 𝑑 < 100(𝑘𝑚)
𝐸(1200, 𝑑) if 𝑑 ≤ 20(𝑘𝑚)

(A.5)

where 𝐸(ℎኻ, 𝑑) means the service field with the effective height ℎኻ(𝑚) and distance 𝑑(𝑘𝑚).

• A linear interpolation is used to compute the normalized service field for other distances (𝑑) and
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effective heights (ℎኻ) which is not shown in Figure A.1 and A.2.

A.1.3. 𝐺፫

𝐺፫ is composed of the receiving antenna gain and the gain caused by the effective height of the
antenna(ℎኼ(𝑚)), which can be computed as follows:

𝐻𝑒𝑖𝑔ℎ𝑡𝑔𝑎𝑖𝑛(𝑑𝐵) = 𝑐
6 ⋅ 20𝑙𝑜𝑔ኻኺ(ℎኼ/10) (A.6)

Typical 𝑐 values are shown in Table A.1.

Table A.1: Typical height gain factors 

Zone Value(dB)
Rural 4
Subrural 5
Urban 6

A.1.4. Correction factor

The attenuation correction factor is related to the degree of the terrain irregularity. Figure A.3 and
Table A.2 shows the relation, where 𝐹ኻ and 𝐹ኼ are used for 𝑑 = 50𝑘𝑚 ∼ 100𝑘𝑚 and 𝑑 ≥ 200𝑘𝑚
respectively.

Figure A.3: Attenuation correction factor for different degrees of the terrain irregularity



A.2. Interference field strength 57

Table A.2: Attenuation correction factor for different degrees of the terrain irregularity

Δℎ 𝐹ኻ 𝐹ኼ
10 -7.0 -3.4
20 -4.4 -2.4
30 -2.6 -1.5
40 -1.3 -0.7
50 0 0
60 0.7 0.6
70 1.9 1.1
80 2.6 1.5
90 3.5 2.0
100 4.3 2.4
150 7.6 3.9
200 10.0 5.2
300 13.9 7.0
400 16.9 8.2
500 18.9 9.1

Typical Δℎ values for different terrain types are shown in Table A.3 [41]. For an average terrain, Δℎ
is 90𝑚.

Table A.3: Typical ጂ፡ values

Δℎ(𝑚)
Flat or smooth water 0
Plains 30
Hills 90
Mountains 200
Rugged mountains 50

A.2. Interference field strength
The interfering field strength refers to the field strength received from the unwanted transmitter,

and may be computed as:
𝐸(50, 𝑇) = 𝑃 + 𝐸ኻ(50, 𝑇) + 𝐺፫ − 𝐹(Δℎ) (A.7)

A.2.1. 𝐸ኻ(50, 𝑇)
As we can see, when computing the interfering field strength, 𝐸ኻ(50, 50) in Equation A.1 is replaced

by 𝐸ኻ(50, 𝑇). Different 𝑇 values represent different interference type (𝑇 = 10% for tropospheric inter-
ference and 𝑇 = 50% for steady interference). In order to determine the type of interference, nuisance
field strength is used and computed as follows:

𝐸፧ = 𝐸ኻ(50, 𝑇) + 𝐴 (A.8)

where 𝐴 is the R.F. protection ratio, defined as the minimal difference between the service field strength
and the interfering strength required at the input of the receivers for acceptable reception quality. The
R.F. protection ratio is related to the carrier frequency spacing between the host and interfering stations,
and typical values are shown in Table A.4.
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Table A.4: R.F protection ratio

Carrier freq spacing(kHz) R.F. protection ratio(dB)
Steady interference Tropospheric interference

0 45 37
100 33 25
200 7 7
300 -7 -7
400 20 -20

By computing 𝐸፧፬(50, 50) and 𝐸፧፭(50, 10) for steady and tropospheric interferences based on Equa-
tion A.8 and taking max(𝐸፧፬, 𝐸፧፭), we can determine the interference type.

A.3. Coverage area of a station
The coverage area of a station is related to its nominal usable field strength, which is the minimal

field strength required under the influence of interference from industrial and domestic equipment.
Typical nominal usable field strengths are shown in Table A.5. The range that satisfies the nominal
usable field strength is the coverage of a station.

Table A.5: Typical nominal usable field strength values

Areas 𝐸፧፨፦።፧ፚ፥𝑑𝐵𝜇𝑉/𝑚
Rural 54
Urban 66
Large cities 74

A.4. An example
This example shows how the coverage range of a station and the received power from the signal

of a station is computed. In Section 3.2.2 and 7.3, this example is used to analyze the impact of
adjacent-channel FM interference. We build a system model with two radio stations as shown in Figure
A.4, which is explained in Section 3.2.2.

Figure A.4: System model for the adjacent FM interference

The settings of the two stations are assumed to be the same, which is shown in Table A.6.
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Table A.6: Settings for station A and B

Path type Urban
Transmitter nominal power 𝑃 (dBkw) 40
Effective height of TX antenna ℎ1 (m) 150
TX antenna gain(dB) 𝐺፭ 1.5
Degree of terrain irregularity(m) Δℎ 90
RX antenna height(m) ℎ2 2
Feedline loss(dB) 𝐿 0
RX antenna gain(dB) 𝐺፫ኻ 2.2

The service field strength of station A is:

𝐸ፀ = 𝑃 + 𝐸ኻ(50, 50) + 𝐺፫ − 𝐹(Δℎ) (A.9)

where:

• 𝑃 = 40 + 1.5 = 41.5𝑑𝐵𝑘𝑤

• 𝐺፫ = 𝐺፫ኻ + 
ዀ ⋅ 20𝑙𝑜𝑔ኻኺ(

፡Ꮄ
ኻኺ ) = 2.2 + 20𝑙𝑜𝑔ኻኺ(

ኼ
ኻኺ) = −11.7794𝑑𝐵

• 𝐹(Δℎ) is computed from Table A.2 by a linear interpolation.

• 𝐸ኻ(50, 50) is computed from Figure A.1.

We build a demo in this project, as shown in Figure A.5, and plot the electric field strength in Matlab,
as shown in Figure A.6.

Figure A.5: Demo for network planning
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Figure A.6: Electric field strength of station A

Based on Table A.5, the coverage area of station A is 56km, to satisfy a minimal field strength of
66𝑑𝐵𝜇𝑉/𝑚.

Similarly, the interference field strength from station B can be computed based on Equation A.7.
With the field strength 𝐸 and the distance to the station 𝑑, the received power is computed as:

𝑃፫ =
𝐸ኼ𝑑ኼ
30 (A.10)

We assume two stations are 80 km apart and their carrier frequency spacing is 300 kHz. The
received power when the user is at different distances from the host station is shown in Figure A.7.
The blue curve represents the field strength received by the user from station A, and the red represents
that from station B. The green and black dotted lines are the maximal coverage of station A and B
respectively. The pink dotted line indicates the maximal coverage area to satisfy the R.F. protection
ratio if the user wants to listen to station A.
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Figure A.7: Received power

For example, when the user is at a distance of 35 km from station A. From Figure A.7, the received
power from station A and B is 96.61 dBkw and 66.07 dBkw respectively. The power ratio between the
host and adjacent-channel FM signal is 30.53dB. Table A.7 lists several power ratio scenarios.

Table A.7: Power ratio of the system model example

Distance (km) to the host station 30 35 38 40
Received power from station A (dBkw) 89.31 83.57 80.17 77.87
Received power from station B (dBkw) 68.85 73.41 76.10 77.87

Power Ratio (dB) 20.46 10.16 4.07 0



B
Demo instructions

This section shows instructions on using the demo mentioned in Section 4.3.

B.1. Instructions

Figure B.1: Demo

The suggested steps in using the demo are as follows:

1. Transmission data configurations: Click ‘Default Setting’ or choose the settings by yourself and
click ‘Settings done!’

2. Receiving chain configurations:

• Choose whether you want to view the constellation maps of LLRs before LDPC decoding
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• Choose whether you want to record the decoded date. If yes, give the file path where the
binary file will be stored. After the receiver finishes its process, you could hear the recorded
data by clicking ‘play’ button in the section of “Recorded Data”

3. Running receivers’ operating mode: Click ‘Run Operation Mode’, the receiver will start its process
based on your configurations. After the receiver finishes its process, click ‘MSDS BER curve’ in
the ‘Recorded Data’ section to see the BER vs. SNR curve

4. Saving I/Q data: In the “Saving I/Q data” section, you can choose to save the I/Q data in a binary
form both before and after channel environment.

5. Showing history: When choosing ‘Yes’ for “Show history?”, several decoded MSDS data that have
been previous recorded based on your configurations will be available. Click ‘Play’ to hear their
quality difference and ‘MSDS BER Curve’ in this section to see its BER curve.

B.2. Configurations

Figure B.2: Digital signal configurations
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Figure B.3: FM signal and channel environment configurations

B.3. Saving I/Q data

Figure B.4: Saving I/Q data
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B.4. History

Figure B.5: History data

B.5. Operating mode

Figure B.6: Operating mode configuration
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Figure B.7: Real-time operating state



C
A list of abbreviations

AWGN Additive white Gaussian nNoise

BER Bit error rate

CCPLL Cross-coupled phase-locked loop

CDR Chinese Digital Radio

CFO Carrier frequency offset

CPPC Complementary punctured pair convolutional

CRC Cyclic redundancy check

DAB Digital Audio Broadcasting

DFE Digital front-end

DFT Discrete Fourier transformation

DRM Digital Radio Mondiale

FD Frequency-domain

FFO Fractional frequency offset

FFT Fast Fourier transformation

GUI Graphical User Interface

IBAC In-band Adjacent-channel

IBOC In-band On-channel

ICI Inter-channel interference
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IFO Integral frequency offset

ISI Inter-symbol interference

ITU International Telecommunication Union

LDPC Low-density parity-check

LLR Log-likelihood ratio

LO Local oscillator

MSDS Main service data symbol

OFDM Orthogonal frequency-division multiplexing

PLL Phase-locked loop

QAM Quadrature Amplitude Modulation

QPSK Quadrature Phase Shift Keying

RMD Robustness Mode Detection

SCA Subsidiary communications authorizations

SDIS Service description information symbol

SDR Software-defined radio

SFN Single-frequency network

SGAPPRFT State General Administration of Press, Publication, Radio, Film and Television

SI Service Information

SIR Signal-to-interference ratio

SNR Signal-to-noise ratio

TD Time-domain

TU6 6-tap Typical Urban
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