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Figure 1: Illustration of the intention by outcome problem. (a): Common setups involve an individual grabbing objects with
gaze and posture. (b): When 2 or more people operate with competing goals, realized as well as unrealized intentions can occur.
(c): Example of a crowded in-the-wild setting where people operate with hidden individual goals; coordinating to speak, leave,
and join conversations emerge simultaneously with (un)realized intentions. (d) Does E intend to speak to D?

ABSTRACT

The future of socially intelligent systems depends on developing
abilities to anticipate and empathize with users. Whilst great strides
have been made on developing systems for future behavior forecast-
ing that sometimes also claim to do intention estimation, we argue
that the predominant state-of-the-art treatment of these problems
leads to a significant misunderstanding about this topic. This paper
revisits intention estimation, describing the “intention by outcome”
problem and how it severely limits a deeper understanding of the na-
ture of the problem. We argue that without a deeper more nuanced
understanding of how to develop intention estimation systems, we
head into a severely biased world where intentions would only be
considered valid by intelligent systems if they came true. Through a
case study on estimating unrealized intentions to speak in-the-wild,
we highlight open challenges of this largely unexplored topic.
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1 INTRODUCTION

This paper is about automated intention estimation. The goal of
this paper is to highlight the challenges of developing intention
estimation systems in Socially Intelligent Systems [2, 37, 54]. For
some readers this may be considered already as a very well trodden
research task...perhaps even a solved problem! There is a lot of work
already published in this field. For example, intention estimation
has been investigated frequently in human robot interaction (e.g.
object picking tasks [23, 28, 35], service robots [1]), dialog systems
where intent is typically one of the slots that need to be filled for
understanding what action a user wants to do next, or what a user
might be wanting to search for [27]. Those who have delved deeply
into such a problem may also argue that the new name for intention
estimation is behavior forecasting [41, 46]. After all, a holy grail
of intelligent systems are their ability to anticipate and respond to
our needs.

1.1 Defining Intent

Let’s start with some formalities. Defining and understanding in-
tention has been of interest in cognitive science and philosophy
for a long time and remains a contemporary active field of study
[3,9, 31, 38]. In this paper, we take Bratman’s [9] definition of inten-
tions by considering them as part of future action planning coupled
with a belief by the individual that they have the ability to carry
out the action. Crucially for intelligent systems, these planning be-
haviours need to be perceivable externally; what Mele in his book
on understanding intentional behavior describes as overt intentional
action [31]. Crucially, Mele argued that there are two different types
of intention; distal and proximal. The former describes a mental
state related to the future which is not necessarily situated in the
current situation. The latter refers to intentions related to immedi-
ate actions for which the closer we get to the action, the more likely
it is that the behavior being observed is the action itself. One can
easily get lost in the philosophical literature regarding intentions,
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intentionality and action. Fortunately, the survey of Bellardinelli
provides a pragmatic balance for the interested reader [8].

One final note on intention is its close relationship with action.
As noted by Fuchs and Bellardinelli in the context of shared inten-
tion estimation in human-robot interaction [20], there is a blurred
line between Where an intention stops and the intended action
begins. However, what if the intended action never begins? Does
that mean that the intention never existed? From the perspective of
many existing research works on intention estimation, intentions
are operationalized in such a way that if something didn’t happen,
it wasn’t intended to begin with.

1.2 The Forgotten Intention and the Intention
by Outcome Problem

We argue that this notion that something that doesn’t happen was
not intended in the first place is a major conceptual issue for Socially
Intelligent Systems. As a side note, it when pitching this idea to
Computer Scientists (CS) and Social Scientists (SS), there was a
notable difference. The CS could not disentangle the difference
between intentions and future behaviour whilst SS understood
immediately the difference between intention, action, and outcome.
CS folks appeared to be trapped in their own perspective bubble.

We can summarize the problem with the state of the art un-
derstanding of intention estimation by observing Figure 1(a). The
classic trope for many intention estimation research works; a single
hand reaches over the table, what will happen next? This is what
the system typically sees at test time. However for the majority of
research works on this topic, at data collection and training time,
the development of ground truths for such settings is more compli-
cated. Intentions can be enacted by asking subjects to perform a
particular action which has been pre-determined and instructed to
them [28], or the subject themselves decides on the outcome [23].
The researcher then observes the recorded data and determines
post-hoc what the intentions were by effectively looking into the
future [23, 35]. At test time however, the system does not have the
possiblity to observe the future.

This paradigm of training pattern recognition and machine learn-
ing systems with more information at training time than is available
at test time is a common technique which is used to ensure that
good quality (potentially more objective) estimators are learned.
However, this common practice shapes our perspective on how to
design intention estimation systems. We call this “the intention by
outcome” problem.

The perspective shaping of former works channels our research
activities into trying to transform intention estimation into an
objective task when in reality intentions are conceptually not the
same as future outcomes and have subjective and dynamic qualities.
These simplifying assumptions made by prior work become the
basis of how we understand the context of intention estimation,
which we argue leads to the formation of a perspective bubble. Let’s
try to break that now.

In each of these prior tasks, the user in those environments is
the center of the world; systems are meant adapt to their needs.
What if there are more users in these environments who are no
longer interacting directly with an agent or interface but primarily
with each other? A simple illustration of this point is seen in Figure
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1(b) where we see an expanded version of Figure 1(a) to include
a second hand on the right. Two hands reach over a table, what
will happen next? We do not know definitively because we cannot
predict the future. But we can make a good estimate. However, in
this instantaneous moment, one would probably also not deny that
both hands appear to indicate an intent to grab the apple.

1.3 From a Single User to a Constellation of
Self-organizing Users

The example of Figure 1(b) gradually puts into focus how the con-
text of use changes when building socially intelligent systems in
more open-ended social situations like the social networking event
show in Figure 1(c). In these settings, socially intelligent systems
are observing and interpreting the behaviours of multiple people
with hopefully the capacity to help them. How would such a system
understand that you are not having a good time at a party because
you have not yet managed to escape a conversation and talk to the
very interesting person you see across the room? Or that you still
haven’t managed to get a word in edge-ways with a particularly in-
teresting conversation despite having some very interesting stories
to tell? The major difference in such settings is that each individual
in these scenes is no longer the center of a world where everything
in the environment exists purely to satiate whatever immediate
need or want that they have. When multiple people are involved,
their needs and wants may vary and compete against each other.

Once we move away from the rather controlled settings of ob-
ject picking tasks and a single user interacting with an application
or an artificial agent (e.g. robot), the notion of unrealized inten-
tions becomes a lot more apparent. Multiple humans engage in
conversation and self-organize into an orderly system of coopera-
tion to exchange information. How people coordinate themselves
into conversations, especially as the complexity grows from a sin-
gle meeting to a cocktail party or professional networking event
remains an open field of study in Social Science [16, 26].

Once we move out of the lab and into more in-the-wild settings,
we come against other problems. How can we read the mind of a
person while they are the middle of a conversation? Won’t they get
distracted if they are asked to report on their intentions? Couldn’t
this contaminate their spontaneous overt intentional behavior?
More will be elaborated on this point later in Sec. 2.

1.4 The Risks of the Intention by Outcome
Problem

While the earlier discussion highlights what may just be merely
have been a slight conflation of conceptual terminology. We ar-
gue that scrutinizing a wider circle of potential applications of
intelligent HCI systems, highlights significant challenges and also
risks that must be overcome. This is because past work has only
considered intention to be conceptualized as successful outcomes.

Whilst there has been work to address how one might mitigate
when ‘things don’t work out, e.g. frustration estimation in HRI
settings [55], there are many settings where unrealized intentions
may occur frequently where multiple users need to coordinate with
each other and simply minimizing frustration due to unrealized
intentions might be unrealistic or just not the right way to approach
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Figure 2: Taxonomy of intentions: (a): realized intentions; (b):
unrealized intentions; (c): serendipity

the design of socially intelligent systems. After all, experiencing
unrealized intentions may be an inevitable part of daily life.

Helping users to navigate the complexities associated with living
in real life may be more effectively approached if intelligent systems
could understand or at least have a hypothesis about someone’s
mental state such as their intention. Note that this goes beyond
being able to estimate someone’s mood or emotions to being ulti-
mately able to provide explanations for states of mind. e.g. "You
appear frustrated. Is it because you wanted to join in on the con-
versation and didn’t manage to?”

In the worst case, ignoring unsuccessful intentions could pose
a significant risk to the future development of intelligent systems
and its potential risk of perpetuating the status quo rather than
adapting to values of modern society such as efforts to reduce
gender imbalance and reduce systematic racism. For example, it
has been observed that female leaders emerge less frequently and
appear to participate less in conversations [6, 21, 48]. Working
with an “intent by outcome” model of the world, this would mean
that females do not speak up because they never intended to. In
cases of criminal arrests, any racial minorities would be labelled
as loitering with intent because they get arrested irrespective of
whether they had negative intent or not. If we do not revisit the
intention estimation problem, we continue to develop systems that
discriminate and exclude.

1.5 Relating Intentions and Outcomes:
Predicting the Future is not the same as
Intention Estimation

Perhaps the mere notion of intentions are still hard to grasp. Let us
use an example based on social intentions in-the-wild as illustrated
with Fig. 1(d). We observe a conversing group containing partici-
pants A - F at a professional networking event where F is speaking.
If we observe the gaze of E, we see that they are the only person not
looking at F but is instead gazing at D. An observer might perceive
this gaze to indicate an intention to talk to D. While state-of-the-art
approaches would conclude that a system is successful in predicting
E’s intention if D and E start having a conversation. The main point
is that the perceived intention of E to speak to D is already observed
and valid irrespective of whether D and E finally converse or not.

There needs to be more attention on investigating automated
means to estimate and distinguish between realized and unrealized
intentions. To do this more effectively it makes sense to think about
the relationship between intentions and outcomes. Figure 2 illus-
trates the possible combinations; state-of-art approaches focus on
(a); realized intentions. These are intentions that led to the desired
outcome. Meanwhile unrealized intentions (intentions that did not
lead to the desired outcome), as shown in (b) have received only
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cursory attention [43, 56]. For completeness we also include out-
comes that can occur unintentionally, which can also be known
as serendipity. For the simplicity of Figure 2, serendipity has been
categorized to exist in settings where a person had no intention. A
more nuanced definition of serendipity could define it actually as
any unexpected outcome. In other words, an outcome could have
occurred instead of an unrealized intention as well as an absence
of intentions. When these potentially unrealized intentions are
viewed from the lens of serendipity, it becomes again a hot topic
in business [11, 30], organizations [10, 19], society [14], creativity
and productivity [22, 32] to name but a few.

So why have unrealized intentions been of so little interest?
Perhaps the focus of prior research work in intelligent systems
were so focused on anticipating our intention in order to react to
us, that it became synonymous with future forecasting. Or perhaps
the problem is how do you identify and label something that was
intended but did not happen?

2 THE CHALLENGES OF UNREALIZED
INTENTION LABELLING IN-THE-WILD

We hope that by now we have convinced the reader that intention
estimation is an important and under-explored topic. Particularly
in the case of unrealized intentions. So let’s start to label them! The
discerning reader may already see some hurdles ahead of us once
we start to explore intentions in the absence of outcomes. How do
we read the mind of the user? And how do we do it at fine time
scales? When does an intention start and end? How do we label
unrealized intentions both in terms of the relevant cues and also
an outcome that did not occur?.

The challenges of labelling intentions can be illustrated in Fig. 3.
For many, (including initially the authors themselves) self-report
seems the only reasonable method to obtain labels of intentions.
Ideally, the person would report constantly (self-reported in-situ
continuous feedback: Fig. 3(a)), leading to a very temporally
precise measure of someone’s intention. Some tools have been
developed to enable in-situ and in-the-wild reporting of affect whilst
watching mobile video that may be applicable in this case [58].
However, this could disturb the spontaneity of the social behavior.
Another alternative is to have subjects watch an interaction they
just had and rate it continuously [51]. However this is hard to scale.
Another solution involves individuals reporting their intentions
just after finishing an interaction (self-reported in-situ posthoc
feedback: Fig. 3(b)). However reflective cognitive processes can
occur during post-hoc reflection leading to a difference in reported
intention compared to a spontaneous in-situ report (see [17] for a
detailed discussion).

A final option uses external observers (third-party continuous
post-hoc feedback: Fig. 3(c)). The temporal precision between the
intention and sensor data is preserved, and the behaviour is not
disturbed. However, whilst being much more scalable, it moves
us further away from the truth of the individual being observed.
There is perhaps still hope. While this may not be the same as
the true intention of the person, learing plausible narratives of
intention could still allow intelligent systems to reason about them,
potentially updating and adjusting their understanding based on
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feedback during user interactions. Meanwhile the individual’s true
intentions are kept private.

3 GUT REACTIONS AND COGNITIVE
EMPATHY

It would appear that exploiting the perceptions of external observers
would be a nice compromise for obtaining intentions at scale and
with high temporal fidelity. But what makes this approach valid?
By asking annotators to label plausible intentions, they are likely to
simulate narratives plausible to their own life experiences [7, 15, 44].
On the other hand, given that the individual being observed is not
the same as the observer, there is some distance that must be taken
by an observer.

One can also consider such labelling tasks to be a form of Eth-
nomethodology, which is deliberately agnostic towards social the-
ory in favour of a naive eye, shaped towards the context of interest.
This is an important notion as ”..members of society must have
some shared methods that they use to mutually construct the mean-
ingful orderliness of social situations” [45]. Stated another way,
the basic premise of Ethnomethodology assume that there is an
emergent and meaningful orderliness to social situations that can
be interpreted by external observers.

In the end it is likely that observers, and in particular lay ob-
servers if we take a crowd sourcing approach to the labelling pro-
cess, will not necessarily be trained in the rigours of Ethnomethod-
ological practice. And even if they were, disentangling the effect of
subjective personal experience from a deliberate naive eye approach
may be impossible.

What is clear, however, is that these perceived intentions come
with plausible narratives or explanations. It could well be that
for a given constellation of behaviours, much like those seen in
Figure 1(d), multiple plausible explanations for completely different
perceived intentions for person E could exist. In the crowdsourcing
literature, there has been a tendency to assume one single ground
truth. Annotations are judged as being poor if they do not agree
with other annotators and there are some people who are more
expert than others [5].

Finally what happens in the case of unrealized intentions? We
propose that gut instincts may be the way to identify them and
in the following case study, we investigate this approach to label
unrealized intentions to speak.

4 CASE STUDY: ESTIMATING UNREALIZED
INTENTIONS TO SPEAK

As highlighted in Sec. 2, there are compelling benefits to using third
party labels. To this end, we present a case study that investigates
the estimation of proximal intentions. We focus specifically on two
questions, focusing on the problem of speaking intention in-the-
wild: (i) How feasible is it to label unrealized intentions using an
external observer? Can we rely on Mele’s idea of overt intentional
actions [31]? (ii) How could we train a model to detect realized and
unrealized intentions? (iii) Would there be a difference between the
performance of realized and unrealized intentions?
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4.1 Related Work on Intentions to Speak

To our knowledge, Wlodarczak and Heldner carried out the only
research that has discussed unrealized intentions to speak [56].
They used sensors strapped to the chest and abdomen in seated
discussions to measure breathing during conversations. The find-
ings identified breath inhalations (that looked like preparations
to speak) followed by long breath holds and a silent exhalation
with no accompanying speech activity. They speculated that this
behaviour could be indicative of unrealized intentions. Their find-
ings are foundational but their sensing approach is hard to scale
to dynamic in-the-wild ecologically valid settings. Moreover, their
speculations were not validated with self-reports or third-party
perceptions of the multi-modal data.

Other related work focuses mainly on behaviour forecasting,
namely turn-change prediction and next-speaker prediction. Turn-
change prediction estimates when a turn change is about to oc-
cur whilst next-speaker prediction estimates who will speak next.
Petukhova and Bunt [36] found that gaze aversions, lip movements,
and posture shifts are strongly correlated with receiving the next
turn in conversations. According to Novick et al., 42% of the turn
changes follow the pattern: the speaker first looks towards the lis-
tener as they complete the turn; then the speaker and the listener
have a short moment of eye contact; lastly the listener looks away
and begins speaking [34]. Automatic recognition of such patterns
can be useful for next speaker prediction and possibly for prediction
of intentions to speak. As noted by Schegloff, turn-taking is not al-
ways smooth, as an interruption could be interpreted as not letting
the current speaker finish, which can be viewed conceptually as a
form of unrealized intention [47].

Ishii et al. showed that gaze-transition patterns are useful for
predicting the next speaker and when the next speaker starts to
speak. They later found that a fusion model using both respiration
and gaze behaviour performs better than using only one of them
in isolation, and respiration was the more useful feature in their
multimodal model [24]. A followup study also by Ishii et al. found
that people tend to open their mouths slightly before they start
speaking, which can be related to intentions to speak [25].

4.2 Our Approach

An overview of our experiments are shown in Figure 4. Develop-
ing systems that work outside of the lab in in-the-wild ecologically
valid settings adds some additional constraints to our problem space.
This includes exploiting a sensing setup that would maximise the
detection of unrealized intentions and whilst being respectful of
privacy concerns. Building on the promising results of estimating
speaking status with accelerometers [39, 42] we leverage the ubig-
uity of the conference ID badge commonly hung around the neck.
The badge form-factor can be exploited with sensors such as a tri-
axial accelerometer which is most likely to capture the fine grained
breathing activities observed by Wlodarczak and Heldner [56], as
well as other intention related behavioural modalities (e.g. leaning,
gaze via head pose). Given the loud background chatter associated
with busy networking events, we decided against using the au-
dio since detecting subtle noises could be more challenging. There
are also privacy concerns when recording private conversations
[13, 42]. Multi-modal analyses are left for future work.
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Figure 3: Challenges to overcome for labelling realized and unrealized intentions. We present a study using (c) in Sec. 4.
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Figure 4: Overview of our approach. The dashed lines indicate
the flow of only accelerometer data.

Our experimental approach is summarized in Fig. 4. A model
is trained on the accelerometer data of automatically extracted
realized intentions to speak (Sec. 4.5). These positive samples are
automatically extracted from the voice activity detection (VAD)
as explained in Sec. 4.5.1. The trained model is evaluated on the
automatically generated realized and also manually annotated un-
realized intentions to speak (Sec. 4.4). Results are presented in Sec.
4.6.

4.3 Experimental Data

For this case study, we used the REWIND dataset [53] which will
soon be shared [39]. The REWIND dataset contains audio, video,
and wearable accelerometer data of an indoor professional net-
working event with around 100 attendees who stood and were
free to mingle as they pleased. Video data is recorded by elevated
side-view cameras, as shown in Fig. 1(c). The event offered a mixed
consent model where participants could choose whether to wear
an accelerometer around their neck (like a conference ID badge), a
wireless microphone attached to the face via specialised tape used
for theatre productions, and appear under the cameras. A 10-minute
segment (1:00:00 - 1:10:00) of the data is used for the exploratory
study and annotations. In this interval, 13 participants had audio,
video, and accelerometer data. Ethical approval from the university
ethics board was granted.

4.4 Labelling Unrealized Intentions to Speak

To assess the quality of the model on unrealized intentions to speak,
a sample of unrealized intentions to speak is needed. Before la-
belling the data, an initial exploratory study of unrealized inten-
tions to speak was done. This involved critically examining our
own behaviour in cases of intentions to speak and that of others.

Finally, the data was observed to find cues that indicate intentions
to speak.

The most important finding from this exploratory study was that
mouth-opening patterns through lip or tongue smacks were audible
in some cases. To the best of our knowledge, no literature associates
these audible mouth-opening patterns with intentions to speak. We
claim that we should! Another finding from this exploratory study
was that due the loud background chatter, we found that people
sometimes lean in or shift posture towards someone’s ear when
they want to say something. Furthermore, throat clearing seemed
also to indicate an intention to speak. Lastly, we found an important
conceptual distinction between intentions to start speaking and
intentions to continue speaking; in the first case, the person is not
yet speaking and attempts to take the turn, whereas in the latter,
the person is already speaking and attempts to keep the turn.

After the exploratory study, during the 10-minute segment, start
and end times of perceived unrealized intentions to speak were
labelled manually. An important consideration is that these are
annotations of perceived unrealized intentions to speak; when the
annotator deemed it more likely than not the case that a person
wanted to say something but did not (get the chance to), the seg-
ment is annotated. The end of an annotated unrealized intention
is labelled based on when the person does not speak when the
annotator would expect them to speak and also when they do not
give any signals anymore that they have an intention. This high-
lights the inherent uncertainty in these annotations and the higher
dependence on gut feeling of the annotator.

Annotations were performed by one of the co-authors using
ELAN [33] using audio-visual data coming from the microphone
and corresponding camera of a given subject. The annotator lis-
tened to one participant at a time while looking at them through
the camera in which they are best visible. When the annotator
perceived a (likely) unrealized intention to speak, this segment was
annotated. This is primarily based on human intuition, whilst bar-
ing in mind the cues associated with (both realized and unrealized)
intentions to speak that were identified in the literature survey and
the exploratory study.

Following the findings of the exploratory study where we had
identified two categories of unrealized intentions; starting and con-
tinuing to speak. We report from the chosen experimental data the
number of observed unique individuals, samples, and mean, and
standard deviation of the interval lengths respectively: intentions
to take the turn (UnrealStart: 10, 22, 1.98 +0.89s ) and intentions to
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Figure 5: Positive sample generation; X is varied from 1-4s.

continue speaking (UnrealCont: 7,17, 2.46 + 0.97s). It is important
to note that small sample size. This suggested that we would not be
able to train a model from scratch with reasonable accuracy and
that an alternative training approach was needed.

4.5 Training Intentions to Speak

Four models were trained with varying window lengths spanning
1-4s with 10 epochs under 3-fold cross-validation. To minimise vari-
ation in the model performance to discern differences between the
different experiments, leave-person-out cross validation was not
used. With so few test samples, we decided to train models for just
realized intentions to speak and test on the samples identified in
Sec. 4.4. These models were evaluated using the ROC AUC across
5 experiments using different types of positive test samples ;1.
All: realized and unrealized intentions, 2. Realized, 3. Unreal-
ized, 4. UnrealStart: unrealized intentions to start speaking, and
5. UnrealCont: unrealized intentions to continue speaking.

Adapting the implementation of Vargas et al. [53], the struc-
tural architecture of our models comprises multiple residual neural
networks embedded within convolutional neural networks. Non-
overlapping training samples from individual accelerometer data
were sampled from the mingling time outside of our chosen 10
minute segment and within the 10 minute segment for the test data.
This procedure was repeated 100 times.

4.5.1 Voice Activity Pre-processing. For each speaker, we process
the provided automatically detected voice activity generated by
REWIND which computes voice activity by applying the follow-
ing to each audio signal; loudness normalization, denoising, and
Speaker diarization via NVIDIA NeMo [29]. This was then pro-
cessed to remove extremely short turns (<1.5s) that are likely to
be back-channels and short pauses (<1.5s) between speaking. The
threshold of 1.5s was determined empirically.

4.5.2  Positive Sample Set Generation. Since there were so few sam-
ples of unrealised intentions identified, we needed to leverage the
large number of realized samples that existed in the dataset. We
hypothesized that the unrealized intentions might have similar
characteristics to the realized intentions, though findings by Wlo-
darczak and Heldner suggest that humans do adapt their behaviour
some time before the next speaker when they can see that they will
not get to speak [56].

Positive realized intention samples were selected as the time
windows prior to the activation of voice activity (interval X in Fig.
5). As the window length increases from 1 up to 4 seconds, the
number of positive samples decreases due to a higher chance of
overlapping with speaking segments. The length of the annotated
positive unrealized intention samples also varies (as mentioned in
Sec. 4.4). Since there were so few samples, we decided to use them

!code and data shared at https://github.com/TUDelft-SPC-Lab/UnrealisedIntentSpk
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Realized Unrealized | Unrealized
Start Continue

Train | 2567 / 2053 / 1689 / 1487 unused unused
= L 327 /268 / 239/ 217
g | 2| 286/227/198/176 unused unused
'%‘ i unused 39/39/39/39
& 4 unused 22/22/22/22 unused
M5 unused unused 17/17/17/17

Table 1: Numbers of positive samples by type: row 1. training;
row 2-6: test samples generated at 1s/2s/3s/4s window lengths.
Experiments with the different types of training data that
was used; 1. All: realized and unrealized intentions, 2. Real-
ized, and 3. Unrealized, 4. UnrealStart: unrealized intentions
to start speaking, and 5. UnrealCont: unrealized intentions
to continue speaking.

all at test time irrespective of the window length. In all experiments,
we aligned the end of the sample with the annotated end time of the
positive unrealized intention sample and then computed back in
time for the corresponding window length. The number of positive
samples for training and test are shown in Tab. 1.

4.5.3 Negative Sample Set Generation. The negative samples for
training were randomly sampled outside the period 1:00:00-1:10:00,
where the length of the negative samples corresponds to the length
of the positive samples (1-4s). Test samples were randomly sampled
from the time interval of 1:00:00-1:10:00 taking care that they did
not overlap with any of the positive samples (experiment 2). The
negative test samples for experiments 3, 4, and 5 were sampled
from this same segment and did not overlap with positive realized
or unrealized intention samples. The negative samples generated
for experiment 1 also included the negative samples of experiments
2 and 3. The ratio of positive to negative samples is always 1:20.

4.6 Results

A comparison of all the results is shown in Fig. 6 where the mean
and standard error were computed over all folds over 100 runs. We
observe that Realized had above average performance with better
performance for longer windows and that All performs worse but
still mostly above average. Unrealized shows performance com-
parable to Realized for 1s and 2s windows. However Unrealized
has poor performance at windows of 3s or 4s, which could sug-
gest that the unrealized intentional behavior is different further
before the unrealized intention or that the labelling of the end of
the unrealized intention was too far away from the start.

Finally, dividing up the data from Unrealized, we observe that
UnrealCont has consistently worse performance while Unreal-
Start has surprisingly better performance than all other experi-
ments for the 1s and 2s windows. This suggests that Unrealized
intentions to start speaking exhibit extremely clear non-verbal be-
haviors that align well with the behavior of realized intentions. The
performance drop as the window size increases could suggest that
annotation of the end of the UnrealStart cases are shorter. These
shorter window lengths also align with clear behaviours related to
the intention to speak such as leaning.
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Figure 6: Mean and standard error for all experiments.

We speculate that unrealized intentions to continue speaking
have more subtle behaviour since the subjects did not need to coor-
dinate a turn change. The comparable performance of UnrealCont
at 1s suggests that distinguishing behaviours are short such as for
breathing. Finally, the general decreasing trend of experiments 3-5
as the window size increases may be due to samples being more
and more contaminated by voice activity behavior.

5 SUMMARY AND OPEN CHALLENGES

We have proposed a reframing of intention estimation research to
account for both realized and unrealized intentions to overcome
the "intention by outcome” problem. We carried out a preliminary
investigation showing that unrealized intentions can be labelled
by an external observer. Our experiments using trained models
demonstrate that realized and unrealized intentions are hard to dis-
entangle which suggests potential opportunities to exploit transfer
learning approaches. Beside this, many open questions remain:

Intention Detection vs. Segmentation. Our case study presented a
simple first step where we used a window based approach to decide
if it contains an intention to speak or not. This requires us to know
the length of an overt intention behaviour beforehand. There is
likely to be a preference for finer grained annotations where we can
observe the precise time when an intentional behaviour starts and
also ends. Performing the labelling for the segmentation task when
there are realized intentions is fine; one chooses the moment within
a window of time when the start of an overt intentional behaviour
is observed. But how do we label the start and end of a intention
that is never realized? Was the choice we made in the case study
correct to rely on intuition to find the end of the intention rather
than e.g. selecting the end of the first overt behaviour?

Associating Intentions with Outcomes. For the case of realized
intentions, finding the associated moment where the overt intention
starts to occur follows prior work. However, even if we can use our
gut instincts to identify an unrealized intention, was it right that
the unrealized intention needs to occur shortly after the intention?
What if it happens much later on? Or for more complex intentions
where the outcome might be far in the future, how do we associate
intentions with outcomes if there are long temporal connections?
How long should a system wait before declaring an intention to be
(un)realized?

Intention by Outcome: From Problem to Paradox? Earlier, we de-
scribed the intention by outcome problem in Sec. 1.2, where we
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critiqued the practice of looking into the future to train state-of-
the-art intention estimators. Due to too little data on unrealized
intentions to speak, our case study also relied on a training proto-
col that relied on training realized intentions to speak. Note that
the negative training examples we selected could not necessar-
ily guarantee not to capture unrealized intentions to speak. Our
experimental results showed that there are similarities between
the preparatory behaviours observed in unrealized as well as real-
ized intentions. For an annotator to perceive realized or unrealized
overt intentions, they may rely on many past observations of pre-
dominantly realized intentions to learn the relevant preparatory
behaviors. It remains an open question whether unrealized inten-
tions can be perceived without needing to have ever observed any
realized examples, when e.g. more complex (non-overt) intentions
are at play.

Subjectivity. Our case study used one annotator. Without an asso-
ciated outcome, unrealized intention labelling requires an observer
to fill the gap between the observed cues and the perceived intent
using on their own life experiences. For example, for the example
initially given in Fig. 1(d), if we were to ask multiple independent an-
notators, they may come up with multiple different intentions with
all equally plausible explanations. Usually subjectivity is treated
as noise but is there not a validity to any perception as long it is
explained by observed cues? If so, how can we train models to
account for this? What if all these equally valid perceptions do not
agree despite each having very valid explanations? It is not clear
how we should set up a learning problem based on multiple equally
valid but potentially conflicting narratives.

Annotator Context. As argued by Dudzik et al., a lack of sys-
tematic treatment of annotator context could be limiting system
performance for affect perceptions [18] and could apply to other
labelling tasks. Thus far, the relevance of annotator context in an-
notation tasks is largely ignored. The Perspectivist Data Manifesto
proposed by researchers in the Natural Language Processing Com-
munity could provide some useful insights [12]. If integrated into
the labelling task, this could allow systems to be designed to take
only certain types of biases or perspectives into model training
based on a careful selection of the context of annotators. Being able
to manipulate the type of perspective that an estimated intention
should originate from may also provide opportunities to get closer
to the intent of the actual subject in question. Could the perspective
of annotators that are closer to that of the subject make them better
estimators of the true intention of the subject?

Situation Context. The case study only addressed one type of
intention. However, if we need to automatically infer multiple in-
tentions, the context plays a significant role in how people perceive
other people’s overt intentions [4]. When multiple plausible narra-
tives of intent can exist for the same stimulus (see earlier discussion
on subjectivity), the way to differentiate them comes from the ex-
planation that accompanies an intent label. The explanations are
interpretations based on an understanding of the context. In the
illustrated example, they relate to social aspects such as who is
currently socially involved with whom and temporal aspects such
as what is happening in the conversation(s) of interest. Detecting
the social context is also a challenging problem as a model that
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plausibly defines conversational interaction as a fine time scale
remains and open and challenging problem [40, 49, 50, 52].

Multimodality. Labelling the unrealized intentions required mul-
timodal stimuli, although the audio was the primary modality used
to label the data. Further work is necessary to understand the inter-
play between different modalities and how they can be indicative
of different types of intention. Moreover, one needs to consider
both the digital modalities involved as well as different behavioural
modalities that might be relevant. Finally, when the lexical aspects
of spoken dialog are also taken into account, the complexity of
intentions increases dramatically as intentions to steer conversa-
tions in different directions increase the possible space of intended
behaviors even further.

The Dynamic Nature of Intentions. Our case study assumed that
intentions are static. However, Wlodarczak and Heldner [57] ob-
served circumstantial evidence that could indicate differences in
breathing patterns that could be indicative of intentional planning
behaviours to speak followed by a change of intention and aborting
behaviours. The issue is that depending on the chosen sensor for
a given application, the fidelity at which such subtleties can be
detected remains an open question. If we assume that something
of these changes in intention can be observed, then how should
they be modelled? Conceptual questions also arise as to whether
an aborted intention is already the onset of an unrealised inten-
tion or not. Considering also the hierarchical nature of intentions,
someone might abandon an immediate intention if a serendipitous
opportunity related to a longer term goal arises.

Accounting for Unobservable Intentions. In Sec. 1.1, we defined
intention and motivated scoping the perceived intention estima-
tion problem to one of detecting overt intentions. Could lead to
unwanted biases.

Potential for Societal Benefit. Some examples of how we could
use intention estimation to reduce unwanted bias in issues of gen-
der bias in teams or racism in criminal cases was discussed in the
introduction. However, simply making estimates is not enough.
How should a system respond to and act upon automated percep-
tions of realized and unrealized intentions? The matter may need
to be handled extremely carefully for applications that counter dis-
crimination and exclusion, especially when making an incorrect
inference could be extremely damaging. Finally, the potential ben-
efits of using intention estimation systems to help highlight how
certain perspectives might lead to particular biases in intention
estimation needs further exploration.
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