
Experimental and numerical investigation of the

flow-induced resonance of slender deep cavities that

resemble automotive door gaps

A.T. de Jong∗ and H. Bijl †

Cavity aeroacoustic noise is relevant for aerospace and automotive industries and widely
investigated since the 1950’s. Most investigations so far consider cavities where opening
length and width are of similar scale. The present investigation focuses on a less investigated
setup, namely cavities that resemble the door gaps of automobiles. These cavities are both
slender (width much greater than length or depth) and partially covered. Furthermore
they are under influence of a low Mach number flow with a relatively thick boundary layer.
Under certain conditions, these gaps can resonate with the flow.

The present investigation attempts to reveal the aeroacoustic mechanism of this tonal
noise. Also the ability to simulate the resonance behavior using the Lattice Boltzmann
method (LBM) is evaluated

Experiments have been conducted on simplified geometries, where hotwire, high speed
PIV and microphone measurements have been used. The opening geometry and boundary
layer properties have been varied. Using the PIV results, the observed influences of the
opening geometry on base mode resonance are explained.

With increasing velocity, several resonance modes occur. In order to obtain higher
mode shapes, the cavity acoustic response is simulated using LBM and compared with
experiment. Using the frequency-filtered simulation pressure field, the higher modes shapes
are retrieved. Based on this an analytical model is derived that shows good agreement with
the simulations and experimental results.

LBM based flow simulations show that the turbulent fluctuation content of the bound-
ary layer is important to correctly simulate the flow induced resonance response. When
unsteady fluctuations are implemented in the inlet of the simulation, the cavity excitation
shows good resemblance with experiment.

I. Introduction

Noise reduction is an important part of engineering design in the transportation industries. Airplanes,
automobiles and trains all produce noise that disturbs passengers, operators and the surrounding communi-
ties. On a typical car geometry there are several possible sources for aeroacoustic sound production. These
include broadband wind noise due to turbulence, whistling of spoilers and antennas, sunroof buffeting and
flow induced resonance of the trunk lid and door gaps.

From a physical point of view the aeroacoustic mechanism of door gap resonance is not entirely clear.
These structures are slender (width much higher than length or depth), covered and under influence of a
thick boundary layer. Most of the focus in research in the past has been put on other cavity geometries. For
example, in the aircraft industry, most focus has been put on open shallow cavities. These cavities resemble
aircraft weapon bays and landing gear wheel wells.1 Deep cavity resonance has also been a topic of interest,
for example in side branches of pipe systems.2, 3 Covered cavity geometries have been investigated in detail,
where the cavity often behaves like a Helmholtz resonator. For example Dequand et. al.4, 5 investigated the
resonance lock-on amplitude of several rectangular Helmholtz resonator geometries under a thin boundary
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layer flow. Examples of applications are the sound generation in flute like instruments,6–8 the buffeting of
open car sunroofs and side windows9, 10 and Helmholtz resonators used in acoustic liners.11

The current investigation concerns a special setup relevant in the automobile industry, the tonal noise
from automobile gaps. These covered cavities are slender (width much larger than length or depth) and under
influence of a low Mach number flow (M ≈ 0.1) with a relatively thick boundary layer. Both slenderness
and a thick boundary layer reduce the resonance response of a cavity. Howe’s theory12 indicated that an
increased aspect ratio modifies the impedance, thereby reducing resonance. Kooijman et. al.13 showed that
by increasing the boundary layer momentum thickness compared to the opening length, the instability of
the opening shear layer is reduced. In fact, in general door gaps only show a passive response to the flow,
although there are cases where a resonance lock-on can occur.

Door gap structures have not been examined in great detail, although quite some investigations on
geometries of this kind can be found in literature. For example Nelson14, 15 experimentally analyzed a
Helmholtz resonator with laser Doppler velocimetry, where an opening slot of 600 by 10 mm was excited
by a grazing flow of 16 to 27 m/s. In addition, Henderson16, 17 presented benchmark experimental data of
a resonator with a 460 by 8 mm slot with a thick boundary layer flow of 45 to 60 m/s. Mongeau et. al.18

show experimental results of a 25 cm wide cavity that resembles a door gap, including a seal fixture, where
the cavity showed a passive response to the outside flow.

The current investigation is set up to investigate cavity acoustic resonance behavior in order to reveal
the influence of gap geometry and flow conditions on resonance. For shallow cavities, it is known that the
boundary layer has a large influence on the resonance behavior, however this has never been quantified
in detail for door gap like structures. For side-branches in pipe systems, the influence of the upstream
and downstream opening edges can be considerable. Therefore it is expected to have a large influence
on gap resonance behavior as well. Different upstream and downstream edge round-offs are implemented.
Furthermore in the currently investigated covered cavity, the overhang location can be moved between the
upstream and downstream edges. Also the boundary layer thickness is varied.

Special focus is put on resonances with spanwise variations due to the slender dimensions. Spanwise
modes have been identified in shallow cavities in a large eddy simulation of a weapon bay by Larchevêque,19

corresponding to simple spanwise room modes. For covered cavities, Henderson mentioned the possible
existence of modes with spanwise variation. But the pressure excitations were measured at a single spanwise
location and it was therefore not possible to identify these modes. Mongeau observed passive low amplitude
spanwise modes which were not coupled to higher amplitude excitations. Therefore they do not correspond
to spanwise varying resonance modes observed in the current research.

Three dimensional acoustic and flow simulations are performed using the Lattice Boltzmann method
(LBM) and compared with experimental results. LBM is a method using kinetic theory to simulate com-
pressible flows at low Mach numbers. Special attention is put on the effect of inflow conditions on cavity
resonance.

The present numerical and experimental investigation attempts to reveal and describe the flow induced
resonance properties of simplified door gap geometries in detail. The investigation is also performed to
reveal whether, and under what conditions the aeroacoustic resonance can be simulated correctly. Section
II summarizes the theory of gap noise resonance. Both windtunnel results and Lattice Boltzmann Method
based flow simulations are used in the investigation. Sections III and IV explain the used experimental
and numerical setups. The experimental results are given in section V. The influence of geometry and
flow parameters for the base resonance modes is presented in section VI. The higher modes with spanwise
variation are investigated in section VII. Finally the CFD simulations of the cavity geometry are presented
in section VIII.

II. Theory: Cavity resonance modes

This section briefly explains the possible aeroacoustic mechanisms for the investigated setups. A cavity
volume can act as an acoustic resonator to an excitation source in the cavity neck region.

The excitation can either be due to a feedback mechanism of the perturbed shear layer or due to passive
excitation by the pressure fluctuations in the turbulent flow20 (turbulent rumble). In case of feedback,
the shear layer can roll up into discrete vortices impinging on the opening downstream edge coherently (a
Rossiter mode),1 or exhibit a flapping shear layer motion. In the low Mach number limit, a feedback mode
corresponds to excitation at a fixed Strouhal number Sr = fδ

U∞ , with f the frequency, δ the slot opening
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length and U∞ the free stream velocity. If the excitation frequency is close to a resonance frequency, lock-on
can occur and the system can resonate. In case of turbulent rumble the resonance should effectively be
independent of velocity.

The resonance method can either be of a Helmholtz type or of a standing wave type. In Helmholtz-like
resonance the mass of air in the cavity is coherently compressed and expanded. The equation for a Helmholtz
resonator is:21

fH =
c

2π

√
S

V H ′ . (1)

Here V is the cavity volume, S is the cavity neck surface area and H ′ is the corrected vertical length of
the cavity neck. The relation between the real vertical cavity neck height H and H ′ is H ′ = H + h, where
h is an end correction factor to account for the added resonating mass above and below the opening. For
non-slender openings it is based on the surface area h ∝ √

S, whereas in the slotted opening of the current
investigation, it is assumed to be related to the opening length only h ∝ δ and independent of the slot width
W .11

Besides Helmholtz-like excitation, where the air in the cavity is coherently pressurized and expanded,
standing wave patterns inside the cavity can emerge. The combined effect of all acoustic pressure waves in
the cavity volume can create a standing pattern consisting of a fixed number of sinusoidal waves between
opposite cavity boundaries. The frequencies for a rectangular box of dimensions L, D, W are:21

fnx,ny,nz =
c

2

√(nx

L

)2

+
( ny

2D

)2

+
(nz

W

)2

. (2)

III. Experimental setup

A. windtunnel model

The experimental geometry consists of a rectangular cavity partially closed off by a rigid overhang either
from the upstream or downstream edge of the cavity. The cavity opening is subjected to a flow with a thick
(compared to the opening length δ) flat plate boundary layer profile. The aspect ratio of the cavity is large,
W
δ >> 1.

For the experiments the vertical tunnel (V-tunnel), located at Delft University of Technology in the
Netherlands was used. The V-tunnel is a tunnel with an open test section and a vertical outflow though a
circular opening, 0.6 m in diameter. Due to the high contraction ratio of the settling chamber the quality of
the airflow is high (low turbulence) and the tunnel is relatively silent.

The model used in the windtunnel is a cavity embedded in a splitter plate which has an elliptic nose
cone. Figure 1 gives the dimensions of the cavity and figure 4 shows a photograph of the splitter plate with
the embedded cavity. The expected Helmholtz resonance frequency is around 800 Hz and expected base
resonance onset velocity is 25 m/s. This is in the velocity range of the used vertical windtunnel (0 to 47
m/s) and is also an interesting velocity to resemble a car door gap (typical car highway speeds).

The boundary layer develops on the first section of the plate. By adjusting the length of the splitter
plate and the location of trip wires the boundary layer is controlled in a precise and reproducible way. The
splitter plate upstream flat plate section is set to varied between 0.2, 0.3, 0.5, 0.7 and 0.9 m and a 1 mm
high zigzag type turbulator strip is located 10 cm from the splitter plate nose.

The cavity itself is constructed out of thick-walled aluminum to ensure enough rigidity to prevent fluid-
structure resonance effects. Interchangeable parts are used to alter the neck geometry. The cavity dimensions
are given in figure 1. The cavity neck can be equipped with sharp or round edges and a upstream or
downstream edge overhang can be implemented, as depicted in figures 2 and 3.

The maximum spanwise width of the cavity is set to 0.5 m, which is smaller than the 0.6 m width of the
splitter plate itself. This leaves 5 cm on both sides (shown in figures 1 and 4) to ensure that the end effects
of the outlet (the shear layer of the outlet jet) will not reach the cavity region. In this way the flow speed
and boundary layer shape remain constant along the whole span of the cavity. The current experiments also
include runs with a reduced cavity width of 0.3 m by closing one side with blocks in both the interior and
opening. This reduced setup is used to evaluate the effect of the total span on the resonance behavior.
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Figure 1. Cavity dimensions.

(a) Upstream edge over-
hang, sharp edges

(b) Downstream edge
overhang, sharp edges

(c) Upstream edge over-
hang, rounded edges

(d) Downstream edge
overhang, rounded edges

Figure 2. Possible cavity neck setups without mixing round and sharp elements

(a) Sharp upstream edge
overhang, rounded down-
stream edge

(b) Sharp downstream
edge overhang, rounded
upstream edge

(c) Rounded upstream
edge overhang, sharp
downstream edge

(d) Rounded down-
stream edge overhang,
sharp upstream edge

Figure 3. Possible cavity neck setups by mixing round and sharp elements

Figure 4. The windtunnel model; cavity with embedded splitter plate.
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B. Measurements

The boundary layer characteristics are measured with a constant temperature hotwire probe. For this, the
cavity is closed off. The velocity magnitude in the boundary layer is measured at 25 different heights (with
uneven spacing, most measurements in the lower regions), for 4 different flow speeds (20, 24 , 30 and 40
m/s) and 3 spanwise locations (center, quarter and edge of cavity, see figure 1).

Flow runs with open cavity have been performed to measure the flow induced sound pressure levels inside
the cavity. The velocity is increased incrementally, up to the wind tunnel limit of approximately 47 m/s.
The open cavity flow run experiments use 3 pressure transducers. These are located at different spanwise
locations (center, quarter, and edge) on the floor of the cavity, as indicated in figure 1.

In order to evaluate the flow in the opening region, high speed, time resolved particle image velocimetry
(PIV) has been used. All setups indicated in figures 2 and 3 have been investigated. PIV is also used to
capture the lower boundary layer characteristics and is combined with hotwire results.

The illumination over an area of 25 by 16 mm is provided by a Quantronics Darwin-Duo 527 Nd:YLF
laser. The field of view covered the cavity opening and the outer flow boundary layer up to 8 mm in height.
The light sheet is positioned steamwise and perpendicular to the plate, with spanwise location 80 mm from
the opening edge, as indicated in figure 1. A Photom Fastcam SA1.1 camera (1,024 x 1,024 pixels) is placed
at a 90 degree angle with the illumination, and captures 1024x512 images. The illumination and recording
devices are synchronized and controlled by a LaVision programmable timing unit (PTU v9) controlled by
DaVis 7.3 software. Each measurement consists of 1000 image pairs at a recording frequency of 6000 Hz,
which is sufficient to capture the temporal behavior of the flow (at approximately eight samples per resonance
cycle). The double pulse interval is varied between 8 and 15 microseconds, depending on the velocity. The
chosen magnification yields a typical digital resolution of 40 pixels/mm. The images were analyzed with the
LaVision Davis 7.3 software, using a multi-step cross-correlation with a final interrogation window size of 16
by 16 pixels (0.4 by 0.4 mm2) with 75% overlap. A sample image is given in figure 5.

Figure 5. Sample recording after initial image processing (left) and flow result showing velcoity magnitude
from 0 m/s till U∞ (right).

IV. Numerical setup: Lattice Boltzmann Method

Numerical simulation results of flow and acoustics are obtained using the Lattice Boltzmann Method
(LBM).22 LBM is an alternative numerical method to traditional CFD for simulating complex fluid flows.
Unlike conventional methods based on macroscopic continuum equations, the LBM starts from mesoscopic
kinetic equations, i.e., the Boltzmann equation, to determine macroscopic fluid dynamics. The commercial
LBM based package PowerFLOW is used.

The lattice Boltzmann equation has the following form:

fi (�x + �ciΔt, t + Δt) − fi (�x, t) = Ci (�x, t) , (3)

where fi is the particle distribution function moving in the ith direction, according to a finite set of the
discrete velocity vectors {�ci : i = 0, ..., N}. �ciΔt and Δt are space and time increments respectively. The
collision term on the right hand side of Eq. (3) adopts the simplest and also the most popular form known
as the Bhatnagar-Cross-Krook (BGK) form:23 :

Ci (�x, t) = −1
τ

[fi (�x, t) − feq
i (�x, t)] (4)

Here τ is the relaxation time parameter, and feq
i is the local equilibrium distribution function, which
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depends on local hydrodynamic properties. The basic hydrodynamic quantities, such as fluid density ρ and
velocity �u , are obtained through moment summations over the velocity vectors; i.e.

ρ (�x, t) =
∑

i

fi (�x, t) , ρ�u (�x, t) =
∑

i

�cifi (�x, t) (5)

In the low frequency and long-wave-length limit, for a suitable choice of the set of discrete velocity vectors,
one can recover the compressible Navier-Stokes equations through the Chapman-Enskog expansion for Mach
numbers less than (approximately) 0.4.22 The resulting equation of state obeys the ideal gas law, p = ρRT .
The kinematic viscosity of the fluid is related to the relaxation time parameter, τ , by:24

ν = (τ − 1/2)T (6)

The combination of Eq. (3) to (6) forms the LBM scheme.
By recovering the compressible Navier-Stokes equations, including an ideal gas equation of state, LBM

also inherently recovers acoustics. Some fundamental aeroacoustic capabilities of the scheme have been
studied before, such as wave propagation and compressible behavior.25, 26 In these cases the code has proven
itself capable of correctly simulating these acoustics related problems. Examples of the use of the Lattice
Boltzmann scheme in acoustics are simulation of radiation from waveguides,,27 acoustic pulses in flows and
duct aeroacoustics,28 and side branches.26

Lattice Boltzmann equation is solved on a grid composed of cubic volumetric elements, and variable
resolution is allowed, where the grid size changes by a factor of two for adjacent resolution regions.

Powerflow uses a K − ε RNG turbulence model with a local model reduction based on swirl and strain
to allow large vortices to be simulated directly. A turbulent wall slip model is implemented as well.

V. Experimental results

In this section the obtained experimental results are presented.

A. Incoming boundary layer

The boundary layer measurement results are used to check the boundary layer height, shape and fluctuations.
Also, measurements are done to check that the flow properties are constant across the entire span.

The profiles for the mean and root mean squared (RMS) fluctuation profiles of velocity magnitude (more
accurately the vector addition of the streamwise and vertical velocity component) are given in figure 6 for
the center location (middle of the cavity neck opening, 25 cm from the opening edge) of a 0.7 m plate flow.
The other two locations, quarter (12.5 cm from the opening edge) and edge have similar boundary layer
properties. The figures show that the boundary layer properties remain similar during the flow sweep. There
is a mild thickness decrease with increasing velocity due to Reynolds effects.29

Figure 7 indicates the change in boundary layer characteristics due to the increasing used plate lengths.
The PIV results are also presented in this figure. One can see that the PIV results match the hotwire results
well. The PIV results are used to obtain the lower boundary layer profile and the hotwire results are used for
the upper boundary layer profile and the intermediate plate thickness variations. The shape of the boundary
layer is a typical turbulent flat plate one, and the relative shape does not change much with varying boundary
layer thickness. This can also be observed by evaluating the boundary layer integral properties.

The following integral properties are evaluated; the displacement thickness δ∗, the momentum thickness
θ, the shape factor H and the height at 99% of the mean flow δ99.29

The displacement thickness δ∗, momentum thickness θ, and shape factor H are defined as:

δ∗ =
∫ ∞

0

(
1 − ū

Ue

)
dy, (7)

θ =
∫ ∞

0

ū

Ue

(
1 − ū

Ue

)
dy, (8)

H =
δ∗

θ
, (9)
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Figure 6. Boundary layer mean (top) and rms (bottom) profiles of velocity magnitude
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Figure 7. Experimental boundary layer mean profiles for 4 different plate lengths

7 of 32

American Institute of Aeronautics and Astronautics

D
ow

nl
oa

de
d 

by
 T

E
C

H
N

IS
C

H
E

 U
N

IV
E

R
SI

T
E

IT
 D

E
L

FT
 o

n 
D

ec
em

be
r 

30
, 2

01
3 

| h
ttp

://
ar

c.
ai

aa
.o

rg
 | 

D
O

I:
 1

0.
25

14
/6

.2
01

0-
38

63
 



where Ue is the velocity outside the boundary layer and ū the local mean velocity magnitude at height y.
Table 1 shows the influence of velocity for the 0.7m plate length and includes boundary layer data for 3

different spanwise locations to indicate the consistency across the span. Table 2 shows the boundary layer
properties for the different plate lengths. On can see that the shape factor stays in the same range, indicating
shape similarity for the profiles.

Table 1. Overview of boundary layer properties for 0.7m plate length, center/quarter/edge location in span
as indicated in figure 1

flow velocity [m/s] δ∗ θ H δ99

20 2.46 1.80 1.36 15.4
24 2.40 1.75 1.37 14.9
30 2.46 1.79 1.38 15.9
40 2.24 1.64 1.37 13.6

Table 2. Overview of boundary layer properties for different plate lengths at 24 m/s, center location. Please
note that 0.9m plate values are estimated using all other plate length data.

Plate length [m] δ∗ θ H δ99

0.2 1.16 0.85 1.36 7.6
0.3 1.47 1.08 1.36 9.6
0.5 1.96 1.46 1.34 12.7
0.7 2.40 1.75 1.37 14.9

0.9 (estimated) 2.81 2.05 1.36 17.3

B. Unsteady pressure in the cavity

The cavity flow induced resonance is investigated by measuring the internal pressure response. In the current
section the results for the upstream overhang with sharp edges is presented. The upstream flat plate length
is set to 0.7 m.

The flow velocity is increased incrementally. The internal probe sound pressure levels of these velocity
sweeps are gathered in spectrograms and given in figure 8 for all 3 probe locations. The frequency of the
excitation is shown at the vertical axis and the free stream velocity on the horizontal one. The amplitude of
the excitation is in dB is indicated by level.

The figure shows several resonating modes with increasing velocity and increasing frequency. The first
resonance is visible at all probe locations whereas for the higher modes some are not. This indicates a
spanwise variation in the higher resonance modes.

From figure 8 it is found that all the center points of the excitation modes show a linear relation between
frequency and velocity. The Strouhal number Sr = fL

U∞ corresponding to this is approximately 0.3, indicating
that all modes are hydrodynamically excited by the first stage Rossiter mode.1 No excitations of the second
stage Rossiter mode (Sr ≈ 0.7) are present, although low amplitude onsets of resonance for this Strouhal
number can be observed in the upper left part of the figures as light horizontal lines.

Even though the acoustic pressure amplitudes can be around 120 dB, it can be calculated that the energy
transfer from flow to acoustics is low.4 In figure 9 the maximum acoustic pressure amplitude is |p| = 30 Pa
and |p| = 100 Pa for the 22 and 42 m/s case respectively. The estimated acoustic velocity amplitude |uac|
in the neck region for a lumped mass system can be estimated by:

|uac|
U0

≈ 1
U0

Vcav

ρ0S

∣∣∣∣dρ

dt

∣∣∣∣ =
1
U0

L

δ

2πfD

c

|p|
ρ0c

=
1
2

√
Vcav

Vm

|p|
pdyn

U0

c
≈

√
2

|p|
pdyn

U0

c
, (10)

with S = δW the area of the neck opening, Vcav = LDW the cavity volume, Vm = δH ′W the modified
volume of the opening section and pdyn = 1

2ρU2
0 the dynamic pressure. Also dp = c2dρ with c the speed of

sound is used.
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Figure 8. (Color online) Spectrograms of the three internal pressure probes, level by sound pressure [dB]
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Substituting f = 800 Hz, U0 = 25 m/s, |p| = 25 Pa will give |uac|
U0

≈ 1 · 10−2 and substituting f = 1600

Hz, U0 = 42 m/s, |p| = 100 Pa will give |uac|
U0

≈ 3 · 10−2. The low acoustical amplitude makes the lock-on
hard to predict.30

The higher modes are not simple pure standing waves according to Eq. (2), because standing waves that
match the observed spanwise pressure variations do not match the observed frequencies. This is indicated
in table 3, where frequencies of standing wave modes that match the phases and node locations indicated in
figures 8 and 9 are compared to the experimentally observed frequencies. λ is the standing mode wavelength.
Note that in this table the coherently excited base mode does not match any standing wave mode shape.

Table 3. Comparison flow run mode frequencies with pure standing wave modes.

Shape matching st.
Mode Exp. freq. [Hz] wave number nst = 2W/λ St. wave freq. [Hz]

1 830 n/a n/a
2 900 1 340
3 1050 2 680
4 1300 3 1020
5 1600 4 1360
6 1900 5 1700
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Figure 9. Pressure time series of the 3 cavity internal probes for some of the observed modes.

In order to investigate the higher modes with spanwise variation in more detail, flow runs with a reduced
span of 0.3 m are conducted. All other dimensions remained the same compared to the 0.5 m span experi-
ments. The spectrograms of the flow induced response for the edge probe is given in figure 10. The modes
are all excited by the first stage Rossiter mode. The most noticeable differences compared to the 0.5 m span
runs of the lower graph of figure 8 are the lower base mode resonance amplitude and location of the higher
modes in the diagram.
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The base mode has a frequency of around 800 Hz, which is the same as for the 0.5 m span cavity. This
confirms that the slender Helmholtz added length l of Eq. (1) is independent of the cavity width W . By
comparing the higher modes in the lower graph of figure 8 with figure 10, a distinct influence of the spanwise
width can be observed. The higher modes are shifted to larger velocities and have higher frequencies. For
example the second mode shifted from 26 m/s, 900 Hz to 28 m/s, 1000 Hz and the third mode shifted from
28 m/s, 1100 Hz to 34 m/s, 1400 Hz. The shifts cause less modes to appear in the used velocity interval of
10 m/s to 47 m/s. The smaller span runs reveal strong dependence of the higher mode excitation frequency
on the spanwise length. The next section describes an experimental and numerical acoustic response test
that will be used to obtain the exact mode shape of the observed modes.
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Figure 10. (Color online) Spectogram of flow run with a 0.3 m span, edge location internal cavity probe, level
by sound pressure [dB].

C. Shear layer characteristics

The time-resolved flow field is given in figure 11 for a resonating configuration a (upstream edge overhang,
sharp edges). The boundary layer is highly turbulent and interacts with the shear layer dynamics. The
shear layers shows both shear flapping motion (first half) and vortex roll up (second half). The generated
vorticity gets partly entrapped into the cavity due to the interaction with the downstream edge.

VI. Analysis: base mode
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Figure 11. One cycle of time-resolved PIV images, spanwise vorticity (range -5000 - 30000 s−1) and velocity
magnitude (range 0 m/s - U∞). configuration a (upstream edge overhang, sharp edges) used.
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A. Influence of relevant parameters

Five main parameters have been varied to investigate the sensitivity of the cavity to lock-on. First of all
the velocity varied. Due to the fact that in literature thick boundary layers show a resistance to lock-on
into resonance, the boundary layer height is varied. the last three parameters concern the geometry of the
resonator opening. The overhang lip location is varied between a upstream edge overhang and a downstream
edge one. Furthermore the upstream edge and downstream edge rounding has been modified independently
between a sharp edge and a semi-arc roundoff. The sharps edges have been shown to promote resonance in
the current cavity geometries,16, 17 whereas the rounded edges better resemble real world gaps.

Figures 12 and 14 show the influence of the lip opening to the excitation results. Figures 13 and 15 are
the scaled representations of the amplitudes, indicating the ratio of the acoustic velocity to the freestream
velocity.4 One can clearly see that the degree of acoustic lock-on is relatively low, less than 1 percent in
most cases. This makes lock-on hard to predict. The scaled representation also shows non-resonant areas as
horizontal lines.

The effect of boundary layer thickness is included in the figures. With increasing boundary layer thickness,
the amplitudes diminish. 0.9 m plate length shows no resonance lock-on anymore for all modes. Interestingly,
the various geometries show different resonance onset boundary layer thicknesses.

By comparing the geometries, only 3 setups show consistent resonance lock-on: upstream edge overhang
with sharp edges, upstream edge overhang with round edges and upstream edge overhang mixed with round
overhang and sharp downstream edge. By evaluating the figures one can draw the following conclusions:

• A downstream edge overhang does not observe resonance behavior

• with increasing boundary layer thickness, lock-on modes diminish. The cutoff boundary layer height
is geometry dependent

• Rounding the downstream edge will diminish the lock-on amplitude.

• Rounding the upstream edge will promote the lock-on amplitude.

• Only upstream edge overhang, sharp edges shows higher modes with spanwise variations

These items will be analyzed separately in the next sections.
Besides the lock-on behavior, scaled figures 13 and 15 reveal an influence on the broadband behavior as

well. table 4 summarizes the broadband acoustic velocity. The table indicates that rounding of upstream
as well as downstream edges increases the passive response of the cavity. the effect of the upstream edge is
larger.

upstream edge sharp upstream edge round
downstream edge sharp 0.02% 0.03%
downstream edge round 0.025% 0.035%

Table 4. Effect of broadband fluctuations, downstream edge overhang. Table indicates average uac/U∞, for
the velocity range of 30-45 m/s.

B. Influence of boundary layer

The flow shown in figure 11 has a lot of turbulent structures that interact with the shear layer. It is believed
that these structures influence the resonance behavior in two ways. First of all, the turbulent structuctes
break up the spanwise coherency of the shear layer, thus reducing resonance amplitude. Secondly the
structures directly perturb the cavity, enabling resonance onset. The balance between there opposite effects
is further investigated using numerical simulations in section VIII.

C. Influence of overhang location

Time averaged PIV results are used to explain the difference in response behavior between a upstream and
downstream edge overhang. When comparing the flow in the cavity opening, an interesting difference can
be observed. Figure 16 shows the mean flow patterns for the sharp edges upstream and downstream edge
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Figure 12. Maximum probes excitation amplitude all non-mixed lip configurations

14 of 32

American Institute of Aeronautics and Astronautics

D
ow

nl
oa

de
d 

by
 T

E
C

H
N

IS
C

H
E

 U
N

IV
E

R
SI

T
E

IT
 D

E
L

FT
 o

n 
D

ec
em

be
r 

30
, 2

01
3 

| h
ttp

://
ar

c.
ai

aa
.o

rg
 | 

D
O

I:
 1

0.
25

14
/6

.2
01

0-
38

63
 



 0.0001

 0.001

 0.01

 10  15  20  25  30  35  40  45

sq
rt

2 
(p

_a
m

p 
U

)/
(p

_d
yn

 c
)

Velocity [m/s]

0.2m
0.3m
0.5m
0.7m
0.9m

(a) ls

 0.0001

 0.001

 0.01

 10  15  20  25  30  35  40  45

sq
rt

2 
(p

_a
m

p 
U

)/
(p

_d
yn

 c
)

Velocity [m/s]

0.2m
0.3m
0.5m
0.7m
0.9m

(b) ts

 0.0001

 0.001

 0.01

 10  15  20  25  30  35  40  45

sq
rt

2 
(p

_a
m

p 
U

)/
(p

_d
yn

 c
)

Velocity [m/s]

0.2m
0.3m
0.5m
0.7m
0.9m

(c) lr

 0.0001

 0.001

 0.01

 10  15  20  25  30  35  40  45

sq
rt

2 
(p

_a
m

p 
U

)/
(p

_d
yn

 c
)

Velocity [m/s]

0.2m
0.3m
0.5m
0.7m
0.9m

(d) tr

Figure 13. Maximum probes excitation amplitude all non-mixed lip configurations, level scaled by
√
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U∞
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,

indicating the ratio of acoustic velocity in the neck compared to the freestream velocity.
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Figure 14. Maximum probes excitation amplitude all mixed lip configurations
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Figure 15. Maximum probes excitation amplitude all mixed lip configurations, level scaled by
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,

indicating the ratio of acoustic velocity in the neck compared to the freestream velocity.
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overhang cavities. The cavity driven flow in the opening for the downstream edge overhang shows a large
steady trapped vortex, whereas the upstream edge overhang shows a jet-like internal flow pattern with a
separation region at the upstream sidewall. This influences the shear layer over the opening. The effective
shear is much lower for the downstream edge geometry and therefore the shear layer can be more stable.

D.

0.05 0.5 0.95

E.

0.05 0.5 0.95

Figure 16. Mean flow patterns in the cavity opening

Figure 17 shows the streamwise velocity distribution in the opening, where the lid driven flow component
of the downstream overhang case is accounting for a flow of about 0.1U in the cavity. This can greatly modify
the stability behavior of the shear layer. The effective shear is given in figure 18. Here one can clearly see
the shear reduction in the first section of the shear layer for the downstream overhang case. The vorticity
thickness is changed only slightly when scaled with respect to the effective shear velocity.
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Figure 17. Comparison mean shear layer patterns over the cavity opening, sharp edges, 0.2m upstream plate
length, for upstream overhang (solid) and downstream overhang (dashed). Graphs are offset by 0.1 u/U∞
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F. Effect of downstream edge rounding

As previously indicated, the resonance behavior is very sensitive to the downstream edge geometry. Rounding
of the downstream edge will reduce or even diminish the resonance behavior. This has already been indicated
in literature, where vortex-edge interaction plays a critical role.

In figure 19, it is observed that the y-location of the stagnation point is shifted downwards with rounding
of the downstream edge. An anlogy of a y-shifted knive edge is employed to explain the feedback behavior.
Compared to a infinitely thin knife edge (ystagation = 0mm, the stagnation point of the sharp edged cases
is also lower, but not nearly as much as the cases with rounded downstream edges. The shift in stagnation
point will influence the vortex entrapment into the cavity which in turn influences the acoustic feedback of
the resonator. A sharp downstream edge causes more vortex entrapment for a given shear layer deflection,
explaining the increased lock-on amplitude of the sharp downstream edge geometry.

Figure 19. Streamlines of mean flow with focus on the downstream edge, indicating a modified stagnation
point height (shown as red bars) due to the downstream edge geometry.

G. Effect of upstream edge rounding

By comparing the maximum lock-on amplitude in figures 13 and 15 one can see the rounding of the upstream
edge leads to promotion of resonance lock-on amplitude.

As shown in figure 19, the mean flow is only deflected slightly more into the cavity for rounded upstream
edges. Therefore this would not fully explain the increased observed amplitudes

Another hypothesis is that the free separation point of the rounded edge versus the fixed kutta condition
induced point of the sharp edge will decrease the stability of the shear layer and allow it to be more sensitive
to pressure and velocity perturbations. This is confirmed by examining the rms profiles of the shear layer
characteristic scaled with the excitation amplitude for the non-resonating cases in figure 20. One can see
that not only the shear layer shows more fluctuations in the first section, but also that an effective extra
streamwise length promotes large delfections at the downstream edge and thus more entrapment of vortices
into the resonator. The shear layer has more time to grow unstable.

VII. Analysis: spanwise variations

The spanwise variations observed for the upstream edge overhang, sharp edges case are now more closely
investigated using acoustic testing of the cavity.

A. Acoustic response test

A numerical and the experimental acoustic response test (ART) is performed. An acoustic response test
provides the acoustic reaction of the cavity setup in the absence of flow. The numerical simulation is used
to obtain the exact mode shapes of the cavity resonances. The experimental ART is used to validate the
numerical results. The Lattice boltzmann method described in section IV is used in absence of mean flow.
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Figure 20. y-velocity rms profiles in a streamwise rake over the shear layer, 0.5 mm above the opening, scaled
with maximum observed y-velocity fluctuation. red rounded upstream edge, blue sharp upstream edge.

In an ART external speakers emitting a white noise signal are used to excite the cavity in the absence of
flow. Microphones inside and outside gather the sound pressure level data.

The excitation of the cavity can be quantified using the complex transfer function. This is the complex
ratio of the sound pressure spectrum inside the cavity to a reference outside the cavity. The resulting complex
function in frequency is divided by the complex transfer function of a closed cavity where both the main and
reference probe are outside. This last extra step provides a frequency dependent scaling to compensate for
transfer losses of sound from the speaker toward the cavity region.

Two important properties of Helmholtz resonators are the resonance frequency fH and the quality factor,
Q. The resonance frequency is the frequency at which the strongest resonance might occur. The Q-factor
describes the sharpness of the resonance peak (as a function of frequency) and can be related to the acoustic
impedance of the resonator. The quality factor is defined as:

Q =
fH

f2 − f1
, (11)

with f1 and f2 frequencies at half the amplitude of the resonance frequency, where f1 < fH and f2 > fH .
The experimental and numerical complex transfer ratios are compared with an analytical model for a

resonator in order to obtain the resonance frequency fH and quality factor Q. The analytical model is fitted
with the results using a L2 vector fit in both phase and magnitude. The analytical expression for the transfer
magnitude ‖H(f)‖ is:9

‖H(f)‖ =
1

k

√(
1 − (f/fH)2

)2

+ 4D2 (f/fH)2
(12)

with k the system stiffness and D the damping. The quality factor is related to the damping by Q = 1
2D .

Both the simulated and experimental ART has the same setup and two-step approach. The full cavity
3d model is included in the simulation and there is no flow present. Two speakers, each with their own
independent white noise signal, are used in the numerical setup. Both are positioned at a distance of 2
meters from the cavity (same as in experiment) and are relatively close to each other (30 cm between
speaker centers). Both the experimental and numerical setup included 2 speakers to ensure excitation of the
modes with spanwise variation.

The LBM is solved on a grid composed of cubic volumetric elements, and variable resolution is allowed,
where the grid size changes by a factor of two for adjacent resolution regions. Figure 21 gives the resolution
regions around the neck of the cavity and speakers. The finest region is located at the sharp edges of
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the cavity neck and is 8 cells/mm in resolution. This resolution setting has been chosen based on mesh
convergence tests on a similar geometry performed by the authors. In addition, the experimental ART is
used to validate the simulation setup. In both the experimental and numerical ART the cavity probes are
located in the center on the cavity floor.

Figure 21. Acoustic response test simulation setup. The resolution region boundaries are indicated by white
contours. Across these boundaries the linear resolution is increased by a factor of two, with the finest region
having 8 cells/mm. Two speakers, each with their own white noise signal are suspended 2 m above the cavity.
Left figure gives 3d view of domain with speakers in top of figure and cavity slot below, right figure shows a
vertical slice through cavity.

Figure 22 shows the phases and magnitudes of the experimental and numerical ART. For both the
experimental and numerical ART, the microphones are positioned at the quarter location in span, as indicated
in figure 1. Table 5 shows the resonance frequency and quality factor of the complex transfer ratio fits. Due
to the probe quarter location in the cavity some higher modes cannot be captured in this figure. The sound
pressure level of the remaining higher mode around 1600 Hz is significantly lower and therefore not clearly
distinguishable.

 0

 2

 4

 6

 8

 10

 0  500  1000  1500  2000

M
ag

ni
tu

de
 C

T
F

 R
at

io

Frequency [Hz]

Exp Magnitude
Sim Magnitude

-150

-100

-50

 0

 50

 100

 150

 0  500  1000  1500  2000

P
ha

se
 C

T
F

 R
at

io

Frequency [Hz]

Exp Phase
Sim Phase

Figure 22. Acoustic response test experiment and simulation results of the complex transfer function ratio
magnitude(left) and phase (right).

Table 5. Experimental and simulation resonance frequency and quality factor.

fH [Hz] Q-factor
Simulation, sharp edges 803 5.0
Experiment, sharp edges 828 5.9

According to table 5, the base resonance frequency is within 5 % of the experimental results. The acoustic
non-compactness of the aperture causes high radiation losses, which accounts for the low observed Quality
factors compared to compact aperture resonators.30 The similarity between the experimental and numerical
base resonance frequency and quality factor validate the use of an acoustic response test simulation to obtain
the acoustic properties of slender cavities.

The acoustic simulation results are now used to investigate the observed behavior in experimental flow
runs by band-filtering the pressure signal of the ART simulation. In this way maps of acoustic pressure
intensity are obtained to check for the acoustic cavity behavior around the higher resonant modes.

Figure 23 shows the result of band-filtering the cavity pressure spectra around the most prominent modes
observed in the experimental flow runs. This is displayed in a vertical plane through the resonator center.
The used bandwidth is 25 Hz. The pressure maps correspond well to the pressure nodes and phase of the flow
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experiment probes in figure 9. The shape of the modes can be viewed as the cavity subdividing itself into
regions acting as separate Helmholtz resonators that interact with each other. The locations corresponding
to the end masses of the Helmholtz resonators are then indicated in the figures by the low sound pressure
regions and the locations of the Helmholtz resonator volumes themselves are indicated by the high sound
pressure regions. In the next section an analytical model of the resonance frequency based on coupled
Helmholtz resonators is derived based on these observations.

Figure 23. (Color online) ART simulation band-filtered pressure signals in the cavity on a vertical plane through
the cavity neck opening in dB for 825, 950, 1050, 1325, 1575 and 1925 Hz respectively. Level bandwidth is
20 dB, frequency bandwidth 25 Hz. 3d isosurfaces of constant sound pressure level are included. The cavity
opening slot is located on top towards the viewer.

B. Analytical model spanwise modes

A lumped mass analytical model of the higher resonance modes is derived using the hypothesis that spanwise
sections act as separate coupled Helmholtz resonators. In this section the resonance frequency of a system
of n spanwise resonators is determined and compared with the experimentally observed acoustic modes and
simulation ART results.
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The derivation of the lumped mass analytical model for the multiple Helmholtz resonator mode frequency
is related to the derivation of the normal Helmholtz resonator frequency model. It is based on mass con-
servation in the resonator bodies and momentum conservation in the cavity openings and inter-resonator
sections. The equations of a coupled system are explained in this section by using a setup of two spanwise
resonators, see figure 24. In this figure m, S indicate the masses and surface areas of the moving air columns,
V the volumes of the resonator sections and W the widths of the inter-resonator and resonator sections. It
is assumed that inter-resonator coupling occurs only within the cavity; acoustic coupling outside the cavity
is neglected. Coherent compression is assumed within each resonator body.

m1,S1 m2,S2

m3,S3

V1 V2

W2W3W1

Figure 24. Two coupled spanwise Helmholtz resonators.

The integral mass conservation law applied to one resonator volume can be written as:

d

dt

∫ ∫ ∫
V

ρdV = −
∫ ∫

S

ρ�u · �ndS, (13)

where S is a control surface enclosing V and �n is the outer normal of S. Using a linear approximation
and assuming uniform density ρ and velocity u and harmonic disturbances, Eq. (13) can be rewritten for
the left and right resonator, respectively, as:

iω
V1

c2
p1 = −ρ0u1S1 − ρ0u3S3 (14)

iω
V2

c2
p2 = −ρ0u2S2 + ρ0u3S3. (15)

The only difference between a completely separate resonator and the coupled system is the right hand
term ρ0u3S3.

Application of the momentum law in a resonator neck opening yields in linear approximation:

ρ0
∂u

∂t
= − ∂p

∂x
. (16)

Assuming harmonic disturbances will give the following equations for the left and right resonator neck
opening:

iωρ0u1 =
p1

H ′
1

(17)

iωρ0u2 =
p2

H ′
2

. (18)

Here H ′ = H + h is the modified height of the oscillation mass in the cavity neck, as also used in Eq.
(1). Application of the momentum law on the coupled mass in the center section yields:

iωρ0u3 =
p1 − p2

W3
. (19)

The two mass conservation Eqs. (14), (15) and the three momentum conservations Eqs. (17), (18) and
(19) yield a matrix system to be solved. The geometric setup of the model of figure 24 depends on the
width W3 and area S3 of the inter-resonator section and width of the resonator section W1. The influence
of these parameters on the frequency response is investigated by introducing the non-dimensionalized width
α1 = W1

W and α3 = W3
W , and non-dimensionalized effective area γ = S3

A , where A is the cross sectional area
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of the cavity. The model is assumed to be geometrically symmetric so that W1 = W2, V1 = V2, S1 = S2 and
H ′

1 = H ′
2 = H ′. Solving the system for f = ω

2π yields an expression for the natural frequency:

f2 =
c

2π

√
S

V H ′ +
E

W 2
, (20)

, where

E =
(

2γ

α1α3

)
. (21)

Compared to the resonance frequency of a single Helmholtz resonator (Eq. (1)) there is an additional
term depending on the spanwise length W .

The natural resonance frequency for a system of arbitrary number of resonators in the cavity span
n = 1, 2, 3, .. can be found by organizing the the section width into a number of the dual resonator systems
of Eq. 20 with reduced total span W

n−1 . This will give:

fn =
c

2π

√
S

V H ′ +
E (n − 1)2

W 2
. (22)

For n = 1, Eq. 1 is retrieved.
Using spanwise integration of the ART results bandfiltered cavity volume shown in figure 23, the mag-

nitudes of α1, α2 can be estimated. This will give α1 ≈ 1
π , α3 ≈ 2

π . Note that due to the gradual change
in span, the widths of the inter-resonator and resonator sections do not add up to the total spanwise width
exactly, but partly overlap. Filling in will give:

fn =
c

2π

√
S

V L′ + β

(
π (n − 1)

W

)2

, (23)

with β of order 1, accounting for variations in resonator effective cross-section and widths. The used
lumped mass model derivation indicates that n interacting Helmholtz resonators are present in the span. It
should be noted however that equation 23 can also be interpreted as combination of Helmholtz resonance
and spanwise planar wave modes.

The derived analytical model for multiple Helmholtz resonators of Eqs. 23 is compared with the ex-
perimental flow run results in table 6. When β = 0.97 is chosen, a good match with the experimentally
obtained modes can be found. Table 6 includes flow run data from the 0.3 m and 0.5 m span cavity flow run
experiments. The base Helmholtz resonance effective length H ′ is set to match the base resonance frequency.
The analytical resonance frequencies are all within a few percent of the observed experimental values. This
result is obtained by using only one chosen variable β and thus the analytical model seems to be able to
describe the observed physical behavior.
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Table 6. Comparison analytical model multiple Helmholtz resonators with flow run higher mode frequencies,
β = 0.97. Large (0.5 m) and small (0.3 m) span flow experiments included.

large span (0.5 m) analytical freq. [Hz] exp. freq. [Hz]
nr. of sections (flow-run based)

1 830 830 (set)
2 897 900
3 1074 1050
4 1318 1300
5 1597 1600
6 1897 1900

small span (0.3 m) analytical freq. [Hz] exp. freq. [Hz]
nr. of sections (flow-run based)

1 830 830 (set)
2 1006 1000
3 1408 1420

VIII. Cavity flow simulations

In this section the CFD flow simulations of the cavity base resonance mode are presented. The reasons
for performing flow simulations are two-fold. First of all it is used to investigate the effect of inflow conditions
on the resonance behavior. Secondly it is implemented to investigate the ability of the Lattice Boltzmann
method to simulate these resonance phenomena and under what conditions. The simulations are conducted
using a research version of PowerFLOW.

A. Steady inlet simulations

First steady inlet simulations are performed with the K − ε turbulence model turned on and also with the
K − ε turbulence model off. I this last case the solver behaves as an implicit large eddy simulation (ILES).
A wall model is included in both cases. The cavity with has been set to 10 times the streamwise opening
length δ of 8 mm. The resolution setup is given in figure 25, where the regions around the opening edges
have the finest resolution of 16 cells/mm. The rest of the cavity opening has a resolution of 8 cells/mm and
the lower boundary layer has a resolution of 2 cells/mm.

Figure 25. Side view of flow simulation setup. The variable resolution regions are shown by outline, with the
highest resolution of 16 cells/mm at cavity opening edges.

Several flow velocities in the range 20-30 m/s have been simulated. Figure 26 shows the pressure time
series of the cavity internal probe for the most resonating flow velocity, 24 m/s.
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The simulation with K − ε turbulence model on shows no resonance, fluctuations diminish. This is
expected due to the fact that the Reynolds number based on the cavity opening Re ≈ 104 is too low to be
modeled with the turbulence model.

The ILES results show a higher resonance amplitude compared to experiments, which could be attributed
to the lack of turbulent fluctuations. It is expected for the boundary layer turbulence to disrupt the coherency
of the shear layer thus to reduce resonance amplitude compared to a boundary layer of similar shape without
fluctuations. To test this hypothesis transient inlet seeding has been implemented in the next sections.
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(a) K − ε model, 24 m/s
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Figure 26. Pressure time series of cavity internal pressure for steady inlet simulations.

B. Flat plate boundary layer simulations

In order to implement transient inlet seeding into the cavity domain, fluctuations need to be produced that
resemble the turbulent structures in the boundary layer. For this, a flat plate boundary layer has been
simulated where the flow is perturbed by a zigzag type turbulator strip.

The simulation setup for generation of the direct fluctuations consists of a flat plate with a turbulator
strip geometry of which a section is shown in figure 27. The simulation domain is big enough to allow
boundary layer development similar to the experiments. The boundary layer properties are measured 0.2 to
0.7 m after the turbulator, similar to experiments. The turbulator strip has the same similar dimensions as
in experiment; 1 mm thickness, 10 mm streamwise length and 9 mm spanwise repetition of the teeth. The
width of the domain is smaller than experiment (80 mm wide instead of 600 mm) in order to prevent the
simulation from becoming too computationally expensive. The resolution in the lower region of the boundary
layer is 2 voxels/mm and around the strip 8 voxels/mm.

Figure 27. Turbulator strip simulation setup

Figures 28 shows the mean and RMS profiles of ILES simulations compared with hotwire experiments.
A K − ε model simulation without a turbulator strip has been included for comparison. The mean and RMS
profiles of the turbulator strip simulations closely resemble the experimental results. The simulation without
a turbulator has practically no direct fluctuations, only modeled eddy viscosity.
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Figure 28. Turbulator strip simulation boundary layer mean and rms velocity profiles, 24 m/s free stream
velocity. ILES simulation with strip indicated in solid black, K − ε model simulation without strip indicated in
solid blue. The dotted lines are experimental results.

Figure 29 shows the spectrum of the simulated fluctuations and compares them with experimental results.
The power spectral density of pressure has been used. The dimensionless streamwise velocity magnitudes
are used for the comparison. Simulation fluctuations are comparable to the experiments for until a cutoff
around 5 kHz.

Figure 29. Streamwise velocity power spectral densities at 3 mm height in the boundary layer. Experiment
is indicated with dotted line.

The turbulent vortices in the boundary layer are visualized by isosurfaces of the Lambda2 criterion for
vortex detection in figure 30. Lambda2 is the second largest eigenvalue of S2 + Ω2 , with S the symmetric
deformation tensor and Ω the anti-symmetric spin tensor. One can see that the ordered wake structures of
the turbulator strip decay into turbulent vortices that are convected downstream.

C. Unsteady inlet simulations using inlet seeding

The fluctuation content ( all 3 velocity components u, v, w, density ρ and pressure p ) in the flat plate
boundary layer is recorded at 40 kHz and seeded into the inlet of the cavity simulations. The the unsteady
inlet conditions are implemented in ILES cavity simulations. Again several flow velocities in the range 20-30
m/s have been evaluated and the most resonating case of 24 m/s is plotted. Figure 31 shows the pressure
time series of the cavity internal probe, with experimental results included for comparison. The CFD average
amplitude of resonance is resembling the experimental results. However, there seems to be more resonance
intermittency in the CFD time signal. This can potentially be due to the limited spanwise width or due to
an overprediction of the large scale boundary layer fluctuations. On overall, cavity resonance features can
be simulated using the current methodology.

Figure 32 shows the spanwise vorticity in the opening of the cavity. Experimental results are included.
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Figure 30. Iso-surfaces of Lambda2 criterion colored by velocity magnitude for part of the strip simulation.
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Figure 31. Pressure time series of cavity internal pressure for experimental and unsteady inlet simulation.
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The results show interaction of boundary layer fluctuations with the shear layer that can explain the in-
termittency in the cavity pressure time series due to disruption of the coherency of the shear layer. The
simulations confirm the reduction of resonance amplitude due to turbulent fluctuations.

Figure 32. Two time instances of spanwise vorticity for unsteady inlet CFD simulations (left) and experiment
(right). Color range -5000 - 30000 1/s.

IX. Conclusions

An experimental and numerical study on simplified door gap geometries has been conducted. With
increasing velocity, several modes can be observed. The experimental study included high speed PIV vizual-
ization of the flow around the cavity opening. The numerical investigation is performed using a Lattice
Boltzmann based code.

For investigation he base mode without spanwise variations the upstream and downstream opening sec-
tions have been varied, as well as the lip overhang location and boundary layer thickness. Increase in
boundary layer thickness reduces the resonance amplitude. Only upstream lip overhang cases show reso-
nance lock-on. Flow visualization show a large trapped vortex for the downstream overhang cases, reducing
the effective shear and causing a cavity internal flow component of 0.1 U. This can explain the lack of res-
onance in the downstream overhang geometries. Rounding of the downstream edges reduces the resonance
amplitude. Investigation of the flow field shows that in this case the stagnation point on the downstream
wall is lowered, indicating less flow entrapment into the cavity for a given shear layer deflection. Rounding
of the upstream edges increases resonance. Evaluation of the shear layer fluctuations indicates that in this
case the first section of the shear layer exhibits more fluctuations and the effective length of the shear layer
is increased. Both effects increase the maximum deflection of the shear layer at the downstream edge and
thus promote resonance.

The geometry with a upstream edge overhang and sharp edges shows a number of higher modes present
with spanwise variations. An acoustic response test in absence of flow is simulated and compared with
experimental results. The comparison confirms that LBM based simulations are able to simulate the cavity
acoustic response. Pressure band filtering of the simulation pressures reveals mode shapes of the higher
modes observed in flow experiments. An analytical model for the resonance frequencies is derived that
resembles the observed frequencies well.

The geometry with a upstream edge overhang and sharp edges is simulated using the Lattice Boltz-
mann method. Simulations with steady inflow conditions show an overprediction of resonance. A flat plate
simulation with zigzag type turbulator strip has been implemented to create turbulent fluctuations. The
mean, RMS profiles and velocity spectra resemble experimental hotwire results well. The fluctuations are
implemented in a cavity simulation. The resonance amplitude matches experiment, but there is an increased
intermittency of resonance amplitude in time. Comparison with PIV shows a similar influence of turbulent
fluctuations on the shear layer, confirming the reducing effect of fluctuations on resonance amplitude. The
flow simulations indicate that the LBM with the current setup is able to simulate door gap cavity resonance.
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