
 
 

Delft University of Technology

Coaxial volumetric velocimetry

Schneiders, Jan F.G.; Scarano, Fulvio; Jux, Constantin; Sciacchitano, Andrea

DOI
10.1088/1361-6501/aab07d
Publication date
2018
Document Version
Final published version
Published in
Measurement Science and Technology

Citation (APA)
Schneiders, J. F. G., Scarano, F., Jux, C., & Sciacchitano, A. (2018). Coaxial volumetric velocimetry.
Measurement Science and Technology, 29(6), Article 065201. https://doi.org/10.1088/1361-6501/aab07d

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1088/1361-6501/aab07d
https://doi.org/10.1088/1361-6501/aab07d


Green Open Access added to TU Delft Institutional Repository 

'You share, we take care!' - Taverne project  
 

https://www.openaccess.nl/en/you-share-we-take-care 

Otherwise as indicated in the copyright section: the publisher 
is the copyright holder of this work and the author uses the 
Dutch legislation to make this work public. 

 
 



Measurement Science and Technology

PAPER

Coaxial volumetric velocimetry
To cite this article: Jan F G Schneiders et al 2018 Meas. Sci. Technol. 29 065201

 

View the article online for updates and enhancements.

Related content
Tomographic PIV: principles and practice
F Scarano

-

Track benchmarking method for
uncertainty quantification of particle
tracking velocimetry interpolations
Jan F G Schneiders and Andrea
Sciacchitano

-

Experimental determination of
tomographic PIV accuracy by a 12-camera
system
K P Lynch and F Scarano

-

Recent citations
Adaptive ensemble PTV
Marco Raiola et al

-

Multi-t 3D-PTV based on Reynolds
decomposition
Edoardo Saredi et al

-

Flow pressure evaluation on generic
surfaces by robotic volumetric PTV
C Jux et al

-

This content was downloaded from IP address 154.59.124.113 on 11/06/2021 at 09:51

https://doi.org/10.1088/1361-6501/aab07d
/article/10.1088/0957-0233/24/1/012001
/article/10.1088/1361-6501/aa6a03
/article/10.1088/1361-6501/aa6a03
/article/10.1088/1361-6501/aa6a03
/article/10.1088/0957-0233/25/8/084003
/article/10.1088/0957-0233/25/8/084003
/article/10.1088/0957-0233/25/8/084003
http://iopscience.iop.org/0957-0233/31/8/085301
http://iopscience.iop.org/0957-0233/31/8/084005
http://iopscience.iop.org/0957-0233/31/8/084005
http://iopscience.iop.org/0957-0233/31/8/084005
http://iopscience.iop.org/0957-0233/31/8/084005
http://iopscience.iop.org/0957-0233/31/10/104001
http://iopscience.iop.org/0957-0233/31/10/104001
https://googleads.g.doubleclick.net/pcs/click?xai=AKAOjsvT8Rc_2WnN9laaWhjcd3SF4V9QLxIrelcfheAjWc2Uf2IZ5HEURx3cQ4xe0iL9qd4rbUUFP9rMwhYma3Mr5xANVGwTiSV8dF4Fdp_4P3L3HI5g_o_9NXGn-1DFIS_-UH8klKnHY1vsHoqcLmKtS2net-7bJE_l3QHW2TLxxNgJ7PGB0iRjLYvc36olej1ELKL_Y593svdf--7bYP34vtwuzYDKM62cQL_NK-yfDgPb7DFdGfSm8VlBdn8OETq9tXFUvjhDQJ_p4T_oDMPSIQ&sig=Cg0ArKJSzFkbww4IUz3c&fbs_aeid=[gw_fbsaeid]&adurl=https://www.electrochem.org/ecs-blog/call-for-nominations-editor-in-chief/%3Futm_source%3DOtherEIC%26utm_medium%3DOtherEIC%26utm_campaign%3DSENSEIC


1 © 2018 IOP Publishing Ltd Printed in the UK

1. Introduction

Just over a decade since its introduction, tomographic PIV 
(Elsinga et al 2006) has become the benchmark technique for 
volumetric wind tunnel measurements. The technique employs 
a measurement setup similar to planar PIV and uses a laser to 
illuminate a relatively thin measurement volume. The tomo-
graphic imaging system features multiple cameras that subtend 
a finite solid angle, where accuracy of the particle field recon-
struction is maximized for a total aperture ranging between 40 
and 80° (Elsinga et  al 2006, Scarano 2013). The axis of the 
tomographic imaging system (z-axis in figure 1) is often approx-
imately perpend icular to the illumination direction (x-axis in 

figure  1). A typical tomographic PIV system is illustrated in 
figure 1. The tomographic PIV setup relies upon the available 
optical access, a stable structure to support the multiple cameras 
and extensive pre- and post-calibration to achieve an accurate 
mapping function between the object space and the images. The 
distance between the cameras is typically significantly larger 
than the camera size, as a direct consequence of requirements 
for the system angular aperture to range typically between 40 
and 80°. Therefore, the availability of small cameras does not 
allow a compacting the measurement system. This limits the 
versatile application of tomographic PIV, in particular when 
complex shapes (i.e. non-convex shapes or multiple objects) 
are investigated for instance during wind tunnel experiments.
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Abstract
This study describes the working principles of the coaxial volumetric velocimeter (CVV) 
for wind tunnel measurements. The measurement system is derived from the concept of 
tomographic PIV in combination with recent developments of Lagrangian particle tracking. 
The main characteristic of the CVV is its small tomographic aperture and the coaxial 
arrangement between the illumination and imaging directions. The system consists of a 
multi-camera arrangement subtending only few degrees solid angle and a long focal depth. 
Contrary to established PIV practice, laser illumination is provided along the same direction 
as that of the camera views, reducing the optical access requirements to a single viewing 
direction. The laser light is expanded to illuminate the full field of view of the cameras. Such 
illumination and imaging conditions along a deep measurement volume dictate the use of 
tracer particles with a large scattering area. In the present work, helium-filled soap bubbles 
are used. The fundamental principles of the CVV in terms of dynamic velocity and spatial 
range are discussed. Maximum particle image density is shown to limit tracer particle seeding 
concentration and instantaneous spatial resolution. Time-averaged flow fields can be obtained 
at high spatial resolution by ensemble averaging. The use of the CVV for time-averaged 
measurements is demonstrated in two wind tunnel experiments. After comparing the CVV 
measurements with the potential flow in front of a sphere, the near-surface flow around a 
complex wind tunnel model of a cyclist is measured. The measurements yield the volumetric 
time-averaged velocity and vorticity field. The measurements of the streamlines in proximity 
of the surface give an indication of the skin-friction lines pattern, which is of use in the 
interpretation of the surface flow topology.
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Near wall measurements and the evaluation of the near-
surface flow topology by planar and tomographic PIV has 
remained largely limited to straight surfaces or concave with 
curvature along a single direction (e.g. airfoils). A relevant 
example is given by Depardon et al (2005), who performed a 
series of near-wall PIV measurements aligned with the straight 
faces of a square cylinder. This yielded the arrangement of 
time-averaged skin-friction lines. When dealing with fully 3D 
curved surfaces, however, the application of PIV is limited 
by the optical access requirements, or requires a facility and 
model that permit refractive index matching (e.g. Talapatra 
and Katz (2012) and Johnson et al (2017)).

Multiple efforts have been devoted in other directions to 
reduce system size and optical access requirements. In-line 
holographic PIV (Meng et al 2004, amongst others) achieves 
a measurement system where the imaging and illumination 
systems are positioned along one axis, where typically laser 
illumination is used from the opposite side of the camera. 
With the same technique, the 3D velocity field over complex 
rough walls was inspected in a facility that permits refractive 
index matching (Talapatra and Katz 2012).

In addition, systems that reduce the requirement for 
imaging optical access have made use of the plenoptic con-
cept (Fahringer et  al 2015), astigmatic aberrations (Hain 
and Kähler 2006) or defocusing (Willert and Gharib 1992). 
Mainly for application in liquid flows, volumetric velocimetry 
using a compact three-sensor system was recently achieved 
by the V3V system (Pothos et al 2009). This system obtains 
particle depth measurements from the size of particle triangle 
patterns resulting from superposition of three camera images, 
following the defocusing concept (Willert and Gharib 1992). 
Despite the variety of working principles, the above systems 
are typically operated with illumination and imaging along 
approximately perpendicular directions.

A coaxial measurement configuration would bring imaging 
and illumination along the same direction. Such a configura-
tion can be realized by introducing two main modifications to 
the tomographic PIV measurement setup: (1) reduction of the 
tomographic aperture β by an order of magnitude; (2) coaxial 
arrangement between the illumination and imaging direc-
tions. As a result, the imaging system comprises a number of 
compact cameras that are positioned at small relative distance 

(figure 2). The laser light, transmitted by an optical fiber, is 
emitted from the probe in between the cameras and expanded 
along a cone to match their field of view at a prescribed dis-
tance. The resulting coaxial volumetric velocimeter (CVV) 
can be integrated in a single module in a way similar to that 
of laser Doppler anemometry operating in back-scatter mode 
(Durst et al 1976).

A first stumbling block of the coaxial setup is related to 
particle image detectability. While typical volumetric experi-
ments feature a negligible variation in object distance com-
pared to the overall operating distance, such variation is 
significant for the CVV measurement domain. The deep illu-
minated volume realized by the coaxial system (dashed red 
line figure 2) requires a small imaging aperture for particles to 
be imaged in-focus, which reduces the overall amount of light 
collected on the imager. In addition, the laser light intensity 
remains relatively uniform and focused for planar or tomo-
graphic PIV to achieve sufficient light scattering from micron 
sized tracer particles. Instead, in the coaxial configuration 
the laser light is expanded from its source point to illuminate 
the full camera field of view. The combination of the above 
effects produces adverse conditions in terms of particle image 
intensity variability, which need to be accounted for while 
designing the CVV system. The problem is addressed in the 
present study by introduction of tracers with a high scattering 
efficiency. The scattered light from helium filled soap bubbles 
as flow tracers (HFSB, Bosbach et al 2009) has been reported 
to be 104–105 times more intense (for a bubble diameter in the 
sub-millimeter range) than that of micrometer droplets (Caridi 
and Sciacchitano 2017) enabling a significant increase of the 
measurement domain for tomographic PIV experiments. The 
suitability of helium-filled soap bubbles for wind tunnel meas-
urements at relatively large scale was recently ascertained 
in a series of studies (Scarano et al 2015, Caridi et al 2016, 
Schneiders et al 2016).

A second stumbling block stems from the very small tomo-
graphic aperture of the imaging system of the CVV. This leads 
to a poor positional accuracy of particle tracers along the depth 
direction (Elsinga et al 2006, Fahringer et al 2015; amongst 
others). The problem is dealt with by a substantial increase of 
the time interval along which the particle motion is followed. 
Registration of the particle position over multiple frames 

Figure 1. Measurement setup for tomographic PIV, showing the 
cameras (blue), field of view (grey) and laser illumination (green). 
Measurement volume contoured by the dashed red line.

Figure 2. Measurement setup for a coaxial velocimeter (CVV), 
showing the cameras (blue), field of view (grey) and laser 
illumination (green) provided from an optical fiber (orange).

Meas. Sci. Technol. 29 (2018) 065201
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yields a longer trajectory and in turn increases the velocity 
dynamic range compared to double-pulse systems (Shake-
the-Box, Schanz et  al 2016, amongst others). Therefore, 
the time-resolved measurement condition needed for CVV 
requires the use of high-speed CMOS cameras and diode-
pumped solid-state lasers operating in the kilohertz range.

The work discusses first the fundamental properties of the 
CVV in terms of hardware configuration, illumination and 
imaging optics, followed by the data analysis procedure. The 
system performance is estimated in terms of measurement 
accuracy and spatial resolution of the time-averaged velocity 
field. Finally, wind tunnel experiments illustrate the typical 
data output and the potential of the CVV for the investigation 
of aerodynamic flows.

2. Measurement range and resolvable flow scales

2.1. Measurement volume

Tomographic PIV is taken here as a term of comparison when 
evaluating the spatial dynamic range of the CVV technique. 
In tomographic PIV, the depth of the measurement volume is 
often controlled by cutting of the laser beam with knife edge 
filters. The measurement volume of the CVV (dashed red line 
in figure  2) results from the propagation of the laser beam 
expanding conically with a given angle ϕ. The cameras angle 
of view is chosen to approximately coincide with ϕ.

2.1.1. Measurement volume width and height. Assuming that 
the illumination covers the full field of view, both the width 
Lx and height Ly of the measurement volume are dependent on 
the sensor size (W × H) and optical magnification M

Lx (z) =
W
M

, (1)

and similarly, Ly(z)  =  H/M. In the imaging regime of CVV, 
the magnification cannot be considered constant as it varies 
widely within the measurement domain. The magnification 
is inversely proportional to the distance z from the imaging 
system:

M =
di

z
≈ f

z
, (2)

where di is the distance of the lens from the image plane. The 
former can be approximated by the focal length, f, of the lens 
when M � 1.

2.1.2. Measurement volume depth. The depth of the mea-
surement volume is limited by the laser pulse energy, and the 
camera sensitivity and its noise level. The laser light expands 
at an angle ϕ (figure 3) after a single spherical lens from the 
exit of the fiber optic laser guide. Given the conical propaga-
tion of illumination, the laser light intensity decays with the 
square of the distance z. The angle ϕ needs to be sufficiently 
large for the illumination to cover the field of view and can be 
approximated by

ϕ � 2a tan
Lx

2z
. (3)

A particle of diameter dp placed at distance z will scatter 
the light back towards the imagers collecting it through an 
aperture D. Considering the spherical propagation by an angle 
ϕ of a laser light pulse of energy I0 from the fiber end (fiber 
diameter df), the expression of the collected light Ip reads as

Ip = I0
d2

f

z2tan2
( 1

2ϕ
) Qπd2

pD2

z2 (4)

where Q is the optical scattering efficiency of the soap bubble 
in backward direction (figure 3), defined as the ratio between 
the amount of light received by the bubble and the amount of 
light scattered back in the direction of the CVV. In the above 
equation, the first ratio on the right hand side term describes 
the light extinction due to propagation from the source to the 
tracer. The second ratio models the amount of light that is scat-
tered and subsequently collected on the camera sensor, where 
it can be seen that more light is collected when the aperture D 
is increased.

An important conclusion is that the particle image inten-
sity Ip decreases moving away along the measurement volume 
depth with the power four:

Ip ∝ 1
z4 . (5)

The above scaling is experimentally verified by imaging par-
ticles placed within a range of distances. The experiment is 
performed with the CVV system realized in section  6. The 

Figure 3. Schematic illustration of laser light propagated from the optical fiber, interacting with a tracer particle (left) and collected back 
by the cameras (right). Arrangement of optical fiber (orange) in between the cameras (blue) for illustration purposes. Tracer particle not 
drawn to scale.

Meas. Sci. Technol. 29 (2018) 065201
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position of the tracers is controlled by translating a single 
HFSB generator along the depth of the measurement volume. 
The intensity of tracers right at the exit of the HFSB gen-
erator is evaluated. In figure 4 the integral of particle image 
intensity is shown. The numerical aperture f# is varied from 
4 to 11. The results expressed in logarithmic scale agree with 
fourth-power scaling (grey line). Also, premultiplying by f 2

# 
to account for the different aperture used in the experiments 
makes the data series collapse consistently with equation (4).

Given this fourth order relationship between particle 
image intensity and z, one can relate the achievable depth of 
measurement to the imager bit depth. The ratio between the 
volume depth, or maximum measurement distance, zmax and 
the closest position where particle images begin to produce 
intensity saturation zsat equals

zmax

zsat
=

(
2b

In

) 1
4

, (6)

where In is the minimum detectable particle image intensity 
and b the imager bit depth. The exponent is due to the fourth 
order relation between particle image intensity and distance. 
For illustration, a 10-bit camera with a minimum level for 
detectability of 20 counts allows for zmax  ≈  50 cm. In these 
conditions, particles closer than 20 cm are imaged at saturated 
intensity.

2.1.3. Measurement volume size. Using the expression for 
the measurement volume width (equation (1)), the measure-
ment volume of the CVV can be approximated by a truncated 
square pyramid with a height corresponding to the difference 
between maximum and minimum distance along depth. The 
CVV system hereafter (section 6) features an angle of view 
of approximately ϕ = 50°. Considering a closest measure-
ment distance of zmin  =  10 cm and a furthest zmax  =  50 cm, 
the resulting measurement volume is approximately 30 liters. 
Here zmin is taken smaller than zsat as particles with saturated 
intensity can still be easily detected and tracked. It should be 
remarked, however, that the aerodynamic interference of the 

CVV device with the fluid stream becomes non-negligible at 
such short distance from it. A detailed discussion is given in 
Jux et al (2018). Moreover, given the compactness and fixed 
camera configuration of the CVV, the device is intended to be 
pointed in several directions and translated with the aid of a 
robotic arm (Jux et al 2018).

2.2. Spatial resolution

The estimation of the time-averaged velocity vector field is 
obtained by ensemble averaging the value of the instantaneous 
velocity obtained for each particle trajectory within an inter-
rogation bins or cells. Ample discussion of possible data pro-
cessing techniques is given in Kähler et  al (2012a, 2012b). 
Furthermore, optimized rules for ensemble averaging have 
been recently proposed by Agüera et al (2016). For sake of 
simplicity, the averaging procedure consists of an ensemble 
average of all velocity samples from particle trajectories that 
intersect with the interrogation bin.

The number of discrete particle velocity measurements 
NI within a cubic element or bin with a volume l3B depends 
upon the instantaneous concentration of the tracers, C, and the 
number of measurement time-instants, Nt, that is considered 
for ensemble averaging:

NI = l3BCNt ⇒ lB = 3

√
NI

NtC
, (7)

which can accordingly be rewritten to obtain an expression 
for the linear size of the bin, lB. Producing a statistically conv-
erged estimate of the average velocity within a cubic element 
or bin requires that a sufficient number of uncorrelated velocity 
measurements are captured within a bin. This can be achieved 
by (i) increasing the bin size, (ii) increasing seeding concen-
tration, or (iii) increasing the amount of recordings collected 
within an experiment. In practice, a particle appears typically 
only once in a bin and therefore for simplicity the number of 
uncorrelated measurement time-instants is assumed equal to 
the total number of measurement time-instants.

The upper limit for the tracer particle seeding concentra-
tion Cmax is dictated by the maximum particle image density 
often expressed as Np in particles per pixel (ppp). Considering 
the latter:

Np = C
V

Npix
⇒ Cmax = Np,max

Npix

V
, (8)

where Npix is the number of pixels of the imager and V is 
the measurement volume size. Tomographic reconstruc-
tion is reliably obtained up to Np  =  0.05 ppp (Elsinga et  al 
2006, among others). A similar value has been demonstrated 
for the STB algorithm (Schanz et al 2016) and this value is 
retained as upper bound for the CVV. This value dictates the 
maximum tracer particle concentration according to equa-
tion  (8). Considering zmin  =  10 cm and zmax  =  50 cm, equa-
tion (8) yields a maximum concentration of approximately 1 
particle cm−3.

Because seeding concentration cannot be arbitrarily 
increased and is limited to a relatively low number on the 

Figure 4. Particle image integral intensity measured by the CVV 
system. The grey line indicates the theoretical slope of  −4 on the 
log–log scale.

Meas. Sci. Technol. 29 (2018) 065201
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order of 1 particle cm−3 in practical situations, the bin size lB 
typically cannot be reduced by increasing the seeding concen-
tration. Instead, a small bin size and consequently high spatial 
resolution can be obtained with the CVV only by increasing 
the number of recordings Nt leading to a longer the acquisi-
tion time.

3. Particle imaging and velocity estimation

3.1. Lens aperture and focus

The measurement volume of the CVV requires a significantly 
larger depth of field (DOF) than a typical tomographic PIV 
apparatus. To avoid that particles are imaged out-of-focus, the 
near and far limits of the DOF, DN and DF, should include the 
range between zmin and zmax respectively (figure 2). The limits 
DN and DF can be approximated by Larmore (1965):

zmin � DN =
Hzf

H + zf
 (9)

zmax � DF =
Hzf

H − zf
, for zf < H, (10)

where zf is the focal plane and H is the hyperfocal distance. 
The latter, for the CVV, is equal to

H =
f 2

f#dτ
, (11)

where f# is the numerical aperture of the objective, and where 
similar to Raffel et al (2007) the circle of confusion was set 
equal to the particle image size dτ (equation (14)). Solving the 
above equations for the minimum f# yields

zf =
2zminzmax

zmin + zmax
 (12)

f#,min =
1
2

f 2

dτ

(
1

zmin
− 1

zmax

)
. (13)

Therefore the focal plane of the CVV should not be centered, 
but be closer to DN than to DF. The CVV realized in section 6, 
for instance, is focused at zf  =  17 cm, when zmin  =  10 cm and 
zmax  =  50 cm. The minimum aperture setting to ensure the full 
measurement volume in focus requires is f#  =  7. A higher 
aperture setting of 8 is desired, however, to achieve particle 
images larger than 2 pixels (section 3.2).

3.2. Particle image size and displacement

Considering that the optical magnification of CVV varies 
between 10−1 and 10−2 the particle image size is dominated 
by diffraction with a rather constant value along the entire 
measurement volume depth. In backward scattering mode, the 
distance between glare points of the HFSB vanishes below 
the diffraction limit. Therefore, the particle image size is well 
approximated by diffraction only and reads as

dτ = 2.44λf# (1 + M) . (14)

The particle image displacement is inversely proportional to 
distance according to

∆xi = Mu∆t = u∆t
f
z

, (15)

where Δt is the pulse separation time. Therefore, particles 
close to the camera appear travelling faster than particles fur-
ther away. This is illustrated in figure 5 in case of the CVV 
realized in section 6 and a constant free-stream particle dis-
placement of 4 mm. The working range of the CVV (Jux et al 
2018) is indicated in the figure by the black arrow.

4. Velocity resolution

4.1. Estimation of particle position

Measuring the position of a particle tracer is affected by an 
uncertainty εx  proportional to the particle image size:

εx = cτdτ , (16)

which holds when dτ  is approximately 1.5 times larger than 
the pixel size (e.g. Raffel et al (2007)) and where the coef-
ficient cτ  represents the uncertainty in locating the centroid 
of the particle image (Adrian 1991, Adrian and Westerweel 
2011). This coefficient typically falls in the range 0.1–0.2.

In case of 3D measurements, the relevant property is the 
reconstructed particle size, whereby the particle image is 
reprojected to physical space. The reconstructed particle size 
along the x- and y-axis depends almost entirely upon the par-
ticle image size:

dx = dy =
dτ
M

. (17)

Therefore, in case of 3D measurements:

εx =
cτdτ

M
. (18)

Particle reconstruction along z depends upon the system aper-
ture β. In the case of tomographic PIV, the limited solid angle 
subtended by the camera typically causes the particles to be 
elongated two to three times (figure 6, Elsinga et  al 2006, 
Fahringer et al 2015; amongst others).

Figure 5. Particle image displacement along the measurement 
volume depth in case of a constant free-stream particle 
displacement of 4 mm. The color indicates the particle intensity. The 
typical working range of a CVV is indicated by the black arrow.

Meas. Sci. Technol. 29 (2018) 065201
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For small aperture (β � 1 rad), the extent of the particle 
elongation is linearly dependent from β as follows:

dz

dx
=

2
β

. (19)

It should be kept in mind that the angle β is not a constant as 
it decreases by increasing distance z,

β =
β0z0

z
, (20)

with β0 the local solid angle at chosen position z0 (see 
figure 2). For illustration, taking the CVV realized in section 6 
at z  =  30 cm, a local value of β  =  7° corresponds to a particle 
elongation of factor 16. If a particle is imaged at a diffraction 
limited size of 2 pixels the region of high intensity in 3D space 
will be of the extent of dx  =  dy  =  0.7 mm and dz  =  12 mm.

Consequently, the particle positional uncertainty in 
the z-direction is significantly larger than in the other two 
directions:

εz =
2
β
εx. (21)

Assuming cτ   =  0.1 for equation  (18), an instantaneous par-
ticle positional error εx   =  0.1 mm translates into εz  =  1 mm. 
As discussed in the remainder, this effect needs to be compen-
sated by enlarging the particle displacement ΔX:

∆X
εz

� 1. (22)

Extending overly the time separation in two-pulse systems 
increases the effect of temporal truncation of the tracer 
velocity estimation (Boillot and Prasad 1996). The latter 
effect is counter ed by sampling the particle position at mul-
tiple times and analyzing its trajectory by multi-framing tech-
niques, as discussed in detail in the next section.

4.2. Uncertainty of instantaneous velocity vector estimation

For double pulse systems, the relative measurement uncer-
tainty of the particle displacement estimation is approximated 
from superposition of the variances of the particle position 
estimation:

εu =
εx
√

2
∆x

=
εx
√

2
u∆t

, (23)

where ∆x is the particle displacement and ∆t  is the pulse-
separation time.

Estimating the velocity from multiple frames allows for 
a reduction of the velocity measurement error (Cierpka et al 

2013, Lynch and Scarano 2013, Schanz et al 2016; amongst 
others). The concept of track regularization is illustrated in 
figure  7, where a second order polynomial (i.e. Savitzky-
Golay filter, Savitzky and Golay (1964)) is fitted through 
discrete particle positions including the effect of the non-
isotropic reconstruction. While multi-frame approaches exist 
for cross-correlation analysis (Lynch and Scarano 2013, Jeon 
et al 2014), the analysis for the CVV is limited to volumetric 
Lagrangian particle tracking approaches (e.g. Novara et  al 
(2013) and Schanz et al (2016)).

With multi-frame analysis of k frames, two effects con-
tribute to the error reduction: the first is given by the longer 
overall time separation according to equation (23) by a factor 
k. Secondly the error reduction with factor 

√
k is obtained 

when averaging of random error corresponding to the particle 
position estimation from each sample along the integral path 
length (figure 7). The combined effects yield a scaling of the 
error with k−3/2 already retrieved for the analysis based on 
cross-correlation (Lynch and Scarano 2013). The resulting 
expression for the relative velocity uncertainty when using 
multi-frame analysis reads as

εu =
cαεx

k∆x
√

k
, (24)

where cα is a coefficient dependent upon the particle track 
regularization technique that is used and ∆x is the displace-
ment between two subsequent exposures of the multi-frame 
recording. The above expression is valid under the hypoth-
esis that the particle trajectory is fitted with a function that 
avoids truncation of the velocity variations along the trajec-
tory. Typically, polynomials of order 2–3 have been used 
with multi-frame recordings of length k ranging from 5 to 15 
(Novara et al 2013, Schanz et al 2013, Schneiders et al 2016; 
amongst others). A general description and automatic crite-
rion to select the optimal polynomial order and kernel size that 
avoids truncation is a topic of ongoing research. The recent 
work of Schanz et al (2016) proposes to use a Wiener filter 
and Gesemann et al (2016) propose to use a B-Spline fitting 
that yields a similar result as the Wiener filter. For details on 
optimal track fitting, the reader is referred to these works.

Figure 6. Schematic of the reconstructed particle intensity.

Figure 7. Schematic of a particle trajectory evaluated along a 
discrete number of exposure and with particle elongation due to the 
low tomographic aperture. The grey dotted lines show the result 
from two-frame analysis and green line shows a second order 
polynomial fit over a track length of kΔx.
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In the following paragraphs, the order of magnitude of the 
CVV velocity measurement error is approximated based upon 
a polynomial fit in the assumption that the particle trajectories 
are not truncated (i.e. low-pass filtered). A polynomial fitting 
procedure returns an analytical expression for the temporal 
evolution of the tracer position xp(t):

xp (t) = a1 + a2t + a3t2 → up (0) = a2. (25)

In the above example the Taylor expansion is truncated 
to the second order. The particle velocity is subsequently 
obtained from the time derivative of the above expression. 
For a time-centered estimate, the velocity corresponds to the  
coefficient a2.

The work of Schneiders and Sciacchitano (2017) estab-
lishes that cα  ≈  3.5 in equation (24) for a second order poly-
nomial, under the assumption that truncation errors (low-pass 
filtering) are negligible.

In conclusion, an operational criterion is proposed here for 
low-aperture systems (β � 1 rad). The criterion dictates the 
minimum number of exposures k to be included in the trajec-
tory estimation that will return a velocity estimate with the 
component along depth of accuracy comparable to that of the 
in-plane components as obtained with a double-pulse system:

k � 3/β
2
3 . (26)

Note that when using this criterion, the uncertainty of the in-
plane component will also reduce and hence the uncertainty of 
the velocity component along depth direction always remain 
higher than that of the in-plane components. Considering, 
for instance, an aperture β  =  0.1 radians and a sequence of 
10 frames, where the particle displacement between frames 
is 5 mm, the measurement uncertainty for u and v comp-
onents is approximately 0.2% and approximately 4% for the 
w component.

4.3. Uncertainty of time-averaged velocity estimation

The discussion in the previous section pertains to the uncer-
tainty of the instantaneous velocity measurements. When 
dealing with the estimation of time-averaged velocity, the 
uncertainty is typically dominated by the temporal velocity 
fluctuations due for instance to flow turbulence. The depend-
ence of time-average estimation uncertainty upon the latter 
and the number of samples considered for ensemble averaging 
reads as follows:

εū =

√
σ2

ū + ε2
u√

NI
≈ σū√

NI
,

 
(27)

where σū  is the turbulence intensity and NI is the number of 
velocity measurements in the bin used for ensemble averaging 
(section 2.2). The second approximate equality holds when 
σū � εu.

The uncertainty of the time-averaged velocity vector field 
therefore largely depends upon the number of velocity meas-
urements in the ensemble averaging bin. A trade-off between 
measurement accuracy and spatial resolution emerges clearly 
from the above discussion, since increasing the number of 

samples NI implies a larger size of the bin chosen for ensemble 
averaging.

5. Dynamic spatial and velocity range

Here, the ranges of resolvable velocity field variations and 
spatial scales are estimated considering the properties of the 
CVV measurement system. The smallest resolvable length 
scale in the velocity field stems from the interrogation bin size 
lB (section 2.2), whereas the largest resolvable scale is deter-
mined by the measurement volume size (section 2.1). Given 
the compactness of the device, the latter can be expanded by 
moving the measurement region with the aid of a traversing 
mechanism or a robotic arm, as demonstrated in Jux et  al 
(2018).

Adrian (1997) defined the dynamic spatial range (DSR) as 
the ratio between the largest and smallest resolvable measure-
ment scales for instantaneous measurements. Analogously, the 
DSR for time-averaged CVV measurements can be defined 
using the length scales derived above:

DSR =
Lx

lB
, (28)

where Lx is selected as a typical dimension of the measure-
ment domain (section 2.1). Assuming a measurement domain 
extent of 50 cm and a bin size of 1 cm3, the resulting DSR is 
in the order of 50. This is above that obtained with large-scale 
tomographic PIV experiments, where a dynamic spatial range 
between 20 and 30 is obtained (Caridi et al 2016), with the 
caveat that the latter refers to the instantaneous measurements. 
So far, tomographic measurements where the time-average 
velocity was obtained at higher resolution using correlation 
averaging have not been reported in the literature.

Similar to the above, the dynamic velocity range (DVR, 
Adrian 1997) can be defined for the time-averaged velocity 
measurements, as the ratio between the highest value of 
measured velocity and the smallest resolvable variation. The 
latter depends upon the velocity measurement uncertainty as 
derived in section 4.3:

ūmin ≈ σū√
NI

.
 

(29)

The maximum resolvable velocity is dependent upon the 
maximum particle displacement that can be afforded with a 
particle tracking algorithm:

umax =
∆xmax

∆t
.

 (30)
Accordingly, the dynamic velocity range for time-averaged 
measurements, DVR, obtained by the CVV equals

DVR =
√

NI

(
∆xmax

σū∆t

)
. (31)

For a CVV measurement where umax ≈ u∞ and the turbu-
lence intensity is 10%, this yields DVR = 100 when consid-
ering ensemble averaging bins with NI = 100. The ensemble 
averaging procedure allows for a larger DVR than what would 
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be possible using standard tomographic PIV (on the order of 
30, Lynch and Scarano 2015).

The most common way to increase the DSR and DVR of 
the CVV is by collecting larger sequences of images, at detri-
ment of the computation time.

6. Wind tunnel experiments

6.1. Prototype CVV system

A CVV system is realized that combines four cameras and laser 
illumination within a box as depicted in figure 8. Four compact 
LaVision MiniShaker S CMOS imagers (831  ×  631 pixels at 
471 fps, 10 bits) are positioned as schematically illustrated in 
figure 8. The cameras optical axes intersect at a point located 
at z0  =  50 cm from the sensor plane with a corresponding 
base angle β0  =  4.3°. The cameras are fitted with f  =  4 mm 
lenses, with numerical aperture set to f#  =  8 ensuring in-
focus particle images over the expected volume depth (zmax ~  
0.5 m). The light source is a Quantronix Darwin-Duo Nd-YLF 
laser (2  ×  25 mJ pulse energy at 1 kHz). The light is trans-
mitted from the source to the CVV through an optical fiber 
with its end in between the cameras (figure 8). The laser light 
spreading angle of 65° is achieved by focusing the collimated 
laser light at the source with a spherical lens of 20 mm focal 
length. An additional micro-lens is installed at the end of the 
optical fiber to further increase the spreading angle.

As previously discussed, given its working principle, the 
CVV system is unsuited for volumetric measurements with 
standard micron sized tracer particles, as these would not scatter 
sufficient light. Therefore HFSB (Bosbach et al 2009) with a 
diameter in the order of 300 µm are used as tracer particles.

The CVV is calibrated first by fitting a pinhole model to 
multiple recordings of a calibration plate (LaVision ‘Type 
30’) and subsequently refined using volume self-calibration 
(Wieneke 2008). The CVV was found to be sufficiently rigid 
to allow for use of a single calibration at the beginning of each 
experimental campaign, also after movement of the CVV to a 
new measurement position.

6.2. Flow around a sphere

Experiments are performed in an open-jet low-speed wind 
tunnel with 60  ×  60 cm2 exit cross section  at flow speed of  
2.5 m s−1. A sphere with a 10 cm diameter is placed 30 cm 

downstream of the exit (figure 9). The Reynolds number 
based on the sphere diameter equals Re  =  1.7 · 104. The CVV 
system is positioned just outside of the jet-stream at 30 cm dis-
tance from the sphere. The optical magnification at the center 
of the sphere is approximately 0.01.

The expected measurement volume width and height at 
this distance are 30 cm and 22 cm, respectively (indicated 
by the dashed red line in figure  9-left). The measurement 
volume encompasses the inviscid laminar flow region ahead 
of the sphere, and a turbulent wake, including a separated flow 
region behind the sphere. Such measurement with planar or 
tomographic PIV requires at least two measurement directions 
due to the model shadow and optical blockage to the cameras.

Particle images are recorded at 471 Hz, corresponding 
to a 5 mm displacement in the free stream (corresponding 
to approximately 15 pixels particle image displacement at 
z  = 30 cm). Measurements include 15 runs, totaling 25 000 
image quadruplets. The particle image density is limited by 
HFSB seeding generation rate and equals approximately Np  =   
0.015 ppp. The instantaneous particle images from the four 
CVV cameras are shown in figure 10.

The figure shows the raw images for cameras 1, 2 and 3. 
Due to the small solid-angle of the imaging system, the dif-
ferences between the four camera images is barely noticed by 
visual inspection. The time-series of images is pre-processed 
using a high-pass filter in the frequency domain (Butterworth 
filter, Sciacchitano and Scarano 2014) to reduce the reflec-
tions from the solid surface of the sphere (filter length of 7 
recordings). The bottom-right figure shows the instantaneous 
particle image obtained by camera 4 after pre-processing. The 
particles peak intensity varies largely along the depth of the 
measurement volume (equation (5)) and decays moving away 

Figure 8. Sketch of the front (left) and side (right) of the CVV.

Figure 9. Schematic of the measurement setup. The figures are 
drawn in a plane through the center of the sphere.
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from the viewing axis due to the Gaussian profile of laser light 
intensity. The measurement volume achieved is approximately 
10 liters, based on zmin  =  15 cm and zmax  =  35 cm.

The center of the image is saturated where the light scat-
tered by the surface of the sphere is reflected directly towards 
the imagers. As a result, no particle images can be detected 
in this region. Note that in the coaxial configuration, the illu-
mination direction cannot be changed independently of the 
imagers viewing direction to reduce reflections. The effect of 
reflections can therefore not be reduced by changing illumina-
tion direction. Reflections could be reduced by use of paint 
or cameras with a larger full-well capacity. Alternatively, Jux 
et  al (2018) show how the CVV measurement results from 
multiple viewing directions can be stitched together, pro-
viding an alternative strategy to mitigate surface reflections.

The sequence of pre-processed images is analyzed using the 
algorithm Shake-the-Box (STB, Schanz et al 2016) to estimate 
the particles velocity. Only tracks with a minimum length of 
4-exposures are retained in the analysis. A 2nd order polyno-
mial fit is used to regularize the particle trajectories, where 
a sliding track-fit through at most seven exposures is used. 
Approximately 0.1 tracks cm−3 are detected on average in 
every recording, which is less than the seeding concentration 
of 0.7 HFSB cm−3 estimated from the particle image density 
and equation (8).

For illustration, figure 11 shows a subset of tracked particles, 
colored by velocity magnitude. Particles at a distance larger 
than the sphere center plane are hidden for clarity of the visu-
alization. The flow deceleration ahead of the stagnation point in 
front of the sphere is followed by a region where the flow accel-
erates beyond the free-stream value around the sphere under the 
effect of the favorable pressure gradient. After the point of max-
imum cross section, the boundary layer separates generating a 
turbulent wake region downstream of the sphere. In the latter, 
erratic particle trajectories can be observed, corresponding to 
the chaotic motions in the turbulent separated flow regime.

The time-averaged velocity field is obtained by ensemble 
averaging the scattered data over bins of 7.5  ×  7.5  ×  7.5 mm3. 
The evaluation with 75% overlap results in vectors spaced by 
1.9 mm. The dynamic spatial range for this measurement is 
estimated to DSR  =  25. On average, there are NI  =  500 parti-
cles falling in every bin. Based on 10% intensity of the turbu-
lent velocity fluctuations (wake region), the resulting DVR is 
in the order of 200.

The measured flow upstream of the sphere can be com-
pared to the analytical solution from potential flow theory 
(e.g. Anderson (2010)). The measured time-averaged flow 
field is shown in figure 12-left (color contours), along with the 
velocity from potential flow theory (dashed contour lines). A 
generally good correspondence is observed within the angular 
range from the front stagnation point and moving approxi-
mately 45° along the surface of the sphere. Further than that 

Figure 10. Raw instantaneous particle images from cameras 1–3 and the pre-processed particle image from camera 4 (bottom-right).

Figure 11. Subset of the particle tracks. The volume is cropped for 
clarity of the visualization.

Meas. Sci. Technol. 29 (2018) 065201



J F G Schneiders et al

10

point, the velocity field is affected by the separation in the rear 
of the sphere and the potential theory fails to adequately model 
the flow field. A detailed comparison is extracted along the 
stagnation streamline, where the velocity profile taken along 
y  = 0 is considered (figure 12-right). The measured values 
correspond with good agreement to the theoretical reference 
up to x/R  =  −1.1. Any closer, the effect of the bin overlapping 
with the sphere yields an overestimation of velocity, similarly 
to the reported case of estimating the near wall velocity in 
boundary layers (Kähler et al 2012b).

The level of velocity fluctuations measured by the CVV 
away from the sphere gives an indication of the uncertainty 
of instantaneous velocity measurements. For the streamwise 
component u′

rms  =  0.02 m s−1 (approx. 1%), whereas along 
the depth w′

rms  =  0.2 m s−1 (approx. 8%). These values are 
obtained considering trajectories evaluated along 7-frames 
with a 2nd order polynomial. From a parametric analysis, 
the value of u′

rms is found to be independent of the chosen 
track length and is therefore considered to correspond to the 
physical velocity fluctuations exhibited by the free stream of 
the open jet. The value for w′

rms is significantly higher and 
in fair correspondence to the measurement error of the axial 
component predicted in section  4.2. Considering that the 
time-averaged value is built in each bin with an ensemble 
of approximately 500 samples, the uncertainty of the mean 
value becomes 0.05% for the streamwise component and 
0.4% for w.

6.3. Full-scale cyclist measurements

Following the work on the relatively simple model of a sphere 
in the previous section, in the present section the CVV is used 
to measure the near-surface flow around a full-scale cyclist.

6.3.1. Experimental apparatus and setup. A full-scale 
3d-printed model of Giro d’Italia winning cyclist Tom 
Dumoulin (van Tubergen et al 2017) is used for the present 
wind tunnel measurements. The measurements on the cyclist 
model were performed by Jux et al (2018) in an open jet wind 
tunnel facility with a 2.85  ×  2.85 m3 cross-section of the out-
let. The wind tunnel speed of u∞  =  14 m s−1 (Re  =  5.5 · 105) 
corresponds to that practiced during time-trial competitions 

(see e.g. the review by Lukes et al (2005)). A photograph of 
the experimental setup (figure 13) shows the cyclist inside 
of the test section, downstream of the HFSB seeding rake. 
The relatively compact size of the CVV makes it suitable for 
manipulation by a robot arm, as also shown in figure 13. A 
full discussion of the robotic manipulation of the CVV for 
measurement of an extended measurement volume is given in 
Jux et al (2018).

The present work considers three specific CVV measure-
ments to illustrate the range of optical access, the data yield 
and the different types of utilization. The regions inspected 
(athlete’s face, lower back and ankle-foot) are shown in 
figure  14-left. At the athlete’s face, the measurement chal-
lenge lies in capturing the flow over a 3D corrugated surface. 
At the back of the athlete, the flow is expected to exhibit 
unsteady separation with high levels of turbulence. Finally, 
the ankle-foot region is known to be the source of tip vortices 
emanating from this extremity. Capturing these vortices gives 
an indication of the small scale velocity and vorticity scales 
that can be represented with the CVV.

The dashed red lines in figure 14-left show the approximate 
field of view employed for the measurements. The active area 
of the CVV imagers is cropped to 640  ×  475 pixels to achieve 
a recording rate of 758 Hz that limits the particle image dis-
placement within 18 mm (40 px at z  =  30 cm) at a free-stream 
velocity of 14 m s−1. From equation  (1), a measurement 
volume width of 23 cm is expected at z  =  30 cm. Reducing 
the conical expansion angle yields an increased measurement 
volume depth of approximately 70 cm. Based upon analysis of 
the aerodynamic interference of the robotic CVV in Jux et al 
(2018), zmin is taken at 20 cm. Each sequence includes 5000 
recordings.

Samples of particle image recordings are shown in 
figure 14-right. The average particle image density is approxi-
mately Np  =  0.01 ppp. Using image pre-processing and par-
ticle motion analysis procedures like in the previous section, 
one tenth of the particles are tracked successfully. The bin 
size for ensemble averaging is set to 20  ×  20  ×  20 mm3 with 
75% overlap (5 mm vector spacing). The criterion is imposed 
that a minimum of 10 velocity measurements are used to esti-
mate the time-average value in each bin. Approximately 10% 
of the bins contain between 10 and 20 particles. On average 

Figure 12. Left: Time-averaged velocity measurements of the flow around a sphere. Potential flow solution (dashed contours) 
superimposed on the CVV result. Right: Streamwise profile of velocity along the stagnation streamline.
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each bin contains on the order of 100 particles. Based on the 
volume depth of zmin  −  zmax  =  50 cm, the DSR is estimated 
to 25. Assuming a turbulence intensity of 10% and taking the 
average number of particles per bin yields DVR  =  100.

6.3.2. Near-surface streamlines. The flow near the face 
and arms of the cyclist exhibits stagnation on the biceps of 
right arm, which is positioned approximately perpendicular 
to the free-stream direction. The near-surface streamlines are 
computed from the CVV results at a distance of 5 mm (one 
vector-spacing) from the surface of the cyclist. The result is 
illustrated in figure 15, along with color contours of velocity 
magnitude distributed on the same surface.

The near surface streamlines on the forearm slightly 
diverge approaching the elbow, where a dividing stagnation 
line (red line) can be identified that starts on the side of the 
arm and curls up on top of the arm to continue over the top 
of the biceps. There is no indication of flow separation at the 
elbow as the direction of the velocity along the streamlines 
does not reverse. The separating streamline ends in a saddle 
point, where a secondary dividing stagnation line can be iden-
tified (dashed blue line) that goes through the saddle point.

The measurement domain also includes parts of the flow 
over the face of the cyclist. Here the more elaborate surface 
topology is accompanied by a more complex flow pattern. 
In general, the concave regions exhibit a lower velocity and 
the convex (protruding) regions see a local increase of the 
velocity. Inspection of the streamlines plotted near the face of 
the cyclist shows a dividing streamline on the cyclist’s cheek. 

Figure 14. Field of view relative to the cyclist model indicated 
by the dashed red box (left) and example of a corresponding raw 
particle image (right). For clarity the particle images are colored 
green and saturated at 512 counts. From top to bottom the ‘face’, 
‘back’ and ‘foot’ measurement cases are shown.

Figure 13. Photograph of the robotic CVV setup. Reproduced from Jux et al (2018). CC BY 4.0.
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Figure 16. Streamlines in the back region evaluated at 5 mm from the body of the cyclist, plotted on color contours of velocity magnitude; 
the scale indicates the size of the measurement volume. The results come from a single CVV measurement location. Velocity vectors sub-
sampled by a factor 3.

Figure 15. Streamlines in the face and arm region evaluated at 5 mm from the body of the cyclist, plotted on color contours of velocity 
magnitude; the scale indicates the size of the measurement volume. The results come from a single CVV measurement location. Velocity 
vectors are sub-sampled by a factor 3.
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Above this streamline, near the eye of the cyclist, a region of 
reverse flow is observed. A slice of the velocity field plotted 
in the region between the face and the arms indicates the flow 
underneath the face accelerates as a result of the reduced cross 
section available.

Moving to the back of the cyclist (second field of view in 
figure  14), flow separation is expected on the relatively flat 
shaped lower back of the athlete. In figure 16 the near-surface 
streamlines confirm the above.

The flow pattern is however not as intuitive, as a dividing 
separation line (red line) appears at an asymmetric position 
and runs downward along the cyclist back where it crosses at 
a saddle point and another separating streamline that is spi-
raling upward and ending up at approximately the Ilium. The 
spiraling pattern of this surface streamline suggests that the 
shear layer separating around this region is wrapped up into 
a tornado like vortex, rapidly tilting and developing along the 
stream-wise direction. This observation confirms the 3D flow 
topology hypothesized in the study of Crouch et al (2014).

The color contoured velocity magnitude indicates that the 
separated flow region is fairly limited to a fraction of the low-
back region, with the caveat, however, that the velocity is sam-
pled here at approximately 5 mm distance from the solid surface. 
A slice of the velocity field downstream of the right upper leg 
indicates that the flow rapidly recovers the free-stream condi-
tions after only a fraction of the leg cross-section diameter.

6.3.3. Ankle-foot vortices. The field of view containing the 
right shoe of the cyclist (figure 14-bottom) is considered to 
visualize the vortical structures developing around in the shoe 
and ankle region. The green and red isosurfaces in figure 17 
represent negative and positive streamwise vorticity, respec-
tively. Elongated vortices (A, B and C) emanate from the sides 
of the shoe.

Vortices from each side have the same direction of rotation 
and merge into a single structure. A counter-rotating vortex 
(red) originates from the ankle and heel regions. The distance 
between the vortices B and C is approximately 30 mm, which 
is close to the spatial resolution limit of the current measure-
ments, based on a bin size of 20 mm. Evaluating a posteriori 
the DSR based on this length scale and the measurement 
volume depth of 500 mm yields approximately DSR  =  17.

7. Conclusions

A coaxial volumetric velocimeter (CVV) is proposed based 
on the use of multiple imagers positioned close together and 
at a small solid angle. Illumination of tracer particles is pro-
vided through an optical fiber positioned in between the cam-
eras. The CVV therefore requires optical access only from 
one measurement direction. In this configuration, the particle 
image intensity recorded on the imagers scatters with the 4th 
power of the particle distance from the measurement device. 

Figure 17. Isosurface visualization of streamwise vorticity. An approximate scaling is included to indicate the size of the measurement 
volume. The results come from a single CVV measurement location. Velocity vectors sub-sampled by a factor 3.
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The theoretical background derived in the study shows that 
the CVV is only of practical use when tracer particles are 
used that scatter light several orders of magnitude more than 
traditional fog droplets. Presently, the use of CVV is dem-
onstrated making use of HFSB as tracers. In addition, the 
study shows that due to the small solid angle of the system 
there is an approximately 15-fold higher particle positional 
and velocity measurement error for the axial component than 
for the in-plane components. To compensate for reduced acc-
uracy of the z-component of velocity, particles are imaged 
multiple times along their trajectories to produce a time-accu-
rate reconstruction of their motion. The spatial resolution of 
the time-averaged velocity measurements depends upon the 
particle image density and the number of recordings. A spatial 
resolution of less than a centimeter is achieved currently only 
when employing an ensemble averaging approach over sev-
eral thousand images.

A prototype CVV system has been employed for two wind 
tunnel experiments. The measured flow ahead of a sphere 
returns very good agreement with the potential flow theory.

Measurements in three regions around a full-scale cyclist 
model show the capability of the CVV to access the near-wall 
velocity over a complex 3D topology. Streamlines near the 
surfaces can be inferred as an approximation of skin-friction 
lines, yielding the details of near-wall flow topology. The 
time-average vorticity field also illustrates the potential to rep-
resent the vortex skeleton developing around a complex 3D 
body. The current levels of dynamic spatial and velocity range 
(DSR ~ 10, DVR ~ 100) lie below those typically achieved 
with planar PIV measurements. Both DSR and DVR depend 
upon the amount of tracers collected in the measurement bin. 
Therefore, experiments at higher resolution and accuracy 
require collecting larger data sets.
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