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A Topology of Shared Control Systems—Finding
Common Ground in Diversity

David A. Abbink , Senior Member, IEEE, Tom Carlson , Member, IEEE, Mark Mulder , Member, IEEE,
Joost C. F. de Winter , Farzad Aminravan, Tricia L. Gibo, and Erwin R. Boer, Member, IEEE

Abstract—Shared control is an increasingly popular approach
to facilitate control and communication between humans and intel-
ligent machines. However, there is little consensus in guidelines for
design and evaluation of shared control, or even in a definition of
what constitutes shared control. This lack of consensus complicates
cross fertilization of shared control research between different ap-
plication domains. This paper provides a definition for shared con-
trol in context with previous definitions, and a set of general axioms
for design and evaluation of shared control solutions. The utility
of the definition and axioms are demonstrated by applying them
to four application domains: automotive, robot-assisted surgery,
brain–machine interfaces, and learning. Literature is discussed for
each of these four domains in light of the proposed definition and
axioms. Finally, to facilitate design choices for other applications,
we propose a hierarchical framework for shared control that links
the shared control literature with traded control, co-operative con-
trol, and other human–automation interaction methods. Future
work should reveal the generalizability and utility of the proposed
shared control framework in designing useful, safe, and comfort-
able interaction between humans and intelligent machines.

Index Terms—Human–automation interaction, human–
machine interaction, human–robot interaction (HRI), shared
control, supervisory control, traded control cooperation.

I. INTRODUCTION

NORBERT Wiener stated in 1950 “ . . . in the future de-
velopment of ( . . . ) messages and communication facili-

ties, messages between man and machines, between machines
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and man, and between machine and machine, are destined
to play an ever increasing part” [1]. He advocated intuitive
human–machine communication, where communication can be
defined as the “ . . . exchanging of information by speaking, writ-
ing, or using some other medium” [2]. An even broader perspec-
tive of communication is suggested by its Latin roots: the Latin
verb “communicare” means “to share.”

Since then, increasing technological sophistication and the
availability of inexpensive mechatronics and artificial intelli-
gence (AI) have substantially increased the capabilities of ma-
chines. However, the challenge to create effective embodied
AI—intelligent machines that can physically interact with their
environment—remains huge, especially in unstructured envi-
ronments. To avoid confusion, we will use the single term robot
to describe a designed system that has a degree of “intelli-
gence” and “autonomy” (self-directedness), which it uses to
interact physically in and with its environment. Robots, there-
fore, include intelligent vehicles, brain-controlled wheelchairs,
exoskeletons, semiautonomous systems, etc.

The ability for robots to be fully autonomous always and ev-
erywhere is a myth [3], despite the impressive demonstrations
of today’s highly automated planes and cars, or of the Defense
Advanced Research Projects Agency Robotic Challenges. Full
automation can be achieved in environments which can be pre-
dicted with high accuracy and where the consequences of failure
are acceptable (e.g., a conveyor belt). But in more complex and
unpredictable environments, some form of human control is
needed to achieve adequate performance in the overall task that
the robot is designed for. We will use the term human–robot in-
teraction (HRI) to describe the interaction and communication
between human and robot [4], specifically when completing a
task in a physical environment; and the term human is hereafter
used for the operator, driver, pilot or teammate of the robot. HRI
is studied in the field of human factors and ergonomics [5]–[7],
and is also addressed as human–computer interaction or human–
automation interaction. In these fields, it is recognized that in
unpredictable real-world environments, human and robot need
to cooperate to robustly keep performing the overall task. De-
pending on the individual capabilities of robot and human in
the specific environment, co-operation can occur at different
levels [8]: low-level subtasks (executing physical actions) up to
high-level tasks (judging situations, developing plans, making
decisions, and implementing actions). Successful cooperation
between human and robot at different levels requires effective
communication and interaction [9]: the long-standing challenge
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described by Wiener, pursued already in the 50’s [10] and 60’s
[11], is still relevant today [5].

One of the most influential concepts for HRI was published in
a 1967 issue of IEEE Spectrum, in which Ferrell and Sheridan
studied control over a remote robot and introduced the concept
of supervisory control. Supervisory control does not require
full robot autonomy, but “merely” the ability to achieve some
goals independently, while the human supervisor sets high-level
intermediary goals. One of the main issues according to the au-
thors is “ . . . setting up a method of communication between
the operator and the machine” [12]. In later work on subsea
robotics [13], Sheridan and Verplank distinguished two types
of control: “To share control means that both human and com-
puter are active at the same time. To trade control means that
at one time the computer is active, at another the human is.”
Traded control became a widespread paradigm for HRI, where
trained operators act as a backup system for the robot (i.e., the
automation system controlling a plant/vehicle/device). One of
the best-known applications of traded control is in aviation, a
domain that is exposed to human factors issues arising from
limited communication between human and robot [14]. These
issues identified decades ago in aviation [15], [16] and other do-
mains [17], [18] persist today [19], and include problems with:
trust [20], switching authority, loss of skills and situation aware-
ness, overreliance, and inaccurate “calibration” with regards to
robot reliability [19], [21]–[23].

Shared control, on the other hand, has only recently received
popularity. A full-text search for “shared control” between 1966
and 1999 yields only 348 publications on IEEE Explore and
4300 hits on Google Scholar. The same search between 2000
and 2016 yields 2078 publications through IEEE Explore, and
over 17 100 hits on Google Scholar. Even accounting for a
5% year-by-year increase in publications in general, this illus-
trates the recent rapid growth in using the term “shared control.”
Shared control has been applied to a wide range of control tasks
and a diversity of applications. This diversity is illustrated by
the backgrounds of the authors of this paper: each of us has
been working to develop shared control solutions in different
domains [automotive, brain–machine interfaces (BMIs), teler-
obotic surgery, and transfer of learning]. Intrigued by the sim-
ilarities and differences across domains, three of the authors
founded the IEEE SMC Technical Committee on Shared Con-
trol [3] in 2011, with the goal of stimulating cross fertilization
and sharing of design and evaluation methods. In annual work-
shops, the organizers and participants discussed each other’s
work as well as recent and early literature. We encountered
much confusion about what constitutes shared control and what
does not; which design principles should be followed; where
shared control can and cannot be applied; and how shared con-
trol systems should be evaluated. In short, we experienced a
lack of a coherent design and evaluation framework for shared
control.

The goal of this paper is to provide researchers interested in
shared control with

1) a common definition for shared control, grounded in pre-
vious definitions in the literature,

2) general axioms for design and evaluation,

3) a review of shared control in four contrasting application
domains;

4) a hierarchical shared control framework to identify how
communication and interaction can aid the human in re-
maining aware and able.

In Section II, we provide an overview of definitions in the
literature, along with a consensus definition of shared control.
We include three axioms that reflect our guidelines for design
and evaluation of shared control applications. Next, we illus-
trate domain-specific issues regarding the design and evalua-
tion of shared control technology across four fields: automotive
(Section III), robot-assisted surgery (Section IV), BMIs
(Section V), and learning (Section VI). In Section VII, we pro-
pose a framework that structures different types and levels of
control into a hierarchical task decomposition, which can guide
design considerations about which types of shared control are
most suitable for given tasks and conditions (Section VII). The
framework constitutes a principled approach for comparing and
contrasting the pros and cons of different shared control designs
within a specific domain, and exposes possibilities for commu-
nication and interaction.

II. WORKING WITH SHARED CONTROL

A. Shared Control Defined

There is no single definition for shared control that is used
across application domains. Often, studies use the term “shared
control” without providing a definition, and among studies that
do define the term, definitions vary.

One early definition of shared control was provided by Sheri-
dan [17]: shared control is a situation where the human acts
“ . . . as supervisor with respect to control of some variables and
direct controller with respect to other variables.” Exactly what
variables this definition refers to remains unclear. Niemeyer
et al. [24] stated that we could speak of shared control “if task
execution is shared between direct control and ( . . . ) autonomy,
or if user feedback is augmented from virtual reality or other
automatic aids.”

More recent definitions introduce a hierarchy of subtasks:
in shared control “ . . . the remote system can exert control over
some aspects of the task while the human operator maintains ac-
cess to low-level forces and motions . . . ” [25], or “ . . . the robot
can control low-level functions ( . . . ) while the human operator
maintains high-level control” [26]. In the field of BMIs, shared
control was first applied by Srinivasan’s group [27], who defined
continuous shared control as being: “ . . . continuous because the
interaction is immediate and does not have the ‘wait and see’
characteristics of a planner-based approach or the switching
characteristic of a traded-control” and “shared because it al-
ways reflects input of both brain and sensor, as distinguished
from traded control where control switches discreetly from di-
rect operator control to the autonomy of the robot depending on
task and situation.”

Another view is put forward by Endsley and Kaber [16], who
discussed shared control in the context of levels of automa-
tion, where during shared control “ . . . both the human and the
computer generate possible decision options. The human still
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retains full control over the selection of which option to imple-
ment; however, carrying out the actions is shared between the
human and the system.” Here, the essence of sharing control lies
in the execution of actions, although “monitoring” and “gener-
ating” can also be shared. This emphasis on shared control for
“low-level” execution is also central to proposed definitions for
the automotive domain. Shared control solutions can be divided
into two general methods [28]: input-mixing shared control and
haptic shared control. The former approach steers a vehicle us-
ing “ . . . a final steer command which is a blend of a human
driver and an optimal controller” [29]. In haptic shared control,
the shared control occurs at the force level: “ . . . the human uti-
lizes the haptic sensory modality to share control of the machine
interface with an automatic controller” [30], [31]. The confusion
over what does and does not constitute shared control largely
results from a different perspective on what constitutes con-
trol. Our position is that sharing of task control between human
and robot can occur at different hierarchical levels of control
and learning. During shared control, human and robot jointly
arrive at a plan, decision, or control action for a system (vehi-
cle/device), each of which can differ from the one that either
agent alone would generate. In sum, in this paper we propose
the following definition of shared control:

In shared control, human(s) and robot(s) are interacting congru-
ently in a perception-action cycle to perform a dynamic task that
either the human or the robot could execute individually under ideal
circumstances.

This definition excludes full automation (where there is no
human) or manual control (where there is no automation). It
also excludes traded control, because in traded control human–
machine interaction is not temporally congruent. More specifi-
cally, a case where control is traded to the human—who goes out
of the loop temporarily to get back into the loop later—would
not fall under our shared control definition. Shared control also
excludes binary warning systems and decision support systems
because these systems only support the perception side of the
perception-action cycle. That is, decision support systems or
mission planning systems do not close the perception-action cy-
cle by themselves (although they may provide inputs to a shared
controller). Our definition furthermore excludes stability control
systems (e.g., in high-performance vehicles or aircraft) when
these support humans outside their control bandwidth because
those tasks could not be performed by the human alone (e.g.,
when the computer system fails). This definition does include
robots that support the human beyond physical limitations (e.g.,
exoskeletons, telemanipulators, robotic prostheses, intelligent
wheelchairs).

Our definition is open to many forms of shared control, such
as the interaction between multiple humans and one system, or
one operator controlling multiple systems. However, this paper
focuses on shared control applications where a single human
controls a single tool or a vehicle.

B. General Design Approach for Shared Control

Sharing of control between human and robot can take place
via different modalities and at different task levels. For example,
a driver and an intelligent vehicle may both act haptically on

the steering wheel, or a BMI wheelchair user and an intelligent
wheelchair may both act on the decisions to initiate a turn at
the next suitable location. The key element of shared control
is that mechanisms are created to facilitate the communication
of some aspect of control (planning, decision-making, action
execution), from which the human and robot can understand
each other’s activity and intent. Axiom 1 for shared control
design is therefore:

Shared control should link the actions of the human(s) and the
robot(s) by combining their efforts toward a final control action,
decision, or plan, such that each agent directly perceives how its
intent is shaped by the other agent, without having to wait for con-
trolled system dynamics to reveal the outcome of their joint efforts.

To encourage cooperation and minimize conflict between hu-
man and robot intentions, it may prove beneficial to model
robot behavior based on human behavior [28], as advocated by
human-centered automation [32]. This leads to the following
human-centered design corollary:

In shared control, conflicts between the human and the robot should
be minimized, by modeling robot actions based on human behavior;
and in case of conflicts, the robot should ensure that the human has
the time and ability to influence the robot’s actions.

For example, during BMI wheelchair control that involves
shared control at the decision level, the system has to com-
municate the chosen maneuvering decisions sufficiently far in
advance for the human to be able to overrule or influence that
decision.

Thus far, we have mainly discussed limitations on the side of
the robot. Humans also have limitations, which is the reason to
create robotic systems in the first place. Effective shared control
design allows mutually guiding and protecting roles for robot
and human.

C. When to Employ Shared Control?

Shared control is not necessarily the best choice for every kind
of HRI. Traded control may be preferable when control authority
can be traded with enough time margins for the human opera-
tor to get back in the loop and respond adequately. This offers
the benefit that the human operator can safely focus his or her
attention elsewhere, in the assurance that all situations where
human intervention is required can be identified accurately and
communicated timely. However, an essential complication for
many HRI scenarios is that robot functionality is not constant,
but situated [33], [34]. That is, the situation or context impacts
the functionality, which may shrink or shift outside of the ex-
pectations of the operator (whose preferences and abilities are
dynamic and situated as well). Although the robot may func-
tion as intended within the boundaries of certain situations and
conditions, it requires the human operator outside of them. Un-
expectedly and rapidly changing boundaries complicate exactly
when and how to trade control between robot and human [35],
[36]. Situated robot abilities and the accompanying human fac-
tors issues also limit the utility of conventional binary warning
systems and adaptive automation [37].

As long as a human operator is needed for system integrity,
then he or she also needs to be supported in maintaining
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appropriate situation awareness and understanding the robot’s
situated limitations: that is, the human must develop mental
models of situated robot functioning and utility. This is in line
with Billings’ concept of human-centered automation [32]. We
hypothesize that shared control is especially useful to foster
awareness of the robot’s control activities, intent, and capabili-
ties, especially when the robot reaches its functional limits, or
when the situation changes so that the robot shows degraded
performance.

Axiom 2 for shared control design in terms of safety and
performance, is therefore:

Shared control finds its highest safety utility in circumstances where
situations and conditions can rapidly change beyond the envisioned
design boundaries of the robot, and where rapid adaptation in human
involvement is needed to maintain system integrity.

Shared control finds its highest performance utility in circumstances
where a human’s situated control, perception, or cognitive ability is
the main limiting factor for the combined performance, and where
the robot complements these human abilities.

The accompanying design corollary is:

For humans to understand the utility of a robot under realistic con-
ditions, task domains and system design limitations need to be made
explicit and used to shape the communication between human and
robot.

D. Shared Control Evaluation

Conventionally, shared control designs have been evaluated
to show their advantages compared to manual control. Many
researchers concerned with shared control, including ourselves,
have the vision that shared control has the potential to mitigate
many of the known issues of traded control. However, solid
evidence for this statement is lacking due to the manner in
which we have been evaluating shared control systems [38].

We have often followed the same, rather self-confirming ap-
proach observed in other groups: evaluating the human–robot
system within the task domain for which the robot (support sys-
tem) was specifically designed, effectively ensuring that human–
robot system limitations are not exposed during evaluation. Only
quite recently have several studies specifically addressed the
evaluation of shared control outside of design boundaries [39]–
[42]. As argued above, the true quality of HRI emerges when
crossing robot limitations, either by conditions in the environ-
ment or by the human operator who may try to “push” the
robot boundaries. Obviously, it is impossible to evaluate util-
ity and satisfaction for HRI for every conceivable situation, but
we advocate purposeful evaluation of situations and conditions
for which the robot was not specifically designed. Axiom 3 is
therefore that:

To evaluate a human–robot system, it is necessary to evaluate within
and beyond the boundaries of the task domain for which the robot was
designed, as well as within and beyond the boundaries of the robot
limitations imposed by hardware, cost or policy–insofar as necessary
to meet the full spectrum of realistic situations and conditions where
humans may use the robot.

The accompanying evaluation corollary is that:

To fairly compare different robot designs and HRI philosophies,
it is necessary that the experimental conditions include static and
dynamic conditions that fall within and beyond the boundaries of the
task domain (design scope), within which each agent yields maximal
independence (autonomy) and thus performance.

The key of Axiom 3 and its corollary is that, if applied to
shared control, it tests Axiom 2 and its corresponding corollary
at a task level above the common task level. Hence, it allows for
comparisons of shared control designs across tasks.

The three axioms will serve as a focus in Sections III–VI,
which provide a shared control literature review for four appli-
cation domains: automotive, robot-assisted surgery, BMIs, and
skill transfer.

III. AUTOMOTIVE DOMAIN

Driving is a partially self-paced hierarchical task, based on
(sampled) visual information from the road and other road
users, although drivers also receive valuable auditory, haptic,
and vestibular cues. An insightful perspective on this hierarchi-
cal driving task is tolerance management: minimizing the risk of
reaching spatiotemporal constraints such as lane boundaries or
other road users. Because tolerances on these constraints are not
rigid, but instead depend both on the driver as well as on the sit-
uation (Axiom 2), a large variety of different driving strategies
exist that depend on driver ability (e.g., skill, insight, physiol-
ogy, age) and preferences or needs (comfort, speed, safety). The
demands of the driving situation sometimes exceed the ability of
the driver, resulting in dangerous conditions or even accidents.
Hence, the automotive industry has a long history of driver sup-
port systems [43] and steps toward self-driving cars [44]. In
the last decade, the abilities of advanced driver support systems
(ADAS) have increased so much that intelligent vehicles are
sometimes called “self-driving” in the media, although in real-
ity the cars employ traded control: they need to be supervised
by a driver to whom control will be traded back when the ADAS
boundaries are reached in real-world scenario’s (Axiom 3) or in
case of conflicts (Axiom 1).

A. Task of Support Systems

The variety of driving tasks that ADAS can support can be
hierarchically classified [45], [46] using the following three
levels.

1) Strategic Level: planning and task set adaptation, e.g.,
recognizing that an intersection is approaching and that
stopping and turning are new tasks to “load” into the
tactical level.

2) Tactical Level: decision making and task management
such as initiating a lane change or changing the following
distance.

3) Operational Level: continuous control and discrete ma-
neuvers such as lane keeping, car following.

These levels correspond to aviation’s navigation, guidance,
and control [47]. A fourth level is sometimes included as well: an
Execution Level that captures the neuromuscular control loops,
ensuring the execution of Operational Level commands. Most
ADAS are not based on shared control, but either on warning
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signals (such as auditory parking assistance and lane-departure
warning systems) or traded control of longitudinal control tasks
[e.g., cruise control, adaptive cruise control (ACC)] and lateral
control tasks [48].

B. Design of Driver Support Systems

The need to think about shared control design between the
driver and an ADAS that can individually perform (part of) the
hierarchical driving task can be well illustrated by considering
the example of one of the most widely available ADAS: ACC.
This ADAS can follow a lead vehicle: it automates the driver
task of car following at the operational level, leaving the driver
free to remove the foot from the gas pedal and communicate
the tactical choice of the desired following distance by pressing
a button. However, ACC has dynamic, situated limitations: bad
weather conditions degrade lead vehicle tracking; sharp bends
and roundabouts lead to sudden loss of the lead vehicle; the capa-
bilities and authority to accelerate and decelerate are limited. As
a result, the ACC capabilities may shrink as a result of changes
in the system (degraded sensors) or changes in the environment
(changing weather conditions, sharp curves). The situated task
for the combined human–robot system may shift according to
traffic density, the chosen speed, or following distance. Such
shifts are an example of Axiom 2, and call for continuous and
intuitive communication and interaction between human and
robot.

To communicate with the driver, the ACC can give warning
signals “upward” to the driver when it realizes that functional
limitations of its operational task are approached. The driver
can communicate “downward” to provide set-points or switch
the ACC ON or OFF. Comparatively few attempts have been
made to make this communication system and driver more con-
tinuous, such as a visual interface to display ACC behavior
[49], intended to “ . . . promote appropriate reliance and sup-
port effective transitions between manual and ACC control.”
This work recognized the need for continuous communica-
tion of ADAS limitations. The results showed that drivers re-
sponded properly to system failures when braking limits were
exceeded.

Shared control offers an alternative approach: employing the
same sensor suite of ACC but translating separation states con-
tinuously to forces on a haptic gas pedal [50], instead of feeding
to direct control inputs to the vehicle. This approach is called
haptic shared control [28] and essentially physically couples the
driver’s operational control actions to the operational control
actions of the robot (ADAS). The action–perception coupling
persistently links the communication between the system and
driver to the concurrent situation, allowing mutual awareness
of conflicts and immediate resolution (Axiom 1). The continu-
ous nature of the communication and interaction keeps drivers
comfortably in the loop, and enhances situation awareness also
outside system boundaries (Axiom 3). Haptic shared control has
demonstrated to be an effective way to not only improve driver
performance but also to reduce risk [51]. The haptic gas pedal
can also communicate legal speed limits [52] and be useful for
eco-driving [53].

Haptic shared control for lateral tasks requires a haptic steer-
ing wheel, and has been explored for lane keeping and curve
negotiation [54], [55], but also for discrete maneuvers, such as
evasive maneuvers [56], lane changing [57], and merging/cut-in
[58]. Flemisch et al. [59] proposed the “H(orse)-Metaphor” as
a design metaphor for the communication and interaction with
a highly automated vehicle. Later they developed the concept
of “cooperative guidance and control” [40], [60], [61], linking
support at the operational (= “control”) and tactical (= “guid-
ance”) levels. Recent literature [62] proposed to unify “coop-
erative guidance and control” with “shared control” by treating
“shared control” as a subset for the encompassing “coopera-
tive guidance and control,” which may include both shared and
traded control solutions in a cooperative manner. Regardless,
a design metaphor (such as the horse metaphor [59], [60]) is
useful to guide shared control design as well as to communicate
the concept to users.

Two of the main design challenges for shared control for
steering include: 1) designing the underlying controllers that
calculate steering inputs from the sensed environment and
2) deciding what control inputs to share with the human, and
how to weigh them. The first design challenge is essentially
that of designing the controllers that can autonomously steer the
vehicle within the design boundaries. Based on Axiom 2, the
underlying controllers should be human centered (and possibly
even individualized) to increase comfort and predictability of
the actions of the intelligent vehicle. In some cases it may even
be necessary to base robot behavior on the individual operator’s
behavior [63], [64], or to adapt continuously to the adapting hu-
man as situations and conditions change [65]. The second design
challenge strongly depends on the choice for either sharing con-
trol at the level of generated steering angles (i.e., input-mixing
shared control [29], [66], or the related “indirect haptic aiding”
[67]) or at the level of generated steering torques that will jointly
realize the steering angle input to the vehicle (i.e., haptic shared
control [28], [30], [50], [55], [60], [68]).

Input-mixing shared control inherently assigns the final steer-
ing authority to the robot [28], which conflicts with Axiom 2.
This version of shared control may work well in situations where
the automation is always reliable and the driver is unlikely to
make responsible steering movements, but may pose problems
when the driver wishes to overrule the automation’s actions [69].
The sharing of control depends on design choices concerning the
(static or dynamic) contribution of each steering input to the ve-
hicle [66]. Note that input-mixing masks the controller’s activity
unless feedback is provided [67], and variably changing the ratio
of steering wheel angle to tire angle may result in a significant
period of motor adaptation [70].

In contrast, for haptic shared control, the sharing occurs at
torque level, thereby including the fast and highly adaptive neu-
romuscular system of the driver [71] to communicate and inter-
act with the automation. Here, the sharing of control depends
on the magnitude of the forces [68], [72] and the level of haptic
authority [28] (i.e., stiffness [73] around the controller’s opti-
mal steering angle). The tuning of the magnitude of the shared
control forces can be formalized when based on measured neu-
romuscular behavior [74].
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C. Evaluation of Shared Control Solutions

Shared control solutions are usually evaluated safely within
intended system boundaries, and not compared with traded
control ADAS. An interesting exception is a study that com-
pared a haptic gas pedal and an ACC on the expressways
around Minneapolis-Saint Paul in high traffic density condi-
tions. Drivers had to engage and disengage ACC each time the
speed dropped below 40 m/h ACC and had to press the brake
when a deceleration greater than 2.5 m/s2 was needed. Under
these conditions, drivers preferred the shared control provided
by the haptic gas pedal over the traded control of the ACC and
over manual driving, mainly due to annoyance with repeated
disengaging and engaging of the ACC due to the traffic. In more
recent studies of steering support in highly automated vehicles
[75], different shared control design options for shared control
were evaluated [40], [41] within and beyond the design bound-
aries (Axiom 3).

IV. ROBOT-ASSISTED SURGERY

Surgery is a domain that continues to be enhanced by the
addition of supporting technology into the operating room, both
assisting existing surgical procedures and enabling new tech-
niques that were not previously possible. Surgical procedures
demand both dexterous motor and cognitive skills, which can
pose challenges to even the most experienced surgeons. While
the accuracy and precision of robotic devices offer a promis-
ing approach to provide assistance in the operating room, full
automation is often not possible due to the high level of risk
involved in surgical procedures [76]. In contrast to the pre-
viously discussed automotive domain, surgery encompasses a
large range of operations that are performed with a variety of
tools by highly trained specialists, who often have high expec-
tations for support system transparency and low acceptance of
systems that they feel will hinder their work [77].

A. Task of Surgical Robotic Support Systems

A variety of computer-assisted support systems have been
considered to enhance a range of procedures, from orthopedics
to percutaneous therapies to laparoscopic surgery. Support sys-
tems have been designed to assist during different phases of
these surgical operations, both with preoperative planning, in-
traoperative procedures, and postoperative verification. In this
paper, we limit the discussion to robotic support systems that
have been designed to aid and improve the intraoperative phase.
The unique surgical environment presents a handful of addi-
tional constraints that challenge the surgeon’s sensorimotor and
spatial reasoning skills: delicate surrounding tissues to avoid
damaging, intricate anatomical structures around which to ma-
neuver, and complex mappings and kinematics of robotic instru-
ments. The assisted intraoperative subtasks vary greatly with
different surgical procedures, ranging from tissue manipulation
to needle driving, from suturing to navigation. Despite this sub-
task variability, support systems can be considered to assist the
surgeon in the following types of tasks.

1) Extension of sensing/motor capabilities: The limits of the
human sensorimotor system, which are often approached
due to the scale of some procedures, can be enhanced
to help the surgeon operate within the environment con-
straints (e.g., small anatomical structures, delicate tissues,
low interaction forces).

2) Information integration: Incorporating different sources of
information (e.g., patient-specific anatomy from different
imaging modalities) in a seamless manner can aid the
surgeon in efficiently determining and executing a desired
plan.

B. Design of Surgical Robotic Support Systems

Surgical robotic support systems, both in the clinical and
experimental stage, have been designed with varying levels of
automation [78]. While it is usually desirable to keep the surgeon
in-the-loop, the complexity of the procedure and the dynamics
of the environment affect the acceptable level of automation.

Autonomous robotic systems that replace specific subtasks
of the surgeon have been used in some clinical applications,
particularly orthopedics and neurosurgery. These particular ap-
plications allow for accurate registration of the surgical tools
to rigid bony structures, with little deformation to the targeted
anatomy. One of the first clinical systems was the ROBODOC
Surgical System (Curexo Technology Corp., USA), designed to
improve the precision of manual joint replacement surgery [79].
Prior to the operation, the surgeon selects the appropriate im-
plant based on preoperative computed tomography (CT) images
and determines the desired placement. The ROBODOC system
autonomously mills the desired shape for the selected implant,
while the surgeon serves a supervisory role with the ability to
monitor and abort the process. Other clinical robotic systems
have been developed to support the surgeon by automating such
subtasks as positioning a mechanical guide for the manual in-
sertion of a tool (e.g., NeuroMate for neurosurgery, Reinshaw,
U.K.). Experimental systems are also being developed to au-
tomate subtasks in less predictable situations or deformable
environments, such as suturing (EndoBot, [80]).

Automation of surgical procedures is limited, however, be-
cause “ . . . situations and conditions can rapidly change beyond
the envisioned boundaries” (Axiom 2). It comes as no surprise
then that many surgical robotic devices have been designed
to share control with surgeons, improving their performance
rather than autonomously executing tasks. These systems use
the principles of either teleoperation (master–slave system) or
cooperative manipulation (surgeon and robot both hold the tool).
Since the surgeon and robotic system are continuously in physi-
cal interaction, this presents the possibility for synergistic shared
control. The da Vinci Surgical System (Intuitive Surgical, USA),
one of the most successful commercial teleoperation surgical
systems, currently features tremor filtering and motion scaling
but does not include haptic feedback [81].

Researchers have considered a form of shared control to com-
pensate for physiological motion, due to respiration or heartbeat.
During teleoperated cardiac surgery, robotic technologies have
been investigated to eliminate the need for constraining the



ABBINK et al.: TOPOLOGY OF SHARED CONTROL SYSTEMS—FINDING COMMON GROUND IN DIVERSITY 515

heart with mechanical or vacuum stabilizers. If the slave device
tracks and moves with the physiological motion, the surgeon
can operate on a static image of the heart. This approach is a
form of “input-mixing” shared control [28], since the automatic
controller and surgeon control the robotic system concurrently,
but the activity of the automatic controller is not continuously
communicated to the operator.

Other clinical and experimental surgical robotic systems have
implemented haptic shared control, enabling the surgeon and an
intelligent controller to communicate their respective actions
to one another directly, without inducing sensory overload via
additional sounds or lights in an already hectic operating room
environment. Virtual fixtures have been widely investigated to
support an operator, either preventing the incursion of desig-
nated forbidden regions (passive assistance) or providing guid-
ance along desired paths (active assistance) [82]. By integrating
patient-specific anatomical information (e.g., CT or MR im-
ages), the intelligent controller can help the surgeon stay at the
surface of an organ or avoid puncture of delicate structures. In
contrast to the autonomous ROBODOC, the RIO Robotic Arm
Interactive Orthopedic System (MAKO Surgical Corp., USA)
allows the surgeon to stay involved in the milling process, pro-
viding support via virtual fixtures [83]. The surgeon manually
moves the robotic arm to guide the cutting process and only
feels resisting forces if the tool begins to move outside the pre-
determined surgical plan.

Virtual fixtures for haptic shared control have been investi-
gated to tackle these issues for a variety of other surgical proce-
dures, although they remain in the experimental stage [84]–[86].
Park et al. used forbidden region virtual fixtures to prevent ex-
cursions from the area of interest in a blunt dissection task with
the application of cardiac surgery [84]. For the application of
ophthalmic microsurgery, Becker et al. generated real-time vir-
tual fixtures from microscope video to prevent over-penetration
of the retinal membrane [86]. Virtual fixtures have also been
explored to provide guidance by imposing motion constraints
during various endoscopic procedures and tasks, including the
insertion of tools during sinus surgery [87], steering of flexible
endoscopes [88], and suturing [89].

The design of a surgical support system that is accepted with
confidence for use in clinical stage remains a challenge. The
design challenges for shared control are driven by high surgical
accuracy, on-demand maneuvers, and anatomical considerations
in different surgical procedures. Operator proficiency issues and
variability in the surgical subtasks can severely impact the ability
of surgeons supported by surgical robot systems to achieve opti-
mal performance and safety in the shared (sub)tasks [78]. These
challenges demand improved design and evaluation methods to
communicate and process critical information at different levels
of intraoperative subtasks.

While current clinical robotic systems mainly serve to extend
the surgeon’s eyes and hands, the implementations of haptic
shared control discussed above supplement the surgeon with
additional guidance at the Operational Level (see Section III-A).
Further developments in advanced visualization and recognition
algorithms, informatics, and machine learning will enable future
systems to provide not only increased dexterity and precision

but also knowledge, thereby supporting decisions at the Strategic
and Tactical Levels.

C. Evaluation of Surgical Support Systems

Due to the high concern for patient safety in surgery, it is of
utmost importance to also evaluate shared control for robotic
systems outside of conditions for which it was originally de-
signed [90] (Axiom 3). It is imperative to understand the effects
of system malfunctions and conflicts (Axiom 1) between the in-
tentions of the surgeon and intelligent controller on the surgeon’s
behavior and the overall objectives of the surgical procedure.

For image-guided navigation, one method for displaying the
system’s uncertainty of tool or anatomy position is to show an
ellipse representing registration imprecision [77]. Analogous
methods need to be implemented to inform the surgeon of the
limitations of the haptic shared controller. Conversely, methods
to improve the controller’s awareness of the surgeon’s limi-
tations, such as hand tremor or insufficient dexterity, can be
implemented. There has been some work on varying the guid-
ance gains (level of haptic authority) and adapting assistance
based on user intent using continuous hidden Markov models
[91]; however, these adaptive methods require further attention
in terms of design and evaluation. In addition, due to the specific
targeted population for surgical support systems, these systems
should be evaluated in the appropriate context. Evaluation with
and feedback from surgeons can produce different results from
testing the system with laypersons or tests on virtual surgery
simulators. It is also important to assess how well the support
system integrates into the overall flow of the surgical environ-
ment. And finally, while improvements in performance metrics
(e.g., accuracy and precision) are often emphasized, the effect
on clinical outcome must be prioritized.

V. BRAIN–MACHINE INTERFACES

In the previous two sections on vehicle control and robot-
assisted surgery, we have seen how haptic shared control pro-
vides an effective methodology for blending human input with
robot precision at the level of physical interaction, while main-
taining the user’s authority. However, some applications render
it impractical or impossible to physically interact with a con-
trol interface, especially in the domain of assistive technology
for people with severe motor impairments, where the end-user
often has weak or no voluntary muscular activity. This means
that activities of daily living, such as locomotion, reaching, and
grasping are extremely limited or impossible to achieve indepen-
dently. One possible solution that has been gaining increasing
attention over recent years is to use brain signals directly to
control robot-assistive technologies, thus, bypassing the usually
peripheral motor-output pathways.

A. Task of BMIs

BMIs aim to empower people with severe motor impairments
to obtain on with (some) of their activities of daily living, by
using thoughts alone to control-assistive robotic devices [92],
[93]. Typical activities include operating self-feeding systems,
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environmental control units, prosthetic devices, text-entry sys-
tems, and wheelchairs. BMIs monitor the user’s brain activity,
most often through noninvasive electroencephalography (EEG)
and translate his or her intentions into commands, which can be
sent to external devices, computer programs [94], or physical
devices such as the wheelchair that we will use as a case study
in this section [95].

The primary aims of a BMI are to
1) monitor the user’s brain signals;
2) recognize the correlates of a predetermined set of mental

activities or processes in real time;
3) map these correlates to control actions;
4) provide feedback to the user about his or her per-

ceived mental state and the corresponding selected control
actions.

B. Design of BMIs

Many BMI implementations rely upon the subject attending
to visual or auditory stimuli, which are synchronously presented
by the system [96]. This leads to a duality between control and
feedback: Is the robot or the user initiating the control? Con-
versely, our philosophy is to keep as much authority with the
users as possible, such that the user should be able to sponta-
neously and asynchronously control the wheelchair, for exam-
ple, by performing a motor imagery task [95]. Since this does not
rely upon visual stimuli, it does not interfere with the visual task
of navigation. Furthermore, when dealing with motor-impaired
patients, it makes sense to use motor imagery, since this involves
a part of the cortex, which may have become redundant; that is,
the task does not interfere with the residual capabilities of the
patient.

As we have previously seen, in haptic interfaces, the system
provides a force, which the user can yield to, or override. In
BMI, the system (robot) can either initiate an action or give an
indication that it will initiate an action, having detected a par-
ticular pattern of brain signals (Axiom 1). If the robot executes
or proposes an action, which the human deems to be incorrect,
it is possible to detect a so-called error-related potential in the
human EEG signal [97]. Such “cognitive states” can be used
as feedback to the system, to correct mistakes or inform the
refinement of a learned control policy [98].

This framework, however, poses several challenges in deter-
mining the human’s intention from such uncertain channels and
consequently generating the most appropriate control signals.
These challenges are associated with relatively low accuracies;
low temporal precision; and low information transfer rates in
the human control input signals. Furthermore, uncertainty in the
system, such as the human’s internal state (attention, workload,
fatigue, etc.); the nonstationary nature of brain signals; and the
variation of the class-discriminative information, both within
and between users, exacerbate the challenge [96]. Shared con-
trol seems like a reasonable approach to compensate for these
inherent ambiguities associated with BMIs.

C. Input-Mixing Shared Control for BMIs

In contrast with Sections II and III, to support humans in
performing tasks with BMIs, we propose to share control at the

higher tactical level by using an input-mixing shared control
system. The human input is interpreted given contextual infor-
mation (e.g., the environment surrounding an assistive robotic
device) to determine the resultant control signals that should be
sent to the robot (e.g., wheelchair), to achieve acceptable perfor-
mance and maintain safety (Axiom 2). Under such a scheme, the
user is provided with feedback through alternative modalities,
such as visual, auditory, vibrotactile, electrotactile, etc.

There are some critical issues to be considered when design-
ing shared control systems for BMI applications. Commands
from the BMI and the contextual information need to be fused
to determine the final command that should be delivered to the
device, but this can be done in many different ways, using ap-
proaches such as gating, fusion or regulation [99]. Gating (in the
automotive domain often called “transition of control”) means
that one signal from the user or the device enables the other
party to take control. However, this approach does not fit with
our definition of shared control since it violates Axiom 1. In-
stead, this approach would be categorized under the broader
term co-operative control [62]. Conversely, fusion is an excel-
lent example of shared control, since it means that both the user
input and the information from the device contribute directly to
the final control command, through rules including competitive
methods, weighted sums, and probabilistic reasoning. Alterna-
tively, the notion of regulation fits nicely with Axiom 2, since it
means that one or more of the signals can be used to adjust the
parameters of the shared control system, resulting in changes in
the level of assistance that the robot provides to the human. For
example, a dynamic Bayesian network has been used to track
the human’s intended actions or goal destinations [98]. Finally,
the gating, fusion, and regulation approaches can be cascaded
to create more complex or flexible behaviors [99].

Another important aspect to consider in the design is the level
of assistance (or automation) that is provided by the robot to the
human. End-users of such devices often prefer to have authority
over the device rather than to be controlled by it, but at the same
time, safety should take precedence. In other words, the system
should provide a transparent assistance for the human and allow
the assistance to be overridden in nonsafety critical situations
[96], [100].

Most shared control systems tend to have predefined settings
based on the task and the environment in which the task is per-
formed. Additionally, the provided level of assistance is usually
constant for each user. However, to have an effective interaction,
shared control assistance should be well-matched to each user
and should adapt to complement their dynamic and evolving
capabilities [65].

Finally, hybrid control techniques can be used to take control
of additional degrees of freedom or combat the fatigue asso-
ciated with a particular control channel. This allows the users
to take more or less low-level (operational level) control and
switch between different modalities when they want or need to
do so [95], [96], [101].

D. Evaluation of BMIs With Shared Control

Many shared control implementations are still evaluated with
respect to the global system or specific task performance. The
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use of shared control systems, in which both human and robot
contribute to the control process have been shown to be benefi-
cial [27], [102]. Operating devices with a BMI combined with
shared control techniques result in better performance, higher
speed, and safety while reducing the required effort compared
with not having the additional support, as we would expect from
Axiom 2 [96], [103]. Expert users aside, such metrics will often
lead to a fully automated controller outperforming any other
control approach, especially if the validation task is relatively
trivial.

Although these traditional metrics (such as speed and effi-
ciency) are important, the ultimate goal is that the user is able
to complete tasks voluntarily when they want. Therefore eval-
uations should additionally place great emphasis on a human
factors analysis [65]. As an example, we can employ standard-
ized validated questionnaires, such as the NASA-TLX [104],
which also take into account subjective measures such as the
user’s frustration.

There still exists much work to be done in particular in inves-
tigating adaptive shared control for BMIs. It will be particularly
challenging to decide exactly how to evaluate such systems.
Nevertheless, they could have a high impact in related fields,
such as neurorehabilitation, where, for example, the level of
assistance is usually decreased over time as motor skills are
relearned. Moreover, we have not yet found any examples of
BMI systems being evaluated on or beyond the boundaries of
the task domain (Axiom 3), which is necessary if we are to see
them used more widely outside of the lab.

VI. LEARNING

Cognitive psychologists have stated that it takes 10 000 h of
deliberate practice to become an expert at a complex task [105].
However, not everybody gets to be an expert performer, because
of lack of talent, or physical or mental limitations such as aging
factors [106]. Can shared control be used for accelerating the
learning process?

In this paper, we adopt the following definition: “learning is
a relatively permanent change in knowledge that occurs as a re-
sult of experience” [107]. Learning is crucial for survival, as the
knowledge acquired through learning allows us to anticipate the
future from past experiences and to control an ever-changing en-
vironment [108]. When a person is new to a task, he or she tends
to apply knowledge-based behavior, meaning that information
processing is relatively slow and sequential. When learning,
knowledge becomes implicit, and information processing be-
comes fast and parallel, that is, the person applies skill-based
behavior [124].

Technology may facilitate learning by providing the learner
with computer-stored knowledge in appropriate doses and at
appropriate moments, either in the form of error feedback and
guidance at the operational level, or in the form tactical feed-
back of strategic advice. Shared control appears to be an ef-
fective medium for communicating knowledge between human
and machine (Axiom 1), and so could be valuable in learning.
In particular, feedback from a haptic display is in agreement
with the proximity compatibility principle [109] if the haptic

feedback is applied directly at the control interface. For exam-
ple, whereas visual feedback (e.g., a warning light indicating
to the learner that he/she makes an error) needs to be attended
to and interpreted before implementing a decision, haptic feed-
back (e.g., force feedback at a joystick) can support the learner
directly and reflexively.

Haptic shared control for learning (usually called haptic guid-
ance) has mostly been studied for tasks at the operational level,
such as in the learning of tracking tasks [110], [111]. However,
in complex tasks, having excellent skills at the operational level
does not suffice for safety. A classic illustration is provided by
Williams and O’Neill [112]. These authors showed that nation-
ally licensed race drivers (who can be assumed to have excellent
vehicle handling skills) were involved in more police-registered
accidents than a comparison group of similar age, race, and sex.
Motivations to drive are higher order determinants that place
demands on the operational level, which is situated lower in
the hierarchy. That is, accidents cannot be prevented by only
perfecting skills at the operational level; training interventions
should also tackle risk taking at the strategic level [113]–[115].

Haptic shared control may be a promising means for acquir-
ing knowledge at the strategic level. However, participants get
annoyed when they have to resist forces contrary to their in-
tentions. Applying extreme pressures on the human skin may
result in discomfort, arousal, and even pain. Interestingly, frus-
tration and emotionally arousing events facilitate the formation
of long-term memory structures [116] and may promote self-
reflection. But we aim for a different learning method: inspired
by the “horse metaphor” [59], [60] haptic shared control and co-
operative guidance and control may facilitate mutual trust and
social bonding between human and robot.

A. Open Issues in the Use of Shared Control for Learning

Schmidt and Bjork [117] argued that the goal of training
is to be able to apply knowledge in the long term and novel
circumstances (Axiom 3). Although augmented feedback may
temporality boost human knowledge, in some cases feedback
may hamper long-term retention and the ability to complete
the task independently from the computer aid. Hancock and
Hancock [3], for example, stated: “ . . . it is ( . . . ) common for
many individuals today to have problems performing even ba-
sic mathematical additions when the computer is ‘down’. The
problem here is that the balance of some forms of expertise has
shifted over toward the computer side and suddenly we have
purportedly ‘smart’ machines being operated by sadly ‘dumb’
humans.”

Similarly, humans may become overly dependent on guidance
from haptic shared control, and as pointed out by Patoglu et al.
[111], nonadaptive (fixed-gain) haptic guidance protocols may
even be detrimental to motor learning, since “ . . . such schemes
actively interfere with the coupled system dynamics and cause
participants to experience task dynamics that are altered from
those of the real task.” [118]. If inappropriately implemented,
shared or traded control may, in fact, deskill operators [14], [18],
[19], which—rather than empowering operators—gradually dis-
ables them as they become increasingly reliant upon the robot.
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Semantically rich messages for effective learning at the strate-
gic level [39] are usually communicated through visual or audi-
tory means, and it is still unknown how to haptically convey such
messages. Presumably, low-dimensional channels such as ped-
als, steering wheels, and joysticks will be insufficient, and richer
multidimensional interfaces (e.g., pressure seats) will have to be
developed to communicate goals and intent of human and robot.
The degree to which the human should be required to learn a
task (i.e., to store knowledge in the brain), versus the degree
to which knowledge should be accessible via a computerized
aid, is an ongoing source of debate (cf., [119]). Technological
potential, such as computational speed of chips and hard disk
storage capacity, grow at an exponential rate [120]. Accordingly,
knowledge is now often retained in computerized support sys-
tems, and as pointed out by Hancock and Hancock “ . . . crucial
knowledge and thus one aspect of ‘expertise’ does not neces-
sarily need to be resident in the head of the operator” [3]. Com-
puters surpass humans at computational speed, and memorizing
fact and procedures [10], [118]. It would therefore be useful to
delegate this type of knowledge to machines, unless, of course,
the machine’s computing abilities are statistically unreliable or
temporarily unavailable (cf., [121]).

On the other hand, humans still surpass AI during physi-
cal movement and manipulation in situations that require quick
adaptation and generalization. Therefore, in the foreseeable fu-
ture, this type of knowledge will have to either rest with the hu-
man, be taught by humans to robots (e.g., by means of learning-
from-demonstration techniques), or be efficiently shared with
robots.

VII. TOWARD A SHARED CONTROL FRAMEWORK

In Section II, we proposed a definition of shared control that
captures multiple levels of control, and gave three axioms for
design and evaluation of shared control. We then provided a
review of shared control implementations for four domains: au-
tomotive applications (Section III), robotic surgery (Section IV),
BMI wheelchair control (Section V), and learning (Section VI).
In each of these four application areas, we argued that shared
control is beneficial to enhance communication between human
and robot (Axiom 1) at different hierarchical levels of control,
especially where changing conditions require human interven-
tions (Axiom 2). The presented shared control designs resulted
from highly domain-specific design approaches, and in almost
all cases the evaluation approaches do not explore behavior out-
side the design boundaries (Axiom 3). Even within a specific
domain widely different design and evaluation approaches ex-
ist, which complicates between-study comparisons of similar
support systems (see for example [122], [123]) and therefore
hinders cross fertilization.

The above illustrates the need for a shared control framework
that facilitates interdisciplinary collaboration and accelerates the
development of shared control systems. We here aim to establish
a shared control framework that addresses the need to design,
understand, and evaluate the communication and interaction
between a human and a robot. We link multiple frameworks
and concepts from diverse disciplines so that our shared control
framework can.

1) capture human and robot control at different task levels,
ranging from high-level planning to low-level execution;

2) capture different behaviors of human information process-
ing ranging from cognitive deliberation to sensory signal
processing;

3) capture interaction between a human and a robot within
and between each task level;

4) comply with shared control Axioms 1, 2, and 3;
5) capture shared control solutions from Sections III–VI and

can be extended.
The envisioned shared control framework should also facili-

tate comparisons between alternative human–automation inter-
action methods (such as traded control and binary warnings)
or interface designs (haptic, tactile, visual, auditory, or multi-
modal).

A. Relevant Hierarchical Frameworks

In 1970s, Sheridan and Verplank [13] proposed a concep-
tual framework for a hierarchical division of “computer-aided
manipulation” into goals, strategies, tactics, and action, linking
this division to the type of commands needed for communi-
cation. In the same period, the intelligent control community
[126]–[129], [131], [130] focused on developing computational
frameworks that could be used to control robots for performing
complex tasks that include planning, decision making, and con-
trol. Such frameworks have been applied to driving a car [44]
and are still used today in the control of automated vehicles.
It also inspired the ClaraTY framework [132], a computational
framework used for space robotics that stresses the distinction
between three layers (strategic layer, decision, functional).

Concerning more human-centered frameworks, a useful ap-
proach for decomposing information processing in human-
machine systems is Rasmussen’s distinction between knowl-
edge, rules, and skills (KRS) and the accompanying symbols,
signs, and signals needed to communicate at different task lev-
els [124]. With experience or training, tasks can move from the
knowledge-based level to skill-based level, requiring less cog-
nitive control. An accompanying design framework for support
systems is ecological interface design [125], an approach that
makes complex relationships in the dynamic work environment
perceptually evident.

A third research area that generated relevant frameworks is
the field of human–machine cooperation. According to Hoc
[133], cooperation implies “ . . . several agents pursuing inter-
fering goals and trying to manage this interference to facilitate
their tasks.” They state that interference management can take
place at three hierarchical levels: action level, planning level,
and meta-cooperation level. Flemisch et al. [60] provided an
“onion-layered” framework for cooperative automation, where
both human and robot (automation) control a vehicle based on
perception and situation assessment that feed into hierarchical
control levels (navigation, maneuvering, short-term planning,
control). They aimed to capture shared and traded control at dif-
ferent levels in a framework referred to as “shared and cooper-
ative control” [61]. Recent work in conceptual modeling [134],
[135] has linked a hierarchical dimension of control (opera-
tional, tactical, and planning levels) to a “horizontal” extension
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in terms of information gathering, analysis, decision-making,
and execution.

The above frameworks explain how human and robot coop-
erate but do not explicitly incorporate the vital fact that human
and robot can perform tasks at different levels at a skill, rule
or knowledge-based level, and that these control behaviors re-
quire different interface designs to facilitate communication and
interaction.

B. Proposed Design and Evaluation Framework

Why add another framework to describe hierarchical control?
The main reason is that no known framework captures the pos-
sibilities that shared control offers for HRI within and between
hierarchical control levels, where the robot can also learn from
a human (and vice versa) through communication and interac-
tion within and between these levels. An attractive perspective
for a comprehensive shared control framework is a combination
of vertical task levels [i.e., strategic, tactical, operational, exe-
cutional (STOE)] and horizontal KRS-based behaviors within
each level. Such a topology illustrates what can be communi-
cated within and between levels, what needs to be learned at each
task level, and accordingly what should be supported at each task
level. At each STOE level, control can be performed indepen-
dently by human or robot, traded between them, or shared. By
assigning control within and between each level plus detailing
what types of transitions in control are expected (Axiom 1, 2,
3), the required communication opportunities (e.g., visual, au-
ditory or haptic) become apparent, and the most suitable form
of interaction can be designed (shared or traded).

The proposed shared control design and evaluation frame-
work is shown in Fig. 1. Vertically, it shows the STOE task
levels. Within each level, the human and potentially the robot
can independently exhibit skill-, rule-, or skill-based behavior.
For example, strategic choices and decisions initially require ab-
stract thinking (knowledge-based behavior) but with experience
are made quickly and effectively. This process is well established
within the naturalistic decision-making field [136]. Similarly,
before a high level of skill is achieved in motor control, much
practice is needed to build the right situated internal models;
a process well established within the motor control community
[137]. This framework illustrates that individual human or robot
learning is integrated as a progression from knowledge-based
interaction at a particular task level to rule-based and finally
skill-based interaction.

The framework shows all communication and interaction pos-
sibilities between and within STOE levels, under the assumption
that the robot and human can individually perform tasks at each
task STOE level without the other. In real-life applications, robot
capabilities may well be limited to the execution or operational
level (e.g., ACC). Conversely, the human may also be limited at
the execution or operational level (e.g., patients with impaired
motor control). The framework illustrates that two types of in-
terfaces can be designed for communication and interaction:
within task level and between task level.

At each task level, communication and interaction between
human and robot may be designed to support knowledge-based

Fig. 1. Hierarchical framework for shared control between human/operator
(left) and robot/intelligent agent (right), controlling a plant/vehicle within a
task environment. The vertical task decomposition for both human and robot is
along the STOE levels. Within each level, humans and robots can learn (KRS
behaviors) and through multimodal interfaces interact to provide, receive or
share information in the form of knowledge-based symbols, rule-based signs, or
skill-based signals. The robot is shown here with the full learning and interactive
capabilities of a human, which is a utopia for now.

behavior (symbols), rule-based behavior (signs) or skill-based
behavior (signals). For example, the BMI wheelchair from
Section V supports the human at the tactical decision level,
to enable the operator to learn intuitive tactical control over the
robotic wheelchair; and giving the tactical commands eventually
become second nature (i.e., using intuitive skill-based behavior
as opposed to the initially rule-based behavior). When the robot
is always present, humans will simply learn to operate in the
new robot-enhanced environment, whereas in other cases the
robot may accelerate learning of a task that normally does not
offer such support (Section VI). The framework captures the
possibility that human and robot can mutually teach, show or
guide each other through interaction, as well as learn from the
other through observation or collaboration, thereby progressing
in the KRS behaviors within an STOE level. This duality, as
well as the symbiotic relationship between human and robot, is
novel in this framework.

Between STOE task levels, the actions of a higher level enter
the layer “goal sharing/multimodal communication interface,”
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to be passed, shared or traded into goals for lower level control
of human or robot. When control is traded to the robot, the robot
needs to take control over lower levels—including the commu-
nication and interaction required for the human to monitor its
performance and influence its goals.

Haptic shared control allows human and robot to commu-
nicate and interact at the operational level, through forces on
a control interface: signals, denoting skill-based behavior. The
human and robot both directly feel each other’s forces and can
use stiffness to protect their respective actions against available
safety margins. Together they shape the action that gets passed
to the execution level. However, the framework points to other
design possibilities for haptic interaction, at all STOE task lev-
els. For example, in driving one could use a joystick interface
to select between a number of route alternatives strategically.
The force needed to select one of them could be low for those
that satisfy many of the driver’s needs and high for those that
are less satisfactory. Similarly, regarding the tactical level, stiff-
ness on the turn signal could be used to inform at a skill-based
level that the tactical decision to change lanes is wrong (high
stiffness) or right (low stiffness). This communication could be
augmented (through visual or auditory feedback) to elucidate
the motivation for a low or high stiffness, the presence of other
cars in adjacent lanes, or the fact that the target lane may be
closed soon.

The framework allows exploration of many more such design
options. In general, three forms of interaction between robot and
human are possible:

1) shared control between task levels (i.e., both handing
down goals to the same lower level such that they get
mixed or fused by the communication interface),

2) traded control between task levels (e.g., the human hands
goals to the robot who performs lower level tasks, or vice
versa),

3) shared control within a task level through mutual sharing
and receiving of information (knowledge), demonstration
(rules), and action (skill) so that a symbiotic relationship
is established.

To the best of our knowledge, these three forms of HRI are
for the first time captured within a single framework.

Although useful as a conceptual framework, its structure is
meant to house computational frameworks for describing human
control, robot control, and HRI interfaces. Demonstration of this
utility of the framework requires more detail in what takes place
within a task level and what gets communicated between task
levels.

At each task level, the goal from a higher level controller
is transformed into a controller output action that constitutes
the goal for a specific lower level controller as illustrated in
Fig. 1. Some tasks, including driving, involve multiple tasks at
the same STOE task level that need to be performed simultane-
ously. In those cases, goals of multiple lower level controllers
need to be coordinated. Therefore, we detail the control frame-
work based on intelligent control concepts of dispatchers and
controllers/coordinators [127]. The goal of the task level is tar-
geted through a learned schema that implements a procedure.
The procedure constitutes the dispatching of a series of subtasks

to a coordinator that keeps track of what subtask should be im-
plemented next. It does so by communicating with lower level
controllers and feeding them each a particular goal while mon-
itoring their progress for timing (as well as for adaptation and
learning). The specific inputs, processes, and outputs at each of
the task levels are shown in Table I with examples for driving.

The downward flow is, thus, one of the commands to lower
levels. The upward stream is sensory information from the en-
vironment (impacted by the plant’s state) and lower level con-
trollers. Sensory information is used for three purposes:

1) sensory feedback to assess the situation, in order to select
the right mental and internal models employed within each
task level, and refine them;

2) within-level performance feedback to assess if the task
level goal was met;

3) between-level performance feedback for the coordinator
to keep track of the progress of each of the lower level
controllers it manages.

Performance feedback is used to learn and shape both the
mental models employed by the schema dispatcher within
each task level and the internal models used by the controller-
coordinator. Note that the framework explicitly uses processed
sensory feedback to self-evaluate performance and progress.
Also note that, to evaluate human–robot systems, it would be
beneficial to adopt the same performance metrics that the human
also employs; in other words: metrics that capture what matters
to the human.

C. How to Use the Proposed Framework for Shared Control
for Novel Studies

Shared control design is an interplay between creative and
engineering processes. The proposed framework can guide and
constrain these processes, offering a “saliency map” that draws
attention to various opportunities for designing the interface
across which information and control are shared between hu-
man and robot. The proposed STOE-KRS framework illustrates
the types of information that are needed at each task level as well
as the information that flows between task levels. Because of its
computational nature, it also embodies what needs to be learned
at each “node” in the hierarchical intelligent control model and
what type of feedback is necessary to facilitate knowledge acqui-
sition and usage. The framework exposes possible weaknesses
in the control of the system when information at the “touch
points” between human, robot, and controlled system is noisy,
limited, or missing. Because the framework proposes an inter-
face that supports interaction at all task levels and across all
knowledge levels it promotes a transparency between the con-
trolled system, robot, and human that should be implemented, by
exposing both the limitations of sensing as well as the knowledge
relied upon. The KRS aspect of the framework assures that even
when the human is supported to control a particular task level in
a skill-based fashion, the domain within which this skill-based
support is warranted is exposed through a set of constraints or
rules and is further explained in the form of knowledge that
exposes the reason for such restrictions. This type of informed
transparency enables the human to know when to rely on the
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TABLE I
DECOMPOSITION OF HIERARCHICAL TASK EXECUTION ALONG THE FOUR STOE TASK LEVELS, SPECIFIED FOR DRIVING

Task Level
(STOE)

Schema Input (= Goal
from Higher Level

Controller)

Schema Task (to dispatch
a Sequence of Tasks with

target States)

Schema Output (=
Controller Input)

Controller Task –
Coordinate what Lower

Level Controllers needs to
reach what Goal

Controller Output Action
(= Goal for Specific

Lower Level Controller)

Strategic Destination Dispatch- a route that
transitions along a
number of goal
locations;- the sequence
of targets to the controller

Sequence of target
maneuvers or task (e.g.,
stop at next intersection or
merge at next junction).

Coordinate when what
maneuver(s) to select and
how to shape them to
reach the next target (e.g.,
stop at stop line or change
lane to achieve higher
speed).

Specific vehicle maneuver
(e.g., merge).

Tactical Specific vehicle maneuver
(e.g., merge)

Dispatch a sequence of
goal behavioral stages
that achieve the maneuver

Sequence of target
behavioral states (e.g.,
check emptiness of
adjacent lane, match
speed to an adjacent lane,
decide to make a lane
change, etc.).

Coordinate what target
steady state vehicle states
to adopt (e.g., match
speed to adjacent traffic).

Specific steady state
target vehicle state or
specific safety margin to
maintain (e.g., reach a
speed of adjacent traffic
or maintain a certain
distance to lead vehicle).

Operational Specific steady state
target vehicle state or
specific safety margin to
maintain (e.g., reach a
speed of adjacent traffic
or maintain a certain
distance to lead vehicle).

Dispatch a sequence of
goal vehicle states that
achieve the target
environmental state

Sequence of dynamic
vehicle states with
constraints that need to be
satisfied (e.g., maintain
distance but do not allow
for the gap to grow
beyond or below a
particular time).

Coordinate what
manipulator control needs
to be applied or what
dynamic vehicle states
need to be traversed (e.g.,
certain deceleration rate).

Specific dynamic target
manipulator state (e.g.,
associated with reaching
yaw rate, deceleration
rate).

Execution Specific dynamic target
manipulator state (e.g.,
associated with reaching
yaw rate, deceleration
rate).

Dispatch a sequence of
low-level control actions
that achieve the target
manipulator state

Sequence of electrical
signal adjustments.

Coordinate what
low-level signals to send
to the actuators (incl.
muscles). IM of actuator
logic or more precisely
neural/electrical
mechanisms.

Specific neural signal or
voltage or current.

At each task level, a goal is executed by a schema whose task is to dispatch a sequence to a (within-level) controller. The controller outputs the actions that serve as goals for the
lower task level.

skill-based support or similarly rely on the robot to perform
the task reliably. Because the boundaries of robust or reliable
support are explicitly exposed in the interface, the human can
quickly determine who has control and what level of vigilance
is needed under what situational conditions.

The proposed STOE-KRS framework shows the many possi-
bilities to share control between a human and a robot. The shared
control community has scratched only the surface of understand-
ing the pros and cons that each constellation of human–robot
task sharing holds, especially in the context of real-world sup-
port limitations. However, by exploring the different interaction
constellations across disciplines and evaluating them against
real-world limitations, we hope that a set of design and evalu-
ation “best practices” emerges that can accelerate the informed
release of shared control interfaces into unpredictable human-
inhabited environments. The STOE-KRS framework captures
the efforts representative of our field and highlights the require-
ments for proper shared control that creative interface designers
can integrate into their HRI interfaces.

VIII. CONCLUSION

The diversity in application fields for shared control solu-
tions, with its accompanying lack of consensus in definitions,
and methodologies for design and evaluation, was the inspiration

for the proposed definitions, axioms, and a suggestion for a uni-
fying hierarchical shared control framework. This framework
is not merely conceptual, but constructed to guide the design
and evaluation of shared control within, around, and beyond
system operational and functional boundaries. The framework
addresses the need for out-of-scope design and evaluation be-
cause supporting transitions in and out of the design scope are
most critical for safe introduction of systems into the real world.
Examples from four different HRI disciplines show how shared
control at different task levels and different behavior levels fit
within the STOE-KRS framework.

The three main design elements of the proposed shared control
framework are:

1) Shared control should implement continuous interaction
between human and robot to facilitate robust mutually
aware interaction (constituting enhanced operation at a
particular task level);

2) Shared control should communicate the proximity to task
boundaries, environmental constraints, or system limits
to facilitate a need for adaptation in control strategy or
adaptation in the cooperation balance (constituting effi-
cient sharing and trading of human and robot control at
each task level);

3) Shared control should be complemented with information
about the motivation for operational limitations, decision
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boundaries, or strategic choices to facilitate understanding
of the system and promote learning toward a skill-based
interaction (constituting effective learning of system func-
tioning and the situation limitations that plague it).

The three main evaluation elements of the proposed frame-
work are:

1) Support systems should be evaluated to demonstrate that
the performance-effort balance shows a positive shift
within the targeted task domain as defined by situated
operational and functional support boundaries (constitut-
ing proof of superiority under predetermined conditions);

2) Support systems should be evaluated to demonstrate
that transitions across task boundaries, designed system
boundaries, and unexpected changes in system perfor-
mance due to hardware changes are quickly recognized,
and adjustments in human involvement are promptly and
efficiently achieved (constituting proof of superiority in
recognition and recovery of out-of-scope transitions and
conditions;

3) Support systems should be evaluated to demonstrate learn-
ing, by showing a shift toward proactive interaction in
response to changes in system functionality or reliability
(constituting proof of superiority in learning dynamics).

The proposed framework forms a coherent way of approach-
ing these design and evaluation elements. It can be applied to
shared control, but also to traded control solutions as part of
truly cooperative human–machine systems.

In a future where the machines we work with become in-
creasingly capable of sensing, decision-making, and physical
(inter)action, we need increasingly intelligent ways to commu-
nicate and interact with these robots. We agree with Sheridan
[21] that “ . . . as the frontiers between automation and operators
blur, it becomes increasingly critical that automation designers
realize that they are not building technology, but relationships.”
Echoing Wiener, communication and control are essential to
foster such relationships.

The concept of shared control has great potential to design
communication and control between human and robot. Unfor-
tunately, the widespread application of shared control across
different disciplines has grown more quickly than the under-
lying theories and design and evaluation principles. It is high
time to start thinking in, on, and out of the boundaries of our
domains to realize the full potential of shared control. We hope
that this review paper and its proposed definition, axioms, and
framework for design and evaluation for support systems serves
as a useful starting point toward that goal.
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