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PREFACE 

This publication is a result of the research program "Seamless Multimodal Mobil
ity", carried out within The Netherlands TRAIL Research School for Transport, 
Infrastructure and Logistics, and financed by the Delft University of Technology. 

The "Seamless Multimodal Mobility" research program will provide tools for the 
design and operation of attractive and efficient multimodal passenger transport 
services. The study presented by this report is part of project 3, "Dependable 
Scheduling". The main objective of this SMM-project is to develop models for the 
analysis and prediction of delay propagation in service networks. In this report 
we restriet ourselves to delay propagation in railway transport systems, which 
can however be seen as a typical example of a service network. 

The objective of this study is to assess the value of the maxplus algebra ap
proach for capacity assessment of railway stations. Hence, this report can be 
seen as a follow up of [13], where Wakob's approach has been investigated for 
the same problem. This report should be understandable for both researchers 
and interested railway companies, represented in the Netherlands by the organi
zations Railned (capacity management), NS Infrastructuur (maintenance of rail
way infrastructure), NS Verkeersleiding (traffic control) and Holland Railconsult 
(railway consultancy). 

The author would like to thank Bernd Heidergott, Geert-Jan Olsder and Piet 
Bovy for our fruitful discussions and editorial suggestions. 



SUMMARY 

Train movements can be represented as staircase-shaped blocks in a distancejtime 
diagram. When assessing the capacity of the railway infrastructure, these train 
movements are scheduled as fast as possible af ter each other. This can be vi
sualized as piling up the staircase-shaped blocks in the distancejtime diagram. 
Since capacity is also related to the quality of operations, buffer times are inserted 
between the train movements. 

Piling up the train movements and buffer times in the distancejtime diagram can 
be described mathematically by matrix multiplication in the maxplus algebra. 
Hence, basic results of event graph theory, to which the maxplus algebra is related, 
can be applied to scheduling train movements: it provides the cycletime of a given 
schedule and the critical circuit. With the aid of critical circuits the bottlenecks 
of the infrastructure can be found. 

Besides finding the cycletime and the critical circuit, the maxplus approach turns 
out to be useful to assess delay propagation: given two arbitrary train movements 
of the schedule, an elegant formula arises for the maximum delay of the first 
train that does not disturb the second train. This leads to the delay propagation 
matrix, which, af ter weighting each entry of this matrix properly, results in a 
measure for the robustness of the system. 

A case study has been worked out for the railway station The Hague HS as 
an example. The results are compared to another case study which applies a 
queueing theoretical model to the same station. The outcomes of the case study 
together with the mentioned theoretical results makes the maxplus approach a 
promising tooI for railway capacity assessment. 



Chapter 1 

INTRODUCTION 

Assessing the capacity of a railway system, a trade off has to be made between 
throughput and quality of operations (cf. [2],[11]). The throughput of a railway 
system is the number of trains that is served by the network per time unit. 
Quality of operations is a broad concept, it incorporates safety, reliability and 
punctuality. We define railway capacity as the maximum throughput under given 
quality conditions. In this report we focus on the punctuality aspect of the quality. 

The evaluation of the capacity of railway systems is of key importance for planning 
the future infrastructure. We can distinguish infrastructure planning on medium 
term (about 5 years ahead) and long term (10 years or more ahead) . Here the 
problem arises that the future timetable is unknown, especially for the long term 
planning. According to Weits (cf. [22]), methods to solve this problem can be 
divided into two approaches: 

• Sampling timetables plus simulation, 

• Constructing performance indicators using queueing theory or statistical 
prediction. 

A natural way to deal with the uncertainty about the fut ure timetable is to 
evaluate a large number of sampled timetables (cf. [17]) with the aid of simulation. 
This is however a time-consuming procedure. A less time-consuming procedure 
is to use analytical models like queueing theory or statistical prediction that 
incorporate the uncertainty about the timetable within the model. However, the 
degree of details and clarity of these approaches is less compared to simulation. 
In this report we introduce a third approach: 

• Sampling timetables plus constructing performance indicators using alge
braic analysis. 

1 



2 TRAIL Studies in Transportation Science 

The idea is that the approach of sampling timetables can be made less time
consuming by using algebraic analysis instead of simulation, while the degree of 
details and clarity is largely preserved. 

In the next sections, simulation, queueing theoretical approaches and the alge
braic approach is described in more detail. 

1.1 Simulation 

One way to assess the capacity of a railway system is by means of simulation. In 
recent years much efIort is made in building simulation tools for railway capacity 
assessment. Some examples can be found in [3] and [12]. In [12] a simulation tooI 
is described based on the decision support system DONS (Designer of Network 
Schedules) which generates timetables. 

With a simulation model reality can described in more detail than with analytical 
modeis. The amount of detail is a trade off between accuracy and effort. The 
more detail is required, the more effort is needed to build the model and the more 
time simulation runs will take. 

Simulation is a strong tooI to evaluate timetables. However, available compu
tation time, needed for these evaluations, is limited. Furthermore, it provides 
less insight than analytical tools. Hence, it is less suitable for optimizations (for 
instance to assess optimal buffer times). 

It should be mentioned here that the algebraic approach presented in this report 
is also suitable for use as a simulation model. 

1.2 Queueing theoretical approaches 

Another approach to assess railway capacity is by means of queueing theory. In 
a queueing system, customers enter the system and wait in a queue until they 
are served by the server(s). The analysis of a queueing system mainly focuses 
on the stability and waiting times, given distributions of the interarrival times of 
the customers and distributions of the service times of the servers. IE the system 
is stabie (i.e. if the number of customers in the queues will not grow to infinity 
while time elapses), the throughput is given by the arrival rate of the customers. 
The waiting times are used as a measure of the quality of operations. A railway 
system can be modeled as a queueing system by interpreting trains as customers 
and infra elements as servers. 

Many results have been achieved on the single server queue (cf. [5]). Many 
attempts have been made to extend the theory of the single server queues to net
works. For specific queueing networks analytical results are known, for instance 
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for Jackson networks (cf. [10]), where both the interarrival times as weil as the 
server times are assumed to be exponentially distributed. 

Of ten queueing systems in reallive are too complex to be fit in a purely analytical 
model and approximations are needed. This is also the case when applying queue
ing theory to a railway system. One way to approximate a queueing network is 
to consider the network as a composition of single server queues and to neglect 
their mutual dependencies. Such an approach for railway capacity assessment is 
done by Wakob (cf. [21], [13]). 

Applying queueing theory to railway capacity has a number of drawbacks. One 
drawback is that it is necessary to make rough approximations to obtain analytical 
results, which decreases the accuracy substantially. Another drawback is that we 
are not satisfied with the way quality of the system is measured; in a queueing 
model it is assumed that interarrival times at which the customers enter the 
system are independent and one measures the time customers have to wait in the 
queues. However, we are interested in punctuality, which makes the timetable an 
important aspect. Hence, we should not focus on interarrival times but on the 
disturbances with respect to the timetabie. 

1.3 An algebraic approach 

In this report we present an algebraic approach. In contrast to queueing theoret
ical modeis, the timetable plays an important role in the algebraic approach; the 
order of train movements is fixed. 

Besides throughput we focus on the punctuality aspect; we investigate how robust 
the system is with respect to delays. This analysis is done in a rather determinist ic 
way: given initial delays, we investigate how they propagate through the network 
if the processing times are deterministic. Robustness with respect to delays and 
throughput are related to each other by buffer times; inserting buffer times to a 
schedule will improve the robustness and worsen the throughput. Hence, assessing 
the capacity of a network can be seen as an optimization problem: find a set of 
buffer times that obeys robustness constraints and maximizes the throughput. 

The algebraic approach presented in this report is based on maxplus automata 
theory. A specialization of a maxplus automaton is a so-called heaps-of-pieces 
model. The heaps-of-pieces model was first introduced by Viennot in [20] and 
has been related to timed Petri nets by Gaubert and Mairesse in [7] . This model 
has triggered us to use it for railway capacity assessment, but then we discovered 
that the more general theory of maxplus automata was needed. 

Let us give an intuitive view on the heaps-of-pieces model from a railway per
spective. The capacity of a railway network is mainly restricted by the safety 
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2 

3 

Figure 1.1: A railway network example 

system. The railway safety system (as it is currently in use) divides a network 
into disjunct infra elements. Figure 1.1 shows an example of a network which has 
been divided into four infra elements. When a train uses such an infra element, 
this infra element is not accessible for other trains during some time. This time 
duration does not only take the physical occupation into account, but also the 
braking distanee, reaction time, safety margin and the time needed to turn a 
switch. Figure 1.2 shows how four different trains occupy the different infra ele-

t(sec) t(sec) t(sec) t(sec) 
12 12 12 12 

a b c d 

- = physical train movement E3 = occupied 

Figure 1.2: Occupations of the network by four different trains 

ments of the network example. The position of the trains on the infra elements 
has been set out horizontally, whereas time has been set out vertically. The 
staircase-shaped blocks in these diagrams indicate when each infra element of the 
network is not accessible for other trains. The four different trains consist of an 
express train in each direction (trains a and b) and a stop train in each direction 
(trains c and d). From Figure 1.2 one can read that the stop trains dwell at the 
platform and that trains traveling from left to right use infra element 3 whereas 
trains traveling from right to left use infra element 2. 
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Train movements can thus be visualized by staircase-shaped blocks (see also [23]), 
which are the pieces of the model. Scheduling multiple trains af ter each other 
can be visualized by piling up one train movement above the other in the dis
tancejtime diagram, resulting in a heap of pieces (see Figure 1.3). This kind 

33 d 33 

3 0 

d 
27 

24 

t(sect t(sect 
18 

15 15 

12 

90 90 

60 60 

30 30 

a 
123 4 

Figure 1.3: Schedules abcd and acbd 

of visualization is very similar to the weU known Tetris game. 'Dropping' train 
movements on top of each other represents processing these train movements 
as fast as possible af ter each other, which is a natural thing to do for capacity 
assessment. The time needed to process a schedule of train movements can be ob
tained by calculating the height of the heap in the distancejtime diagram. There 
appears to be an elegant way to describe this kind of 'dropping' operations by 
mathematical equations, namely by multiplying matrices in some 'exotic' algebra: 
the maxplus algebra. 

1.4 Overview of this report 

This report is built up as follows. Section 2 introduces the maxplus automata 
theory. This theory provides tools for analyzing a certain type of jobshops, namely 
the jobshops that are linear in the maxplus algebra. Section 3 deals with some 
typical railway issues that appear when applying the theory to railway capacity: 
delay propagation, moving block systems, passenger transfers, etc. To assess the 
value of the algebraic approach, a case study has been worked out in Section 4. 
In this case study the railway station The Hague HS (The Netherlands) is taken 
as an example. Section 5 contains the conclusions of this report. 
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Chapter 2 

MAXPLUS AUTOMATA 
THEORY 

2.1 Maxplus algebra 

In this section we give an overview of basic definitions and theorems of maxplus 
algebra. This structure was introduced in [6]. For an extensive discussion of the 
maxplus algebra and similar structures we refer to [1]. 

2.1.1 Notations 

Let f = - 00 and denote by IR. the set IR U {c:}. For elements a, b E IR. we define 
the operations EB and 0 by 

a EB b = max(a, b) (2.1) 

and 

a0b= a+ b, (2.2) 

where we adopt the convention that for all a E IR we have max(a, -00) = 
max( -00, a) = a and a + (-00) = -00 + a = -00. The structure IR. together 
with the operations EB and 0 is called the maxplus algebra and is denoted by 
IR.nax. In particular, f is the neutral element for the operation EB and absorbing 
for 0, that is, for all a E IR. a 0 f = f. The neut ral element for 0 is 0, which is 
therefore also denoted bye. 

We can extend the maxplus algebra operations to matrices. We denote matrices 
by capitals and their entries by small letters. We de fine the following operators 
on matrices: If A, B E IR;,xn then 

i = 1, ... , m; j = 1, ... , n. (2.3) 

7 
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If A E IR:'xp and B E IR~xn then 

P 

(A 0 B)ij = EB aik 0 bkj = mF(aik + bkj ), i = 1, . .. ,m;j = 1, . .. ,n. (2.4) 
k=l 

For submatrices we use the notation A/xl, denoting the submatrix of A consisting 
of the rows corresponding to index set I and the columns corresponding to index 
set J. 

2.1.2 Event graphs 

Maxplus algebra finds its application in (timed) event graphs. In the theory of 
event graphs we investigate systems which are driven byevents, for instance the 
behaviour of a railway system can be described by the arrivals and departures of 
trains at stations. The order of events in such systems is prescribed by a graph: 
an arc (i,j) prescribes that event i may not occur before event j has occurred. 

In timed event graphs we furthermore assign weights aij to the arcs of the graph, 
indicating that event i occurs at earliest aij time units af ter event j has occurred. 

There is a one to one relation between timed event graphs and maxplus matrices, 
as the following definitions show: 

Definition 1 (Graph corresponding to a matrix, arc weight) The directed graph 

Q(A) corresponding to an n x n matrix A is a pair (V, E) where V is a the set 

of nodes numbered from 1 to n and E is a set of arcs su eh that (j, i) E E if and 

only if aij > ê. The value aij is the weight of arc (j, i). 

Conversely, we can obtain a matrix from a directed graph. 

Definition 2 (Matrix corresponding to a graph) For a given directed graph Q = 

(V, E), the corresponding matrix A is obtained as the IVI x IVI matrix having 
entry aij equal to the weight of the arc (j, i) E E. If no arc is present from node 

. d· h def J to no e z, t en aij = ê. 

Eigenvalues and eigenvectors of a matrix in the maxplus algebra are defined in a 
similar way as in conventional algebra: 

Definition 3 (Eigenvalue, eigenvector) If for an n x n matrix A a non-trivial 

vector v (i. e. Vi #- ê, for at least one i E {I, ... , n}) and a number >. exist such 

that 

then v is called an eigenvector and >. is called an eigenvalue of matrix A . 
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The eigenvalue can be interpreted as the cycletime of the system, whereas an 
eigenvector can be interpreted as an initial condition for which the system has a 
regular behaviour. For instance, if the events correspond to departures of trains in 
a railway system then starting with an eigenvector v results in the cyclic timetable 
)...k <9 v (see also [4]). 

Definition 4 (Average weight, circuit mean) The average weight of a path p = 
(i1 -4 i2 -4 •.• -4 ik) is defined as the sum of the weights of the individual weights 
divided by the number of arcs, i.e. (ai2il +ai3i2 + .. . +aikik_J/(k-l). The average 
weight of a circuit p = (i1 -4 i2 -4 ... -4 ik -4 i1) is caUed circuit mean. 

Definition 5 (Strongly connected graph) A graph is caUed strongly connected if 
a path exists from any node to any other node. If a graph is strongly connected, 
the corresponding matrix is caUed irreducible. 

Theorem 1 An irreducible matrix has a unique eigenvalue equal to the maximum 
circuit mean of the corresponding (strongly connected) graph. 

Definition 6 (Critical circuit) Any circuit with circuit mean equal to the maxi
mum circuit mean is caUed a critical circuit. 

Although a critical circuit is not necessarily unique, it is of ten unique in practice. 
Since the critical circuit determines the eigenvalue (i.e. the cycletime) it can be 
interpreted as the bottleneck of the system: the system can only be made faster 
through changes on the critical circuit. 

Event graphs can be used to analyze delay propagation. Since we focus in this 
publication on the automaton approach, we have put the theory of delay propa
gation in event graphs apart in Appendix I. 

2.2 An open jobshop 

Before we give a formal definition of a maxplus automaton, we first show that cer
tain jobshop processes that are related to this kind of automata can be described 
by maxplus-linear equations. 

Consider a shop with m machines and n different jobs. We define a schedule as 
a sequence (Ik, S(lk), f(lk)) . Here, Ik refers to the kth job in the schedule. Vectors 
S(lk) and f(lk) indicate the starting and finishing moments of Ik on the machines, 
more precisely: Si(lk) is the starting moment of job Ik on machine i and fi(h) 
is the finishing moment of job lk on machine i. The synchronization of these 
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starting and finishing moments is of main importance for the kind of shops we 
are investigating. The machines have to wait for each other when starting as weU 
as when finishing the job. Several reasons can be considered for synchronization, 
which can be split up into synchronizations within the jobs and synchronizations 
between the jobs. Examples of within synchronizations are the manufacture in a 
chemical plant which may not cool down during production, a train which must 
keep running in a railway system. Examples of between synchronizations are 
trains which have to wait for one another when using common infrastructure, a 
processor in a computer which needs results from other processors. We may think 
of this synchronization as if the machines sent messages to each other indicating 
that the machine receiving the message is allowed to start or to finish its job. 
A machine actually starts (finishes) its job as soon as it has received a starting 
(finishing) message from each machine. Suppose that machine j sends a starting 
message to machine i at the moment machine j finishes on job Ik-l plus aij(h) 
time units and that machine j sends a finishing message to machine i at the 
moment machine j starts on job lk plus bij(lk} time units. It should be noticed 
that a machine also sends messages to itself and that aij(lk} and bij(h) may be 
negative, i.e. a machine may send starting (finishing) messages before it has 
finished (started) its own job. The starting and finishing moments can then be 
obtained from the following equations: 

Sj (lk) = max{!i(lk-l) + aij(lk)} 
t 

!j(lk} = m?X{si(lk} + bij (lk)}' 
t 

(2.5) 

(2.6) 

In most practical examples the length of the intervals [Si(lk), !i{lk)] are fixed, i.e. 
the time needed for job Ik on machine i does not depend on !(Ik-d. In that case 
we can set bij(lk) = ê, i =I- j and we have fi(lk) = Si (Ik) + bii(lk)' However, in 
Section 3.3 we shall give an example in which the lengths of these intervals are 
not fixed. 

Equations (2.5) and (2.6) are linear in the maxplus algebra and by using maxplus 
notations we obtain: 

s(lk) = f(h-l) ® A(lk) 

f(lk) = s(lk) ® B(lk) 

(2.7) 

(2.8) 

(2.9) 

There is a nice way to visualize this kind of processes (although this is only 
possible for certain types of jobs as we will explain further on). When we put the 
machines along the horizontal axis and time along the vertical axis then jobs can 
be visualized by solid blocks in the machine/time diagram. The time evolution 
of processing a schedule of jobs can be visualized by piling up these blocks. In 
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r 
time 

~ = finishing message sent by machine 1 
• = finishing message sent by machine 2 
Ä = finishing message sent by machine 3 

'ïl = starting message sent by machine 1 
o = starting message sent by machine 2 
/::;. = starting message sent by machine 3 

Figure 2.1: Visualization of processing job Ik 

Figure 2.1 an example with three machines is shown. The moments at which 

these machines finish on job lk-l are indicated by f(lk-l). Job h is visualized by 
asolid block of which the lower contour is given by s(lk) and the upper contour 
is given by f(lk). Besides we indicated the moments at which the messages are 
sent. These moments correspond to the shape of the solid block. 

2.3 Maxplus automaton 

From the previous section we have got an idea of the kind of processes that may 
favourably be modeled by maxplus automata. Next we give a formal definition 
of a maxplus automaton. Here we use the terms resources and tasks instead of 
machines and jobs. 

Definition 7 (Maxplus automaton) A maxplus automaton is a triple 1{ = (T, R, M), 
where 

• T is a finite set (alphabet) whose elements are called tasks. We denote by 
Tn the set of words of length n on Tand by T* the set of finite words 

equipped with concatenation. 

• R is a finite set whose elements are called resources. 

• M is a morphism T* ----> IR!,:R which is uniquely specified by the finite 
family of matrices M(l), IET. For a word w = h·· ·ln, we have M(w) = 
M(h·· ·Zn) = M(ld ~ ... ~ M(Zn). 

Since a word is a concatenation of tasks, we also use the term schedule instead of 
word. 
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Definition 8 (Upper contour) We define the upper contour of a schedule w as 
the 'R-dimensional row vector x( w) which satisfies 

x(w) = x(e) ® M(w), 

where x(e), the upper contour ofthe empty schedule (word), is a given 'R-dimensional 
row vector. 

The value Xi(W) must be interpreted as the moment of releasing resource i af ter 
processing schedule w, whereas the initial condition x(e) must be interpreted as 
the moments at which the resources are available to process their first task. Often 
we assume that aU resources are available at t = 0, i.e. x(e) = [e, . .. , el, which is 
also indicated as 'the horizont al ground assumption'. 

Since we have that M(wl) = M(w) ® M(l) the evolution of upper contours Can 
be written as 

x(wl) = x(w) ® M(l). (2.10) 

It should be noticed that in most literature about maxplus algebra, dynamical 
systems of the form x(k) = A(k) l8i x(k - 1) appear. Equation (2.10) can also be 
written in this form by the following transformation: 

A(k) .- (M(lk)f 

x(k) .- X(ll· · ·lkf· 

(2.11) 

(2.12) 

However, the form of (2.10) has the advantage that we can concatenate schedules 
(words) which can be read from left to right. 

Definition 9 Given a task lET we define R(l) as the subset of resources used 
by task l. 

Since task lleaves the releases of resources i (j. R(l) unchanged, for each i (j. R(l) 
it holds that Mii(l) = e and Mij(l) = c,j "I i. As a consequence, it is possible 
to obtain R(l) from the matrix M(l). 

Next we define elementary tasks. These are the tasks that can be visualized as 
solid blocks. It should be noticed that in the definition of a heaps-of-pieces model 
in [7], the pieces are defined as what we caU elementary tasks. The reason that 
we introduce different definitions is that we need also non-elementary tasks for 
our traffic application. 

Definition 10 (Elementary task) A task l is called an elementary task if s(l) 
and f(l), 'R-dimensional row vectors in IRmax, exist such that s(l) ::; f(l) and 

{ 

e if i = j and i (j. R(l) 
Mij(l) = /;(l) - si(l) if i E R(l) and j E R(l) 

c otherwise. 
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We refer to s(l) and f(l) as the lower contour and the upper contour of task l. Ey 
convention we choose si(l) = fi(l) = é if i (j. R(l) and miIl;ER(l) s;(l) = e, which 
specifies s(l) and f(l) uniquely. 

The reader should not confuse solid blocks with 'connected' blocks. Elementary 
tasks represent solid blocks which are not necessarily , connected'. The blocks 
visualized in Figure 1.3 are examples of solid blocks which are not connected. 

Definition 11 (Rank) We define the rank of a matrix A as the number of addi
tively independent columns (resp . rows) of A. More precisely, a subset of columns 
As, Sc {I,···, n}, is called additively dependent if 

Ai = EB Cij ® Aj 

for some i E S and Cij E IR.nax. Else the columns are called additively indepen
dent. The rank of a matrix is the maximum cardinality of all subsets consisting 
of additively independent columns. 

Lemma 1 Given an n x n matrix A, let I be the set of indices i with aii = e and 
aji = aij = é, j ie- i . Let R = {I, .. . , n} / I . Matrix Arepresents an elementary 
task if and only if ARxR has rank 1. 

Example 1 Consider the staircase-shaped blocks in Figure 1.2 as tasks in a max
plus automaton with four resources. These are elementary tasks with the following 
upper and lower contours: 

f(a) 
s(a) 

f(c) 
s(c) 

[25, c, 35, 50] 
[0, é, 15,25] 

[30, c, 100, 120] 

[0, c, 20, 90] 

f(b) 
s(b) 

f(d) 
s(d) 

[50,35, é, 25] 
[25,15, c, 0] 

[120,100, c, 30] 

[90,20, c, 0]. 

The matrices corresponding to these tasks can be found with the aid of defini
ti on 10: 

M(a) 

M(c) 

r 

25 é 35 50 1 
é e c é 

10 c 20 35 
o c 10 25 

r 

3cO : 1~0 
10 c 80 

-60 é 10 

1~0 1 
100 
30 

M(b) 

M(d) 

r 

25 10 é 0 1 
35 20 é 10 

c c e c 
50 35 c 25 

r 

30 

1~0 

120 
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In Figure 2.2 the visualization of schedule aa and schedule ab are shoum. The 

t(sec) t(sec) 
12 12 

90 90 

60 60 b~ 
30 30 

a 

1 
aa 

Figure 2.2: Visualization of schedules aa and ab 

matrices that describe these schedules can be found by matrix multiplication: 

M(aa) = M(a) ® M(a) 

M(ab) = M(a) ® M(b) 

r 

50 e 60 75] 
e e e e 
35e4560 
25 e 35 50 

[

100 85 35 75] 
35 20 e 10 
85 70 20 60 
75 60 10 50 

The task corresponding to M(aa) is again an elementary task with 

f(aa) [50,e,60 , 75] 

s(aa) [0,e,15,25] 

but the task corresponding to M ( ab) is not an elementary task. The upper contour 
of this schedule (under the horizontal ground assumption) equals x(e)M(ab) = 
[100,85,35,75]. 

2.4 Performance analysis 

In this section we investigate periodical schedules. In a periodical schedule a given 
pat tem w = h ... lk is repeated over and over again. We investigate how many 
times such a pattem can be repeated per time unit. To answer this question, we 
solve the eigenvalue problem: 

v ® M(w)=v ® 'x. (2.13) 
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We may interpret eigenvector v as an initial condition which results in a regular 

complet ion and eigenvalue À as the cycletime of the pattern (see [1]). It is weil 
known that if M(w) is an irreducible matrix, any (finite) initial condition leads 
to the same average cycletime (see [1]). Thus, the maximum frequency of pattern 

w equals I/À. 

Exarnple 2 Consider again the tasks of Example 1. Prom Figure 2.2 it can be 

obtained that the cycletime of task a is 25. The matrix M(a) is reducible: it can 

be split into a part which consists of resources 1,3 and 4 and a part which consist 

of resource 2 (i .e., the set of resources not used by a) . The eigenvalue of the first 

part is 25, whereas the second part has eigenvalue e. 

The cycletime of the schedule abcd equals 340 (see left picture of Figure 1.3). A 
faster schedule is acbd which has cycletime 290 (see right picture of Figure 1.3). 
So, if the time unit is seconds, the schedule abcd can be repeated 10 times per 

hour (40 trains per hour) whereas the schedule acbd can be repeated 12 times per 

hour (48 trains per hour). 

In [7] a comparison is made between the automata approach and the event graph 
approach. It is shown there that a given schedule can be modeled by an event 
graph as weIl. The complexity of calculating the eigenvalue with the automaton 
approach is of the same order as with the event graph approach, if the complexity 

of building the event graph is excluded. This illustrates the strength of the 
automaton approach: each schedule can easily be analyzed by multiplying the 
appropriate matrices, whereas in the event graph approach a new model has to 
be build for each schedule. Moreover, the size of the event graph grows with the 
length of the pattern, whereas the si ze of the automaton remains constant. 

In order to identify bottlenecks of the system, we look for critical tasks of pattern 
w. A subpattern of w is called critical if its cycletime equals the cycletime of w 

and the cycletime decreases as soon as one task is left out of the subpattern. A 

task Z is called critical if a critical subpattern containing Z exists. Critical tasks 
are thus those tasks that determine the cycletime of the whole pattern. 

Critical subpatterns are the equivalent of critical circuits in event graphs and 
we can obtain the critical tasks with the aid of critical circuits in event graphs 
corresponding to the automaton with schedule w: 

Lemma 2 Consider a pattern w = h .. ·Zn. Task lk is critical if and only if the 

critical circuit of M(lk· . · lnli .. ·lk-I) contains at least one resource E R(lk) . 

Exarnple 3 Consider tasks a, band c as in Figure 2.3. To assess the critical tasks 

in the pattern abc we proceed as follows: The set of critical nodes of M(abc) is 

{1,2} and R(a) = {I, 2} , so task a is critical. The set of critical nodes of M(bca) 
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timet r ~ 
2- a b 
1-
0- 123 

resources 

Figure 2.3: Tasks a and c are critical 

is {I} and R(b) = {2, 3}, so task b is not critical. Finally, the set of critica I nodes 
of M(cab) is {I} and R(c) = {1,2,3}, so task cis critical. The cycletime ofthe 
critical subpattern ac equals the cycletime of the whole pattern abc which is 5. 

2.5 Random schedules 

In this section we investigate a random schedule {Ik : k E IN} being an inde
pendent and identically distributed sequence where Ik is the type of the kth task 
which equals Sj E S = {SI, S2,··· Sm} with P(lk = Sj) = Pj > O. This leads to 
the following evolution equation for the upper contour 

x(k) = x(k - 1) l8l M(lk), k = 1,2,· .. , (2.14) 

where x(k) is shorthand for x(h .. ·lk). We further assume that we start with a 

flat ground, i.e. x(O) = [e,·· · ,el. We are interested in limk-+oo =lf2. In order to 
obtain this limit we define 

zi(k) 

d(k) 

xi(k) - xl(k) i = 2,· · ·, IR.I 
xl(k) - xl(k - 1). 

(2.15) 

(2.16) 

We refer to z(k) as the profile and to d(k) as the growthrate corresponding to the 
sequence {x(k)} . 

Theorem 2 Consider the random schedule {h} described above. Suppose the 
following conditions holds: 

i. M(SlS2· ·· sm) is irreducible, 

ii. 3N such that (M(SlS2··· sm))n has rank 1 for n :::: N . 

Then 

a. z(k) converges with strong coupling to a unique stationary regime, with 
stationary distribution 7r, 
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b. À E ffi exists such that 

lim xi(k) = À = E." (d(I)) a.s. i E {I, ... , IRI} 
k--->oo k 

the expectation of d(I), given that the distribution of z(O) equals 7r. 

Moreover conditions i. and ii. are necessary conditions for the model to have a 
unique stationary regime. 

Sketch of the proof: This theorem can be proven with the aid of two existing 
theorems in the literature. In [14] sufficient and necessary conditions are given 
for convergence with strong coupling to a unique stationary regime. For our case, 
these conditions turn out to be conditions i. and ii. 

Statement b. is proven in [19] for the case {z(k)} is an irreducible, positive recur
rent Markov chain. Since (M(SIS2' .. Sm))N has rank 1, it has a one-dimensional 
image space whieh eorresponds to a unique profile. The event (SIS2' .. Sm)N (i.e. 

the pattern SIS2' .. Sm repeated N times) has a finite mean recurrenee time. Thus 
the sequence {z(k)} couples within finite time to an irreducible, positive recurrent 
Markov chain a.s. 

o 

The value À-I gives the average number of tasks that can be processed per time 
unit and is therefore called the throughput. In fact Theorem 2 says that under 
conditions i. and ii. the throughput of each resource is the same. Although 
statement b. of Theorem 2 gives a explicit formula for the throughput, it ean 
not be used for calculating the throughput, since it is hard to find the stationary 
distribution in general. Still, statement b. can be useful for approximations of 
the throughput. 

Next we give two examples in whieh the conditions of Theorem 2 are not fulfilled. 

Example 4 Consider tasks a and b with 

M (a) = [~ :] and M (b) = [: ~]. 
Thus, task a only uses resource 1 (for 2 time units) and task b only uses resource 

2 (for 3 time units). Let p = P(tk = a) = 1 - P(tk = b). If p -I- ~, each profile 
is transient since the resources have different average growthrates then. Because 
condition i. of Theorem 2 is not fulfilled we can split the network, namely into a 
network which consists of resource 1 and a network which consists of resource 2. 
Then we have for the first network >. = 2p and for the second network À = 3(I-p). 

For p = ~ both subnetworks have the same throughput, although the stationary 

regime of {z(k)} depends on the initial condition. 
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Example 5 In Section 3.3 parallel tasks will be investigated. Ahead of this sec

tion we use the matrix of the parallel processing of tasks c and d as an example 

of a matrix of which all powers have rank higher than 1. This matrix yields: 

100 80 20 40 
M(II{c, d}) = 40 20 80 100 . 

[ 

60 40 100 120 1 

120 100 40 60 

Let P(lk = II{c,d}) = l,k E lN. Then each matrix corresponding to a pattern 
is a power of M (11 {c, d}) which are irreducible. H owever, all powers of this 
matrix have rank 2 and condition ii. of Theorem 2 is not fulfilled. Hence, the 
stationary distribution depends on the initial condition. Indeed, initial condition 
x(O) = [0,0,0, OJ results in: 

z(O) [O,O,OJ 

z(l) [-20, -20, OJ 

z(2) [-20, -20, OJ 

z(3) [-20, -20, OJ 

z(4) [-20, -20, OJ 

etc. 

whereas the initial condition x(O) = [0,0,0, 20J results in: 

z(O) [0,0,20J 

z(l) [-20, -40, -20J 

z(2) [-20, 0, 20J 

z(3) [-20, -40, -20J 

z(4) [-20, 0, 20J 

etc. 

Although this example is degenerated to a deterministic model, it illustrates that 
the uniqueness of the stationary distribution of z is not guaranteed when condition 
ii. of Theorem 2 is not fulfilled. 



Chapter 3 

TYPICAL RAILWAY ISSUES 

3.1 Lower and upper contours of train move
ments 

The lower and upper contours of tasks that describe train movements are given 
by the moments at which the resources (infra elements) are occupied and released 
by a train. Physically, a train occupies a resource from the moment the front of 
the train enters the resource until the back of the train leaves the resource. The 
physical occupation by the train is however not the only aspect which determines 
the occupation and release of a resource. The total time that a train keeps a 
resource occupied depends on the following: 

l. physical occupation, 

2. braking distance, 

3. reaction time, 

4. switch time, 

5. safety margin. 

Figure 3.1 gives a visualization of the subdivision of the total occupation time. 
Only the fourth of these aspects, the time needed to turn a switch, depends on the 
order of trains. So apart from switch times, the occupation of the resources by a 
train can be described by an upper and a lower contour. Hence, train movements 
can be modeled by elementary tasks in a maxplus automaton. We can overcome 
the problem of switch times by always including the switch time, independent 
of the order of trains. This will result in a conservative approximation of the 
capacity. 

19 
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Figure 3.1: Subdivision of total occupation time of an infra element by a train 

3.2 Robustness with respect to delays 

As mentioned in the introduction, railway capacity is the result of a trade off 
between throughput and quality. Focusing on punctuality, we may define railway 

capacity as the maximum frequency of a pattern of train movements under the 
condition that delays do not propagate too much. In order to realize acceptable 
delay propagation, buffer times are added to the schedule. In this section we 
investigate how delays propagate in a given schedule with or without buffer times. 

We assume that the initial delay is known in advance and that the train move
ments are shifted to a later time slot. Thus, the propagated delays obtained in 
this way must be seen as scheduled waiting times. 

3.2.1 Without buffer times 

Suppose task a has an initial delay of T time units, which means that af ter 
processing a, each resource in R(a) is released T time units late. This delayed 
task, denoted by aT, can be described by the matrix: 

M;-(a
T

) = { Mij(a) + T if iE R(a) and jE R(a) (3.1) 
J Mij (a) otherwise. 

Definition 12 Given an upper contour x, task a and schedule w, we denote by 
mi(x, a, w) the maximum delay T of task a such that the release of resource i after 

processing aTw, starting from x, is not delayed. In formula: 

Vector m can be obtained using the following lemma: 
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Lemma 3 Let a be a task and w a schedule of tasks. Wh en a and ware not 
equipped with buffer times, then 

m(x, a, w) = x'RM'Rx'R(aw) - xR(a)MR(a) X'R(aw). 

Proof: 

mi(x,a,w) max{ r I X'R 0 M'R,i(arw) ~ X'R 0 M'R,i(aw)} 

max{r I XR(a) 0 MR(a),i(arw) ~ X'R 0 M'R,i(aw)} 

max{r I XR(a) 0 MR(a),i(aw) + r ~ X'R 0 M'R,i(aw)} 

X'R 0 M'R,i(aw) - XR(a) 0 MR(a),i(aw) 

o 

Example 6 We illustrate this lemma by the following example. Suppose we have 
an upper contour x, task a and b satisfying 

x = [e ,e,e] 
u(a,.) = [2,1,ê] 
l(a, .) = [O,O,ê] 

u(b,. ) = [ê, 3, 4] 
l(b, .) = [ê,2,0] . 

In Figure 3.2 the visualization of x'RM'Rx'R(ab) (left) as weil as the visualization 
of xR(a)MR(a)X'R(ab) (right) are drawn. We have: 

~ 
~ 

Figure 3.2: Procedure to obtain delay propagation 

X'RM'Rx'R(ab) 

xR(a)MR(a) X'R(ab) 

m(x, a, b) 

[2,3,4] 

[2,2,3]

[0 , 1, 1] 

Indeed, the maximum delay of a that does not affect the first resource is 0, the 
maximum delay of a that does not affect the second or third resource is 1. 

3.2.2 With buffer times 

Suppose we insert extra tasks in a given schedule w. These extra tasks represent 
buffer times meant to catch up delays. We denote the schedule including these 
buffer times by w' . 
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Definition 13 Given an upper contour x, task a and schedule w' including buffer 
times, we denote by mi(x, a, W') the maximum delay T of task a such that the 
release of resource i after processing aTw, starting from x, is not delayed. In 
formula: 

Lemma 4 

m(x, a, W') = xnMnxn(aw' ) - xR(a)MR(a) xn(aw). 

The proof of this lemma is similar to the proof of Lemma 3. 

The value miniER(b) mi(x, a, W') where b is the final task of w' equals the maximum 
delay of task a that does not disturb task b. 

3.2.3 Delay propagation during operations 

With the described approach, we obtain scheduled waiting times. For using the 
same ideas to obtain the true waiting times which occur during operations, we 
have two remarks: 

1. Trains have to decelerate, stop and accelerate if they are disturbed by other 
trains. The propagated delay will therefore be higher than the initial delay 
minus the buffer. 

2. If we want to use this approach for the true waiting times (i.e. the waiting 
times which occur during operation) despite of remark 1., we should point 
resources where trains are allowed to wait. Then waiting trains can be 
modeled by spitting up the train movements at these resources. If we only 
allow trains to wait when dwelling at stations we obtain the true waiting 
times, else we obtain an optimistic estimate of the true waiting times. 

3.2.4 Stability margin 

For capacity assessment we can use the algebraic approach as follows: we add 
buffers to the schedule such that we are satisfied with the amount of delay prop
agation. Then the cycletime of the schedule with buffers is a measure for the 
capacity. 

Another way to use the algebraic approach is the following: We question how 
much buffer time can be added to the schedule such that its cycletime is less 
than or equal to a prescribed cycletime T. Of course, there are many ways to add 
buffer times to the schedule. We restrain ourselves to add the same amount of 
buffer time af ter each train movement. This leads us to the following definition: 
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Definition 14 (Stability margin) Given a schedule of train movements and a 
prescribed cycletime T. The stability mar gin D. is defined as the maximum buffer 

time that can be scheduled after each train movement such that the cycletime of 

the schedule does not exceed T. 

It should be remarked that the stability margin might be negative in case the 
schedule without buffer times has a cycletime larger than T. Next we give an 
algorithm for calculating D. (see also [4]). 

Algorithm 1 (Determining stability margin) 

1. Seti=O andD.i = O. 

2. Obtain the schedule with buffers equal to D.i and calculate its cycletime Àb.. 

and its critical circuit (i . 

3. lf Àb.l = T, set D. = D.i and stop. Otherwise goto 4. 

4. Set D.iH = D.i + Tï,~(';, where I(il is the number of critical tasks in (i. Set 

i to i + 1. 

5. Goto 2. 

This algorithm always terminates within finite steps, since D.i is decreasing in i 
for i > 0 and the number of circuits is fi:Lite. 

3.3 Parallelism 

Sometimes tasks can be processed in parallel although they use common resources. 
This is typically the case in a railway system: an express train overtakes a stop 
train, or trains traveling in opposite direction pass each ot her at a station. In 
the example of Figure 1.2 for instanee, trains c and d can pass each other while 
dwelling at the platform. The parallel process of these trains has been visualized 
in Figure 3.3. We assume that the tasks to be processed in parallel are elementary 
tasks. 

In the example of the parallel processing of trains c and d, there is only one way 
to process the two tasks in parallel. However, this is not the case in general. For 
instanee, when an express train overtakes a stop train there is probably more 
than one station to do this. Therefore, we have to specify exactly in which order 
(parts of) the tasks have to be processed. One way to do this is by assigning 
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t(sec) 

120 

90 

d 
60 

c 

30 t---t--t 

c 

1 2 3 4 

Figure 3.3: Parallel processing of train movements c and d 

starting moments h(l) to each task I, h(l) ~ O. These starting moments are not 
necessarily the moments at which the corresponding tasks start in the schedule, 
but they only determine the order of (parts of) the tasks. 

First we define feasible parallel processing. We caU starting moments h( li ) feasible 
with respect to a set of elementary tasks {ll, ' .. , ln} if for each resource rEn it 
holds that 

In other words, when we visualize the tasks in the distance/time diagram cor
responding the starting moments h, feasibility means that the different tasks do 
not overlap in the diagram. In the sequel we assume that h is such that none of 
the tasks to be processed in parallel is entirely processed as first or as last. In the 
example of Figure 3.3 we chose h(c) = 0 and h(d) = 10. In this example different 
sets h lead to the same order of (parts of) the tasks. 

It is not possible to model tasks to be processed in parallel separately, since the 
partial ordering of these tasks is lost (none of the train movements in Figure 3.3 
is 'above' the other). Therefore, we model the parallel processing of elementary 
tasks by replacing these tasks by one compound task. We denote this compound 
task as 11 { lt, .. . , ln h. If there is only one way to process the tasks lt, · .. , ln in 
parallel we omit the h in the notation. If the parallel processing of tasks is feasible 
we can obtain a maxplus matrix that describes the corresponding compound task 
using the following algorithm: 

Algorithm 2 (Procedure to obtain M(II{lt,···, lnh)) Put the tasks in the time/ 
distance diagram at their corresponding starting moments h. For each resource r 
do the following: 
Imagine a pencil in the diagram at resource rand t=O. Lift the pencil up along 
the vertical axis and drag all the tasks which are met on the way up. Lift the 
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pencil until the upper task is about to move. Let t be the amount of time units 

the pencil was lifted up. Then M(II{ll,"', lnh)ri equals the moment of release 

of the upper task at resource i minus t. 

Example 7 Consider again the parallel processing oftasks c and d with h(c) = 0 
and h( d) = 10 as in Figure 3.3. This parallel processing is feasible since the tasks 
do not overlap in the time/distance diagram. We start with resource 1 and we 
imagine a pencil at resource 1 and t = O. The first task this pencil meets is task c. 

Next we raise the pencil and drag task c until it touches task d, see left picture in 
Figure 3.4. The final moments of release yields [130,110,170,190] and we raised 

t(sec) t(sec) 
180 180 

150 150 

C 

120 120 d 

90 
C 

90 

d d 
60 60 

c 

30 70 0 30 
80 

1 2 3 4 1 2 3 4 

Figure 3.4: Procedure to obtain M (11 { c, d} ) 

the pencil by 70 time units. ft follows that M(II{ c, d} h. = [60,40,100,120]. Next, 
we repeat the same procedure with resource 2. Now the pencil first meets task d and 
we drag this task until it touches task c, see the right picture in Figure 3.4. This 

time the final moments of release yields [180, 160, 100, 120] and we subtract 80 to 
obtain M(II{c,d}h. = [100,80,20,40]. Repeating this procedurefor resources 3 
and 4, we end up with the following matrix: 

M(II{c,d}) = r: ~ 1:0 
120 100 40 

120 1 40 
100 . 

60 

3.4 Passenger transfers 

In all previous sections the reason for synchronization of train movements is the 
common use of the infrastructure: trains have to wait for one another when using 
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the same infra element. However, we might also incorporate another reason for 
synchronization: trains have to wait for one another in order to provide a transfer 
for passengers. In this section we show how passenger transfers can be modeled 
in a maxplus automaton. 

We define a transfer task as follows: Let P denote a passenger transfer which 
releases resource j, t time units af ter resource i has been released. Tasks P leaves 
the other releases unchanged. Then M(P) is the identity matrix, except that 
M(P)ij equals t. With the aid of task P we can model a transfer of a train a 

which arrives at a platform track corresponding to resource i to a train b which 
departs from a platform track corresponding to resource j. So, in the schedule 
apb, train b departs at least t time units af ter train aarrives. 

EXaIIlple 8 Consider the following train movements: 

[10,15, ê, ê] 
[0,5,ê,ê] 

[15,10, ê, ê] 
[5,0,ê,ê] 

[ê, ê, 15, 10] 
[ê,ê,5,0] 

[ê, ê, 10, 15] 
[ê,ê,0,5] 

and the schedule albla2b2. We now have two possible transfers: PI: b2 may not 
start before al has finished, such that passengers from al can transfer to b2 (it is 
assumed that this transfer takes 0 time units). P2: a2 may not start befare bI has 
finished, such that passengers from bI can transfer to a2 (it is assumed that this 
transfer takes 0 time units). We have: 

Figure 3.5 illustrates the schedule alblPla2b2 with initial condition x(e) = [5,0,0,0] 
(left picture) and x(e) = [0,0,0,5] (right picture). The matrices M(PI) and 
M~) do not correspond to elementary tasks. Their product M(PIP2) does corre
spond to an elementary task: scheduling both transfers is equivalent of scheduling 

an elementary task l with f(l) = s(l) = [ê, e, e, ê] . 

3.5 Moving block system 

One of the recent issues in railway engineering is a moving block system. In such 
a system tracks are no longer divided into disjunct infra elements which can be 
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Figure 3.5: Schedule a1blPla2b2 with different initial conditions 

occupied by one train at a time, but each train finds itself in a virtual block which 
moves along with the train and the safety system provides that virtual blocks of 
different trains do not overlap. 

When dealing with a moving block system we can still use the ideas of a maxplus 
automaton. A moving block system can be modeled as if the tracks where divided 
into infinite many infra elements of infinite smalllength. So we have a continuum 
of resources: n c IR. We can describe each (elementary) train movement by 
an upper and lower contour f and s which are functions from n to IRmax. The 
matrices that describe the train movements in the discrete model are replaced by 
functions from n x n to IRmax. For elementary tasks these functions are given 
by: 

M(l)(x, y) ~ { :(x) - ,(U) 
if x = y and x (j. R(l) 
if x E R(l) and y E R(l) 
otherwise. 

The evolution of release times, denoted by u(x), is given by: 

Uk+! (x) = i M(lk)(X, y) ® Uk(Y) 

(3.2) 

(3.3) 

where rjl denotes taking the maximum over infinitely many numbers. A schedule 
of trains can by described by 'multiplying' the corresponding M-functions: 

def 1. M(ab)(x, y) = (M(a) ® M(b))(x, y) = h M(a)(x, z) ® M(b)(z, y) (3.4) 

A regular complet ion can be found by solving the following eigenvalue equation: 

i M(w)(x, y) ® v(y) = À ® v(x) . (3.5) 

We can translate many concepts from the maxplus algebra to this new struc
ture. However, finding sufficient and necessary conditions for the existence of 
solutions of the eigenvalue problem is much more complicated than in the finite 
case. Another issue for this new structure to be solved is how to implement the 
max operator efficiently. 
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Chapter 4 

CASE STUDY 

For assessing the value of the algebraic approach, the previously described pro
cedures have been applied in a case study. This case study has been performed 
for the railway station The Hague Holland Spoor (The Hague HS), one of the 
two main stations of the city of The Hague (which lies in the western part of the 
N etherlands ). 

4.1 Building the model 

In Figure 4.1 the layout of The Hague HS is schematically drawn. This layout has 

Utg 11 12 
Rtd 

As<! -- Rtd 
10 

As<! Rtd 

As<! - Rtd 

Gve 

Gvc -
Figure 4.1: Station layout of The Hague HS 

been divided into 12 disjunct infra elements which can serve at most one train 
at a time. In Figure 4.1 also the origins and destinations are shown, using the 
following abbreviations: Rtd : Rotterdam, Utg: Utrecht, Asd : Amsterdam and 
Gvc : The Hague CS. 

The schedule of trains that visit The Hague HS is based on an hourly pattern 
which consists of 23 train movements, see Table 4.1. High speed trains (Thalys) 
are not included in this table since they are not scheduled every hour. For each 

29 
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arr. time orig. - dest . type serie route nr. 
03' Bd - Asd IR 5400 10 9 8 1 
03' Rtd - Hn IR 3400 12 II 8 2 
ll' Kfh - Hg FR A3 12 10 9 8 3 
ll' Gvc - Rtd AR 5100 123 4 
13' Asd - Brusz IC 2400 567 5 
15' Rtd - Gvc IR 1900 12 10 9 8 5 4 6 
15' Gvc - Rtd IR 1900 123 7 
17'30" Gvc - Rtd AR 5100 167 8 
19' Kfh - Utg FR BI 7658 9 
19' Brusz - Asd IC 2400 12 II 8 10 
19' Rtd - Gvc AR 5100 109854 II 
25' Hn - Rtd IR 3400 4123 12 
28' Asd - Bd IR 5400 567 13 
33' Ddr - Asd IR 5400 10 9 8 1 
33' Rtd - Hn IR 3400 12 II 8 2 
37' Hrl - Gvc IC 1500 109854 14 
41' Gvc - Rtd AR 5100 123 4 
43' Asd - Vs IC 2100 567 5 
49' Vs - Asd IC 2100 12 II 8 10 
50' Rtd - Gvc AR 5100 109854 II 
54' Gvc - Hrl IC 1500 123 15 
55' Hn - Rtd IR 3400 567 13 
58' Asd - Ddr IR 5400 4123 12 

Table 4.1: Hourly pattern of train movements in The Hague HS 

train movement one can obtain from Table 4.1 (from left to right) the following: 
The arrival time according to the time tabie, the origin and destination of the 
train, the type of the train: freight train (FR), stop trains (AR = AggloRegional), 
express trains (IR = InterRegional) or intercity trains (IC), its serial number and 
the set of resources it uses. Some of the 23 train movements occupy the resources 
in the same way. Leaving the duplicates out, we end up with 15 different train 
movements. We have numbered these 15 train movements in the right column of 
Table 4. 1. 

Assumptions concerning speed, train length and the like can be found in Table 4.2. 
When a train enters the station all resources used during arrival are occupied at 
the same moment (the whole route is 'locked') and the resources are released 
one af ter the other. The same procedure is used when a train leaves the station. 
These rules are incorporated in the contours describing the train movements. 
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FR AR IR IC 
max speed [mis] 16 22 22 22 
acceleration [m/s2] .2 .5 .4 .4 
deceleration [mi S2] .3 .66 .66 .5 
dwell time [sj 0 60 90 120 
train length [mJ 600 200 300 300 
reaction time [sj 5 
safety margin [sj 10 
switch time [sj 30 

Table 4.2: Assumptions on the train movements 

4.2 Results 

It turns out that the cycletime of the hourly pattern at The Hague HS equals 
2125 seconds, roughly 35 minutes. The critical part of schedule yields: 
tasks: 5 8 9 10 11 1 14 5 13 

l /' l/' l/' l /' l /' l /' l /' l/' l/' 
resources: 6 7 8 8 9 9 5 6 6 

Here the critical tasks are indicated by their numbers corresponding to the right 
column of Table 4.1. The critical resources are those resources where successive 
critical tasks 'touch'. Notice that the critical part of the schedule is a circuit: the 
final critical task 13 is followed by the first critical task 5 via resource 6. 

When scheduling the same amount of buffer time af ter each task, we can expect 
that the cycletime increases by at least the buffer time multiplied by the number of 
critical train movements. For instance, scheduling 1 minute buffer time af ter each 
task leads to an increase of the cycletime by at least 9 minutes. This cycletime 
turn out to be 2703s, roughly 45 minutes. The cycletime is increased by more 
than 9 minutes, indicating that another circuit has become critical. Indeed, the 
critical circuit now consists of 11 cri' .;al tasks: 
tasks: 4 7 8 9 10 11 1 14 5 11 12 

l/' l/' l/' l/' l/' l/' l/' l/' l /' l /' l/' 
resources: 2 1 7 8 8 9 9 5 5 4 2 

Using Algorithm 1 we obtain the stability margin, which equals 141+6/11s. So, 
if we add buffer times of 141+6/11s (roughly 2 minutes and 22 seconds) we end 
up with a cycletime of exactly one hour. 

In the appendix two delay propagation matrices are shown. In these matrices 
only the delay propagation within one cycle has been considered. The first one 
is the delay propagation matrix without buffers. The columns corresponding to 
critical tasks mainly consist of zeros (the few non-zeros in these columns are due 
to the fact that only delay propagation within one cycle has been considered). 
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resource 

Figure 4.2: Share of resources in critical circuit of random permutations 

The second matrix is the delay propagation matrix with 1 minute buffers. The 
elements of this matrix should be weighted by an appropriate weight function in 

order to decide whether the delay propagation is acceptable. 

We can also incorporate passengers transfers. These transfers yield: 

7 waits for 5, 
11 waits for 10, 
14 waits for 2, 
5 waits for 4, 
11 waits for 10, 
13 waits for 15. 

Scheduling these transfers, it turns out that the cycletime remains the same, 
indicating that the transfers are not critical. This is not very surprising since the 
schedule was designed to provide these transfers. 

It turns out that relatively many resources become critical in a schedule. More
over, the set of critical resources heavily depends on the order of train movements. 
In order to identify the bottleneck of the system we investigate a set of random 
permutations of the given schedule. For each permutation we calculate the cri ti
cal circuit and we assess for each resource its share in the total set of these critical 
circuits. The result of 1000 random permutations has been set out in Figure 4.2. 
The bars corresponding to the platform tracks are colored white instead of black 
in order to distinguish them from other resources. Discarding these platform 
tracks we can point resources 5 and 8 as the bottlenecks of the system, which is 
in accordance with the results in [13]. However, platform tracks 6 and 9 turn out 
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to be even more critical. In the model of [13] only junctions and intersections are 
considered as candidates for bottlenecks. Hence, the result that platform tracks 
6 and 9 are even more critical cannot be confirmed nor be denied by [13J. 
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Chapter 5 

CONCLUSIONS AND 
FURTHER RESEARCH 

We can conclude that a maxplus automaton is a powerful tooi for analyzing 
railway capacity: it provides the maximum frequency and the amount of delay 
propagation of a given pattern of train movements with or without buffer times. 
For assessing the bottleneck of given infrastructure, analyzing only one pattern 
is not enough. The set of critical resources will be relatively large in general and 
heavily depends on the order of train movements. 80, a bet ter view on critical 
resources can be obtained by investigating random permutations of the pattern. 

The advantage of the automaton approach compared to the event graph approach 
is its modeling power. The complexity of calculating the throughput with the 
automaton approach is of the same order as with the event graph approach, if the 
complexity of building the event graph is excluded. This illustrates the strength 
of the automaton approach: each schedule can easily be analyzed by multiplying 
the appropriate matrices, whereas in the event graph approach a new model has 
to be build for each schedule. Moreover, the size of the event graph grows with 
the length of the pattern, whereas the size of the automaton remains constant. 
Modeling train movements separately is however only possible if the contours do 
not depend on the order of trains. Of all components of the occupation time, 
only the switch time depends on the order. By introducing an approximation 
regarding the switch times the automata approach can still be used, for instance 
by assuming that a switch always has to be turned, independently of the order. 

Compared with simulations, the algebraic approach has the advantage that it pro
vides critical train movements, critical resources and delay propagation. Hence, 
the algebraic approach is more suitable for optimizations than simulations. Fur
thermore, if the running times are assumed to be stochastic, the algebraic ap
proach is still useful as a simulation tool. 

In this paper we were able to obtain the amount of delay propagation for given 
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buffer times. However, we are interested in solutions of the reverse problem: 
Given constraints on the amount of delay propagation, find buffer times that 
meet these constraints. Assessing the capacity, we are interested in buffer times 
that meet the delay propagation constraints and minimize the cycle time. Future 
research will focus on the resulting optimization problem. Another issue for 
further research is the moving block system. Here, we have a theoretical as wen as 
a practical challenge: namely by finding conditions for the existence of a solution 
of the resulting eigenvalue problem and by implementing the max operator in an 
efficient way. 
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Appendix A 

ROBUST SCHEDULING WITH 
EVENT GRAPHS 

In this appendix we show how delay propagation in event graphs can be analyzed. 
Most of this work has been presented before in [8]. We further show how optimal 
buffer times can be found. 

Simulation 

Starting point is an event graph which is determined by travel time matrix A. 
Consider a timetable determined by an eigenvector v of matrix A: 

x(k) =)...k ®v (A.l) 

Suppose that at time k = 0 there are some delays d(O) which result in a vector 
of disturbed moments of departure x(O) = x(O) + d(O) . Because all connections 
remain the same, the time evolution of x can be found by applying matrix A and 
timetable x: 

x(k + 1) = A ® x(k) EB x(k + 1). (A.2) 

The difference between x and x determines the propagation of delay d(O): 

d(k) = x(k) - x(k). (A.3) 

This way of calculating the propagation of delays is thus merely a matter of 
simulation. Also if matrix A is replaced by random matrices A(k), i.e. if the 
travel times are considered as stochastic variables, this way of simulation can be 
used. 
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Analysis 

In this section we investigate which nodes will be disturbed by an initial delay. 
For this purpose we introduce the following definition: 

Definition 15 mij is the maximum delay at node j that does not reach node i. 

We denote the matrix containing the entries mij by M. The values mij can be 
obtained using the following lemma: 

Lemma 5 Let A be an irreducible matrix with eigenvector v and eigenvalue .À, 
then mij = Vi - Vj - (At)ij" 

Proof. Consider a path p from node j to node i (such a path exists because 
the graph is assumed to be strongly connected). Renumber the nodes of this 
path as 1, ... , r (node j becomes node 1 and node i becomes node r). Each pair 
of successive nodes on this path have non-negative slack, i.e. the departure time 
at the second node minus the arrival time of a train coming from the first node. 
Let us calculate the total slack on the whole path: 

total slack of p = (V2 + .À) - (VI + a21) + 
(V3 + .À) - (V2 + a32) + 
... + 
(vr + .À) - (Vr-l + arr-l) 

Vr - VI + .À - a21 + .À - a32 + .. . + .À - arr-l 

Let P;j denote the set of all possible paths from node j to node i. The maximum 
delay in node j that does not reach node i equals the slack bet ween node j and 
i, minimized over Pij. Thus: 

~i~ {Vi - Vj + L (.À - akI)} 
(k,I)Ep 

(A.4) 

Vi - Vj - ~~ { L (akI - .À)} 
(k,I)Ep 

(A.5) 

Vi - Vj - (At)ij (A.6) 

The final equality (A.6) is based on the shortest path algorithm, cf. [1]. 

o 



Appendix A. ROBUST SCHEDULING WITH EVENT GRAPHS 43 

Suppose an initial delay dj occurs at node j. We can immediately obtain the 
impact of this initial delay: The nodes that will be disturbed by this delay are 
the nodes i for which it holds that mij < dj. The maximum delay these nodes 
receive due to delay dj equals dj - mij. Notice that matrix M can be calculated 
in advance. 

Example 9 Consider a network and its corresponding A -matrix as in Figure A .1 . 

One can verify that v = [0, 0, ~l' is an eigenvector with eigenvalue .À = 2~ and 

Figure A.I: An example 

that the critical circuit is {I, 3}. We have: 

and applying Lemma 5 gives: 

In Example 9 the columns of M belonging to the nodes of the critical circuit 
turn out to be zero-columns. This means that any delay on the critical circuit 
eventually disturbs every node. The fact that mij = 0 whenever both i and j 
are nodes in the critical circuit is obvious: the critical circuit has no slack. The 
fact that mij = 0 also holds if only j is a critical node is due to the fact that the 
critical circuit is unique as is claimed by the following lemma: 

Lemma 6 If the critical circuit is unique and j is a node of the critical circuit, 
then mij = 0 for every node i . 

For the proof of this lemma we refer to [8]. 

Example 10 shows that this lemma does not hold in general if the critical circuit 
is not unique. 
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Example 10 Consider the following A-matrix of travel times: 

This matrix has an eigenvector v = [0,0,0,0]' and eigenvalue À = 2. There are 
two critical circuits: {I, 2} and {3, 4}. Lemma 5 gives: 

M~(P~~) 
Although all nodes belong to a critical circuit, M has non-zero elements. 

Buffer times 

In order to increase the punctuality of the transportation system, buffer times bij 

are added to decrease propagation of delays. The system including buffer times 
is described by a new matrix written as Ä with äij = aij + bij. 

The new timetable and cycletime follows from the eigenvector and eigenvalue of Ä: 

(A.7) 

Again, we are interested in the maximum delay in node j that does not reach 
node i, denoted by mij. In the new model the slack between two successive nodes 
equals (V2 + -X) - (VI + a21), resulting in the following expression for mij: 

- - - (A+) mij = Vi - Vj - :i. ij' (A.8) 

Notice that the lacking of the tilde above A in (A.8) is not a misprint. On the 
contrary, it is essential that the buffer times disappear in the synchronization 
constraints when calculating the propagation of delays. 

Example 11 Consider the network given in Example 9 and add buffer times of 
~ to all the travel times: 
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Then j = 3, ii = v = [O , O,~]' and, accarding ta (A.B), 

Optimal buffer times 

2 1) 
2 i . 

11 1 2 
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Optimal buffer times can be found by sol ving the following problem: Given con
straints on mij, find a timetable v which obeys these constraints and minimizes 
the cycletime. This problem can be written as the following optimization prob
lem: 

min~ 
v ,À 

s.t. min {Vi - Vj + L (~- aki)} 2: ill.;j ' Vi,j 
pEP.; 

(k ,/)Ep 

(A.9) 

(A.10) 

where mij is a lowerbound for mij (cf. (A.4)). It should be noticed that con
straints (A.lO) incorporate the fact that trains wait for one another by choosing 
mij 2: 0; Then the constraint Vi + ~ 2: Vj + aij is automatieally fulfilled for each 
arc (j, i) of the graph. Problem (A.9)-(A.lO) is a convex optimization problem 
with a linear object function. Moreover, it can be written as an LP-problem by 
writing the constraints (A.lO) for each path separately. Hence, this problem can 
be solved by standard optimization techniques. 

It remains how to find appropriate constraints on mij . For this purpose we 
consider a statie model. Instead describing the kth departure from a node as 
in the dynamic model, the departures are described by separate variables in the 
static model. In this way we have an explicit expression for the actual departure 
time Xi at node i, given initial delays {Dj}: 

Xi = Vi + max{Dj - mij}. (A.ll) 
J 

In words: the actual departure time at node i is the departure time at node i 
according to the timetable plus the maximum delay that is 'received' at node i. 
Next, given the distributions of initial delays, we are interested in distributions of 
departure times. Assuming that the initial delays are independent we can obtain 
from (A.ll): 

P(X - V· < x) = 11 P(D· < x + m ··) 1. 1. _ J J _ 1.1 (A.12) 

Assuming that vehicles never depart earlier than Vi, is equivalent to assuming 
that P(Di < 0) = 0. By this assumption we can interpret Xi - Vi as the waiting 
time of a passenger which planned to depart at Vi from node i and has to wait 
Xi - Vi time units before the vehicle actually departs. So, we can translate values 
of mij into terms of waiting times. 
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Appendix B 

DELAY PROPAGATION 
MATRICES OF CASE STUDY 

The next pages show two delay propagation matrices. These matrices describe the 
amount of delay propagation within the hourly pattern at The Hague HS, which 
consists of 23 train movements. These movements are described in Table 4.1. An 
element i, j of such a matrix gives the maximum delay of the jth train movement 
in the schedule that does not disturb the ith train movement. Since it is assumed 
that the schedule is repeated over and over again, the whole matrix is filled. It is 
however assumed that a delay does not propagate more than one cycle. Table B.1 
shows the delay propagation matrix without buffer times and Table B.2 shows 
the delay propagation matrix if af ter each train movement 1 minute buffer time 
is scheduled. 

In Table B.1 some of the columns consist for the large st part of zeroes. These 
are precisely the columns that correspond to the critical train movements: 5, 8, 
9, 10, 11, I, 14, 5 and 13. These zeroes can be explained by the fact that there 
is no slack on the critical circuit. The non-zeroes in these columns are due to the 
fact that only delay propagation within one cycle has been considered. 

These delay propagation matrices can be used to obtain a performance measure 
on the robustness of the schedule by weighting these elements in a appropriate 
way. 
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325 180 
385 320 
325 260 
385 278 
445 338 
505 398 
565 458 
625 518 
625 518 
625 518 
685 578 
145 578 
Inf Inf 

205 60 
60 76 

145 80 
Inf Inf 

265 120 
205 140 

Inf 
Inf 
Inf 

214 
Inf 

970 
274 
334 
394 
454 
514 
574 
574 
574 
634 
634 
634 
Inf 
Inf 
Inf 
60 
Inf 

154 

Table B.2: Delay propagation matrix with buffers 

120 
180 
240 
180 
120 
300 
240 
218 
278 
338 
398 
458 
458 
458 
518 
518 
518 
578 
Inf 
60 
Inf 
60 

120 

10 
145 
205 
265 
205 
267 
325 
265 
325 
385 
445 
505 
565 
565 
565 
625 
625 
625 
685 
685 

85 
Inf 

207 
145 

11 
60 

120 
180 
120 
182 
240 
180 
240 
300 
360 
420 
480 
480 
480 
540 
540 
540 
600 
600 
620 
Inf 

122 
60 

15 
Inf 
Inf 
Inf 

154 
Inf 

910 
214 
274 
334 
394 
454 
514 
SI. 
514 
574 
574 
574 
634 
634 
654 
634 
Inf 
94 

13 
Inf 
Inf 
Inf 
Inf 
60 

477 
Inf 

158 
218 
278 
338 
398 
398 
398 
458 
458 
458 
518 
518 
538 
518 
578 
Inf 

12 
Inf 
Inf 
Inf 
60 
Inf 

816 
120 
180 
240 
300 
360 
420 
420 
420 
480 
480 
480 
540 
540 
560 
540 
600 
620 
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