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High-Resolution Imaging Algorithms for Automotive

00I. Nao. 10.1109/MAES.2025.3550301

Radar: Challenges in Real Driving Scenarios

Sen Yuan®, Francesco Fioranelli®, and Alexander Yarovoy, Delft University
of Technology, 2628 CD Delft, The Netherlands

INTRODUCTION

Radar provides robust sensing ability in range—Doppler—
azimuth—elevation domains regardless of the weather or

light conditions; hence, it has been one of the “must” tech-
nologies in automotive. To provide comprehensive and
accurate information on vehicle surroundings for subse-
quent perception tasks, radar is required to provide high-
resolution data (i.e., from a detector to an imaging sensor),
posing new challenges to traditional signal processing
algorithms.

Because of their high degree of integration and rela-
tively low costs, frequency-modulated continuous wave
(FMCW) automotive radars operating in the 77-GHz band
are the current standard [1]. They offer a large operational
bandwidth, providing sufficient range resolution. Doppler
resolution is a function of chirp duration and the number
of chirps used for estimation, so it is limited by the coher-
ent observation time, with better velocity resolution
achieved by operating at higher frequency [2]. Angular
resolution is contingent upon the antenna aperture and
thus is determined by the number and positions of the
transmit and receive antenna elements, in turn, limited by
the radar cost and packaging size.

Significant research effort is ongoing to propose array
designs and algorithms to improve angular resolution, but,
to the best of the authors’ knowledge, such approaches are
not always evaluated in real driving scenarios with multi-
ple extended targets and considerable clutter in the scene
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of interest. The aim of this article is, therefore, to first
review some of the most recent approaches for high-reso-
lution imaging in automotive radar and then discuss
important insights and open challenges for their practical
implementation. Specifically, data collected in the city of
Delft, The Netherlands, with a vehicle equipped with both
front-looking and side-looking radars, will be used to
showcase performances for the different algorithms.

REVIEW OF HIGH-RESOLUTION IMAGING ALGORITHMS

Multiple-input multiple-output (MIMO) radar technology
exploits the spatial diversity of transmit and receive
antenna arrays and has received considerable attention in
automotive. Due to its ability to achieve high angular reso-
lution with fewer antennas, MIMO has been widely
exploited in the current generation of automotive
radars [3]. The transmitted waveforms must be orthogonal
to each other to avoid interfering with each other, either
constructively or destructively. This orthogonality can be
achieved in different ways, for example, by spreading
waveforms in time [time-division multiplexing (TDM)] or
frequency (orthogonal frequency-division multiplexing).
When the transmitted signals are orthogonal, a virtual
MIMO array can be created, which is the typical advan-
tage that MIMO has over a conventional phased array, as
it can perform comparably with fewer actual antenna ele-
ments. This leads to a better angular resolution overall.

In MIMO radar with a virtual uniform linear array
(ULA), angle finding can be implemented via digital
beamforming (DBF) [4] by performing computationally
efficient fast Fourier transforms on snapshots taken across
the array elements, or using computationally intensive
super-resolution methods, such as minimum variance dis-
tortionless response [5], and subspace-based methods,
such as multiple signal classification (MUSIC) [6], [7] and
estimation of signal parameters via rational invariance
techniques [8]. All these methods require an input with a
sufficient number of snapshots and assume a low mutual
correlation of the sources and uncorrelated (white)
noise [9], [10]. To obtain an accurate estimation of the
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array covariance matrix, spatial smoothing [6], [11] can be
applied to get enough virtual snapshots.

Other methods aim to perform direction of arrival
(DOA) estimation with a limited number of snapshots,
which is specifically attractive in automotive radar. The
modified MUSIC in [12] uses the Hankel matrix to form
the autocorrelation matrix for a single snapshot case. 2D
convolutional neural network has been proposed in [13] to
achieve super-resolution with a single snapshot, but with
results only verified in simulations. Sparse sensing-based
methods [14], [15] and the iterative adaptive approach
(IAA) [16], [17], [18] are potentially applicable to a single
snapshot or a limited number of snapshots, but they both
assume targets’ sparsity and have high computational
costs. Also, the Fourier interpolation methods proposed
in [19] require targets’ sparsity to maintain acceptable per-
formances. The reduced signal covariance matrix pro-
posed in [9] operates on a limited amount of snapshots
with an unknown nonuniform noise but is affected by the
rank deficiency problem and requires the prior number of
targets. Purpose-designed arrays, such as the massive
ULA in [20], focus on improving DOA estimation with a
few snapshots but are designed for communication appli-
cations rather than automotive. Sparse MIMO radar
arrays, as in [21], use genetic algorithms to interpolate the
missing antennas in sparse arrays, but this is a computa-
tionally intensive approach.

For all the aforementioned methods, the theoretical
spatial resolution is limited by the physical size of the
MIMO array. The inherent motion of the vehicle provides
a potential opportunity to extend the usable aperture for
high-resolution automotive radar imaging. This concept
has been proposed in several works, with some distinc-
tions depending on the radar mounting position, whether
forward- or side-looking.

FORWARD-LOOKING REGIONS

It is not straightforward to exploit vehicle ego-motion for
high resolution in a forward-looking direction, even if this
region is very interesting in the automotive industry. First,
this approach has no or poor angular resolution for look
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angles equal or close to zero 0°, i.e., [—¢, €], where ¢ indi-
cates the angular extension of the so-called “blind zone”
near the forward-looking direction [22], [23]. According
to the literature, the extension of the blind zone and the
Doppler bandwidth are inversely proportional: as the
Doppler bandwidth increases by exploiting the movement
of the vehicle, the extension of the blind zone is reduced.
This has a typical value of € = 5° [22], [23]. Furthermore,
symmetric locations on the left/right-hand side of the vehi-
cle trajectory have the same Doppler history, which leads
to ambiguity in establishing the precise location of targets
in the angular region [~ %, —¢] U [¢,5].

Several algorithms have been proposed in forward-
looking SAR to tackle this problem. Bistatic SAR [24],
[25], for example, uses another transmitter located at a dif-
ferent position from the receiver; in this way, the designed
geometry can provide additional information to address
the ambiguity problem. Frequency diverse array [26] is
designed by performing transmit beamforming after range
compensation, and the echo from the desired range region
can be extracted from ambiguous echoes, thus providing
unambiguous imaging. A multibeam Doppler beam sharp-
ening (DBS) approach was proposed in [27] based on the
DBF using a scanning imaging system to provide high
cross-range resolution. Multichannel radar in [28] uses the
backprojection (BP) algorithm plus MIMO information to
solve the ambiguity problem, while at the same time, a
curved motion trajectory can be used to improve the poor
resolution in the region where look angles are equal or
close to zero degrees. However, this algorithm is rather
time-consuming, limiting its use in real time. Forward-
looking MIMO-SAR and sparse MIMO arrays were com-
bined in [29] with decimated BP [30] to solve the ambigu-
ity and achieve imaging. However, these two algorithms
are also rather time-consuming. A sequential spatial mask-
ing is proposed in [31] to solve the left-right ambiguity
with the BP algorithm. An incoherent integration method
from the MIMO and Doppler Integral was proposed
in [32]. This increases cross-range resolution across the
radar’s field of view while suppressing sidelobe errors.
However, this method has a specific requirement for vehi-
cle movement, as it necessitates movement in the
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boresight direction of the radar. An unambiguous Dopp-
ler-based forward-looking MIMO radar beam sharpening
scan method [33] is proposed by combining DBS and
MIMO array processing to solve the ambiguity problem
of symmetric targets in forward-looking automotive radar.
To make this suitable for more complicated vehicle move-
ments and cope with the diverse reflectivity of different
targets in the scene, an improved approach named “robust
unambiguous DBS with adaptive threshold” (RUDAT) [34]
is proposed. 3DRUDAT [35] is proposed later to address
both ambiguities from the forward-movement geometry
and the coupling between elevation and azimuth jointly
from the DBS.

SIDE-LODKING REGIONS

Approaches forming a synthetic aperture for automotive
MIMO radar have been explored in [36] and [37]. How-
ever, the methods in these studies can only enhance the
resolution in their region of interest, i.e., the range of
angles where targets have already been detected. There-
fore, an additional processing step is needed to first detect
the targets and estimate their related DOA values, which
is then followed by the step of enhancing the angular reso-
lution. To mitigate this, the method in [38] can directly
image the targets in the radar field of view and use
motion-enhanced snapshots coherently to reduce the
computational cost of the DOA estimation. Other studies
propose using the vehicle’s trajectory to image the scenar-
ios using the SAR approach. A two-radar approach is pro-
posed in [39]: while one radar is used to determine the
vehicle trajectory, another radar utilizes SAR on the
known trajectory. This method uses BP, which is an imag-
ing algorithm with a high computational load and poten-
tially less practical use. The work in [40] uses residual
motion compensation to improve the SAR image quality
for automotive, but it should be noted that the aforemen-
tioned approaches still rely on snapshots across multiple
frames. DBS methods are proposed for automotive radar
in [32]. The velocity information was used for wideband
DOA estimation with compensation of range migration
and the presence of Doppler ambiguity [41], and for high
angular resolution imaging [42]. Studies using neural net-
works have been proposed as well [43], [44], [45], [46],
but despite their good results, the question of their gener-
alization capabilities to unseen scenarios remains. Alter-
natively, approaches on how to create a larger virtual
aperture (i.e., the sum coarray and the array aperture
extension) using sensor motion under very simple scenar-
ios have been discussed in [47] and [48]. A novel formula-
tion of the antenna array aperture extension due to
platform motion is proposed in [49]. This includes a novel
expression for the steering vectors to compensate for the
error from the complex motion of the vehicle, a
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formulation with lower computational load via an approxi-
mation in the time tag, and a signal model accounting for
the variable time interval for the data acquisition periods.
Also, a 3D imaging algorithm using a 1D array for auto-
motive radar is proposed in [50], using the aforementioned
concept of motion-induced snapshots that exploit the ego
velocity of the vehicle.

Despite the development of many algorithms in this
research field as reported in this brief review, some of
them appear to be validated only on simulations, typi-
cally with ideal point targets that are not well represen-
tative of experimental data in real driving scenarios.
Other algorithms are not straightforward to implement
and adapt for actual automotive scenarios, for instance,
because it is too computationally intensive to account
for all scatter points from extended targets in dense
scenes or due to variations in the point clouds returned
even by the same object across subsequent frames. In
the following sections, an experimental data collection
with related results of high-resolution radar imaging
algorithms of automotive scenes is presented. The aim
of this discussion is to highlight some of the important
aspects of the practical applications of such algorithms,
from the settings of radar waveform parameters to the
accumulation of multiple frames.

EXPERIMENT DESCRIPTION

The radar sensors used in this data collection are the Texas
Instrument MMWCAS-RF-EVM cascade radar systems,
as shown in Figure 1. GPS, IMU, Lidar, and GoPro cam-
eras are also installed on the vehicle used for the data col-
lection, as shown in Figure 2. These sensors can provide
vital information in terms of ground truth for validation of
radar-only algorithms, as well as offer opportunities to
develop suitable data fusion techniques at a later process-
ing stage. Specifically, the LiDAR sensor is the Robo-
Sense Ruby Plus Upgraded 128-beam, customized for L4
autonomous vehicle commercial operations, mounted on

Figure 1.
Radar board used for radar data collection, MMWCAS-RF-EVM
and MMWCAS-DSP-EVM model by Texas instrument [51].
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(b)

Figure 2.
Vehicle used for data collection with multiple sensors mounted on
it. (a) View of the vehicle and (b) zoom on the sensors mounted
on the roof.

the top of the vehicle, operating at 10 Hz. This provides a
maximum 250 m observation range with 0.02 m precision.
The vertical field is within [-25°,25°], with up to 0.1°
resolution, while the horizontal field is 360° with 0.2° res-
olution. Odometry information is provided by a filtered
combination of several inputs: RTK GPS, IMU, and wheel
odometry, with a frame rate of around 30 Hz. GPS is
the industry standard GNSS/INS for ADAS and autono-
mous vehicle testing, RT3000 v3. Notably, as shown in
Figure 2(b), two radar sensors have been used, one for the
front-looking region and one for the side-looking region
with respect to the driving trajectory.

Yuan et al.

RADAR WAVEFORM PARAMETERS

A crucial step of the experimental planning consists of the
design of the radar waveform and its parameters. Specifi-
cally, four operational requirements, namely, maximum
unambiguous range, maximum unambiguous Doppler
velocity, range resolution, and Doppler velocity resolu-
tion, play an important role in the waveform design and
the subsequent sensing capabilities [52], [53], [54]. The
maximum unambiguous range is determined as

Fic
Tmax = 2

(6]
where F is the sampling frequency for the fast time, c is
the speed of light, and p is the sweeping slope of the chirp
modulation equal to the ratio of the chirp bandwidth B and
duration of the chirp.

The maximum unambiguous Doppler velocity is
determined as

A

X = 2
Vma; 4T, 2

where ) is the wavelength of the radar signal, and T, is the
pulse repetition time for the chirps.
The range resolution is determined as follows:

c

Tres = ﬁ 3)

where B is the bandwidth of the FMCW chirp.
The Doppler velocity resolution is determined as
follows:

A
2L,

Vres = “
where L; is the number of the chirps used for Doppler
estimation.

Considering the required values for the aforemen-
tioned quantities, suitable waveform parameters (some of
which are shown in Figure 3) can be set on the radar
board. Specifically, these are the start freq, which is the

1
1
) I i
! ! Ramp Start ‘ Ramp End
] 1 :
H 1
: : i ! :
. : : | |
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Figure 3.

Parameters for the radar waveform design. Figure inspired by the software used to configure the chosen radar by Texas Instrument [51].
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starting frequency of the chirp, the chirp slope w, the idle
time, which is the time needed to reset the previous chirp,
the analog-to-digital converter (ADC) start, which is the
time for reaching the starting frequency of each chirp, the
sample frequency in fast-time Fy, the ramp end time,
which is the time when the transmitter is orr, and adc sam-
ples, which is the number of samples per chirp. It should
be noted that 7, denotes the whole chirp cycle time,
including the idle time and ramp end time; the actual chirp
duration will be determined by the subtraction between the
ramp end time and the ADC start time. This highlights
how it is important to pay attention to the inevitable idle
times before and after the nominal chirp duration for the
practical usage of this radar, an aspect that might be over-
looked in purely theoretical studies.

An additional operational requirement for the radar is
its angular resolution, which is calculated as

A

Nd cos () )

Ares =

where ) is the wavelength of the radar signal, d is the dis-
tance between adjacent antenna elements for the ULA, 6
is the azimuth angle from the boresight, and N is the num-
ber of the virtual channel elements in the formed MIMO
ULA. To operate multiple channels orthogonally and thus
increase the angular resolution, the chosen TI radar board
offers TDM and binary phase modulation (BPM) [55].
The TDM mode means that the transmitters will switch on
one after the other to make the signals orthogonal in time
dimensions, i.e., only one transmitter is active at any time.
Compared with TDM, the BPM approach may suffer from
imperfect orthogonality of the added phase modulations
and degrade the radar detection performance. Thus, TDM
access is commonly used for data collection with this
radar board.

CALIBRATION WITH OTHER SENSORS

Calibrating the radar includes two tasks: one is for time
synchronization, and another is for spatial alignment via
coordinate transformation. For time synchronization, in
this data collection, all the sensors’ timing information
was stored in the robot operating system framework,
except for the radar timing. To address this, the timestamp
information is calculated and saved based on the starting
recorded time in the radar files and on the chosen pulse
repetition time. As the updating rate is different for all
sensors, the radar timestamps are taken as a reference, and
all other sensor data are sampled at the closest position

the sensor’s poses relative to all other sensors. Second, an
absolute calibration procedure estimates sensor poses with
respect to the body coordinate frame of the sensor platform.
The calibration of all the sensors except for radar is imple-
mented according to the framework of Domhof et al. [56].
The radar board is installed at measured horizontal and verti-
cal distances to the system in the forward-looking and side-
looking regions first. Then, the extrinsic transformations
for the Lidar and radar sensors are manually refined and
adjusted using a test measurement with a corner reflector.
This is an easy target to see with both Lidar and radar, and
the related point clouds from the two sensors are manually
aligned to be as overlapped as possible as part of this spatial
calibration. It is assumed that the extrinsic transformations
do not change appreciably between different runs, so only
one set of them is needed.

Besides the calibration with other sensors, for the cho-
sen model of the cascaded radar board, an interchannel
mismatch calibration is also required to account for fre-
quency, phase, and amplitude mismatch across one single
radar chip considered the master, and the other three chips
considered the slaves. This calibration is a one-time bore-
sight process using a corner reflector at about 5 m and
TDM MIMO configuration. The specific steps of the proc-
essing are detailed in [57].

EXPERIMENTAL RESULTS AND DISCUSSION

RESULTS FOR IMAGING OF FORWARD-LOOKING
DIRECTION

The radar waveform parameters for the forward-looking
regions are designed based on the requirements mentioned
in the previous section and reported in Table 1. With these
waveform parameters, the maximum range is 60 m, the

Table 1.

Radar Parameters for the Experimental Data

Collection (Front-Looking Region)

Radar Parameters Symbol | Value

Starting frequency (GHz) Fo 77
Chirp slope (MHz/us) n 30
Sampling rate (Msps) Fs 12
Bandwidth (GHz) B 0.64

with respect to the radar timestamps. Number of chirps Ly 128
In terms of spatial alignment, extrinsic transformations PRI (ms) T, 5.5
between sensors are formulated relative to the body coordi- -
nate frame. Extrinsic sensor calibration can be split into two Number of virtual ULA N 86
. . . . channels
procedures. First, a relative calibration procedure estimates
34 |EEE AGE SYSTEMS MAGAZINE JULY 2025
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Figure 4.

Examples of optical images from the forward-looking camera,
with two different scenes in (a) and (b). “Groups of the slogan”
denotes multiple vertical posts and a board with a slogan on it.

range resolution is 0.23 m, the maximum unambiguous
velocity is 4.18 m/s, and the velocity resolution is
0.033 m/s. The angular resolution at boresight with full
ULA formed is 1.3°. The TI Cascaded MIMO radar forms
an 86-element uniform linear virtual array in one direc-
tion, which is used for the processing in this article.

In the following, some representative scenarios and
results are presented and discussed. Figures 4 and 5
present two different scenarios as seen by the camera
and the Lidar. The imagery in Figure 4(a) from the
camera offers an easy empirical interpretation of the
scenario, with key targets, such as a bus stop, rubbish
bin, and display board, marked in the corresponding
figure; the same targets are also marked in the Lidar
image in Figure 5(a). In Figure 4(b), another scenario is
shown with multiple posts and boards marked, where
the poster is not visible because of the limited field of
view of the camera, but both targets are marked in the
corresponding Lidar image in Figure 5(b).

Figure 6 includes radar images for the first scenario
shown in both Figures 4(a) and 5(a) using a different
number of virtual channels for DOA and imaging algo-
rithms. Figure 6(a) uses 86 virtual channel elements,
essentially equivalent to all those available in the cho-
sen radar sensor. This offers a good spatial resolution
of 1.3° at boresight. However, the practical utilization

JULY 2025
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(b)

Figure 5.

Images from Lidar data corresponding to the two scenes shown in
Figure 4. “Groups of the slogan” denotes multiple vertical posts
and a board with a slogan on it.

of such a large aperture is unfeasible in realistic
vehicles, and additionally, the TDM approach neces-
sary to operate the four independent MIMO radar chips
together will further limit the unambiguous estimation
of target velocities since the 7. in (2) needs to multi-
ply the number of transmitters used. Thus, in Figure 6
(b) and (c), the results are based on only eight virtual
channel elements, which is much easier to achieve for
practical automotive radar systems. Figure 6(b) is gen-
erated using a conventional imaging approach and pro-
vides rough information on the bus stop and rubbish
bin targets, making it not straightforward to interpret.
With the 3DRUDAT imaging algorithm proposed
in [35], a higher resolution image can be obtained
while still keeping the number of virtual channel ele-
ments to 8.

Notably, several objects in the scene can be distin-
guished in the image, whereas they tend to form a
broader, uniform signature in the image generated by
the conventional imaging algorithm. To provide a quan-
titative observation, the dynamic range for the bus stop
target in Figure 6(b) is measured at -2.3 dB, while in
Figure 6(a), this improves to approximately -20 dB.
This improvement in sidelobe level is attributed to the
accumulated energy from the targets themselves when
using more antenna elements, resulting in an improved

|EEE AGE SYSTEMS MAGAZINE 3a
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Y (m)

Figure 6.

(c)

Radar images of the scenario shown in Figures 4(a) and 5(a) with camera and Lidar, respectively. (a) Radar imaging results using all 86 vir-
tual channel elements. (b) Radar imaging results using only eight virtual channel elements. (c) Radar imaging results using eight virtual

channel elements with the proposed 3DRUDAT algorithm [35].

signal-to-noise ratio (SNR). In the case of the proposed
method, which enhances SNR through the multiplica-
tion of results from DBS and beamforming, the
dynamic range in Figure 6(c) is notably low at -30 dB.

The radar-based results presented in Figure 7 for the
second scenario, as shown in both Figures 4(b) and 5(b),
provide similar trends to compare the different imaging
algorithms. The multiple poles and boards and the poster
targets appear to be well focused and with more detail in
Figure 7(c), compared with the image generated by the
conventional MIMO DBF in Figure 7(b). Both subfigures
are generated using only eight virtual channel elements.
Remarkably, the 3DRUDAT imaging algorithm appears to
also outperform the conventional MIMO DBF imaging
using the larger aperture array, with results shown in
Figure 7(a) with all the posts well focused with a much
narrower main lobe beam.

The image contrast metric is introduced to demon-
strate the separation capability of the proposed method.
Image contrast quantifies the intensity differences across
image pixels and is often used to evaluate sidelobe sup-
pression in SAR images [58], [59]. When two extended

5 10 15
Groups of the Slogan

(a)

Poster ° E )

Figure 7.

1] 5 10 }5 E
X (m) Groups of the Slogan Poster

targets are better separated due to enhanced angular reso-
lution, the intensity values in the region between them
decrease, resulting in a higher image contrast value.

The image contrast C is defined as follows:

(6)

where I%(i, ) is the pixel intensity of (i, /), and E[e] is the
mean operation.

In Scene 1, the image contrast using 86 virtual ele-
ments, also shown in Figure 6(a), is 2.9078, while using
eight virtual elements, as shown in Figure 6(b), yields a
value of 2.5387. As expected, the proposed method
achieves the highest image contrast, at 4.8642, as also
shown in Figure 6(c). A similar trend is observed in
Scene 2, where the image contrast for Figure 7(a) is
3.9229, and for Figure 7(b), it is 3.0542, whereas the
proposed method achieves the highest image contrast
value of 7.4144.

0 5 10 .‘ 2
X im) GfUUpSOfltheSIUQan

(c)

5 x
15 -10 5

Radar images of the scenario shown in Figures 4(b) and 5(b) with camera and Lidar, respectively (“groups of the slogan” denotes multiple
vertical posts and a board with a slogan on it). (a) Radar imaging results using all 86 virtual channel elements. (b) Radar imaging results
using only eight virtual channel elements. (¢) Radar imaging results using eight virtual channel elements with the proposed 3DRUDAT

algorithm [35].
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Table 2.

Radar Parameters for the Experimental Data Collec-

tion (Side-Looking Region)

Radar Parameters Symbol | Value
Starting frequency (GHz) Fo 77
Chirp slope (MHz/us) “w 30
Sampling rate (Msps) Fs 6
Bandwidth (GHz) B 1.28
Number of chirps Ly 128
PRI (ms) T: 0.9
Number of virtual ULA N 86
channels

The resolution improvement for DOA is given here
when the radar is moving at [vy, v, v:] as

L ONGT
" =N
L ONGT
" N.d

cos (¢)(vy tan (0) + vy) (7)

((vy cos (0) + vy sin (0)) tan (¢p) +v.) (8)

Ne

where n, and n, are the resolution improvement terms for
azimuth DOA and elevation DOA, respectively. N, is the
number of slow time chirps used for DBS; N, and N, are
the numbers of antenna elements used for DBF (conven-
tional MIMO) in azimuth and elevation, respectively; T is
the pulse repetition time; and 0 and ¢ are the targets’ posi-
tion in azimuth and elevation.

RESULTS FOR IMAGING OF SIDE-LODKING DIRECTION

The radar waveform parameters for the side-looking
region are reported in Table 2. With this waveform
designed for a side-looking geometry, the maximum range
is 30 m, the range resolution is 0.12 m, the maximum
unambiguous velocity is 2.1 m/s, and the velocity resolu-
tion is 0.016 m/s.

In the following, figures of representative scenarios
and results of radar-based imaging algorithms are pre-
sented and discussed. In Figure 8(a), imagery from a GO-
pro camera offers an easy visual interpretation of the sce-
nario, with two parked cars and a building in the farther
background region. The corresponding targets are also
marked in the Lidar image, as shown in Figure 9(a). In
Figure 8(b), a scene from a parking lot in the TU Delft
campus is shown with three parked vehicles highlighted in
the foreground, whereas Figure 9(b) shows the same sce-
nario perceived by Lidar where even more cars are visible.
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Figure 8.
Example of optical images from the side-looking camera, with
two different scenes in (a) and (b).

Figure 10 includes radar images for the first sce-
nario shown in Figures 8(a) and 9(a). Figure 10(a) is
the result of conventional MIMO processing. Motivated
by using a 1D MIMO array in the elevation domain to
alleviate the requirement for large radar apertures in-
vehicle systems, the following processing is imple-
mented with only one antenna in azimuth. Since only
one antenna is used, there is no resolution in the azi-
muth direction. Figure 10(b) is the result of the imaging
algorithm in [60], which uses one single-frame data and
1D antenna array to generate 3D high-resolution imag-
ing results. The two parked cars in the scene and the
building in the background are well focused in the
image. However, with limited frame data, the results
may still be challenging for interpretation and percep-
tion tasks. Figure 10(c) presents the result of the con-
ventional BP imaging algorithm for the same scenario
but using 49 frames of data. Since the BP algorithm is
designed to work in a 2D plane, the images are without
elevation information. Figure 10(d) shows the image
obtained by the imaging algorithm proposed in [61].
These results use only one antenna element but over 49
frames of data. The method incoherently sums the tar-
get information in the imaging field, leading to a three-
times faster imaging algorithm compared with the con-
ventional BP algorithm, easing its implementation in
realistic contexts. The two cars are well separated, as in
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Figure 9.
Images from Lidar data corresponding to the two scenes shown in
Figure 8.

BP, and have more detailed information than when
using only one frame of data. The image contrast in
Figure 10(c) is 3.2948, while it is 15.6162 in Figure 10
(d). However, such improvement is not related to the
improvement in resolution, but to the fact that the side-
lobe and the clutter response are not coherently accu-
mulated with our incoherent imaging method.

Another example is presented in Figure 11. The
depicted scenario is the same as that shown in Figure 8
(b) with camera and in Figure 9(b) with Lidar. In
Figure 11(b), the three parked cars in the foreground
are present in the image, but it is challenging to inter-
pret well the scene and the details of the targets. Similar
to the scenario discussed in the previous example, all
car targets appear to be better focused when using the
conventional BP algorithm in Figure 11(c) and the inco-
herent processing method of [61] with multiple frames
data in Figure 11(d). Specifically, in this example, 200
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frames were considered, corresponding to the speed of
the car driving at 1 m/s.

As no physical movement is present in the elevation
dimension, the angular resolution will remain the same as
before. The azimuth resolution improvement for DOA is
approximated when the radar is moving at [v,, v, v:| as

HE7RR
naN\‘LdJJ]V,a‘FI (9)

2wy T

where | | is the rounding operation, Ly is the total num-
ber of chirps in one snapshot, d is the distance between
different receivers, v, is the speed of moving directions,
T is the chirp duration, and N, is the number of antenna
used for azimuth DOA estimation. It should be noted
that N, = 1 for Figures 10(a) and 11(a) as only one azi-
muth antenna is used.

WAVEFORM PARAMETERS VERSUS TOM

As mentioned, TDM is the most commonly used method
to generate MIMO orthogonal signals for finer angular res-

olution. However, TDM will lead to problems in automo-
tive scenarios. One of them is the decrease of the
maximum measurable velocity, as this parameter, as
defined in (2), is determined by the pulse repetition time.
For TDM, this time is linearly positively correlated to the
number of transmitters, i.e., the more transmitters need to
be switched on/oFr one after the other, the longer that
effective repetition time will be.

Orthogonal frequency-division multiplexing in MIMO
waveform can potentially avoid the disadvantage of TDM.
Different code families, namely, random, Gold, zero cor-
relation zone, and Kasami codes [62] are optimized for
periodic auto-correlation properties. However, they still
exhibit reasonable a-periodic autocorrelation properties,
which means that the orthogonality cannot be achieved
perfectly. This will increase the sidelobes and worsen the
beam pattern for the MIMO radar system, thus degrading
the performance of DOA estimation. Ongoing research
work focuses on advanced signal processing methods to
address the shrinking range of the unambiguous measur-
able velocity by using all the transmitted signals in TDM
or to design better-coded waveforms for different trans-
mitters to achieve orthogonality.

INFLUENCE OF MOVING TARGETS

This challenge arises from the movement of targets in the
scene. As motion-based high-resolution imaging algo-
rithms are typically based on the relationship between the
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Radar images of the scenario shown in Figures 8(a) and 9(a) with camera and Lidar, respectively. (a) Radar imaging results of conventional
MIMO processing. (b) Radar 3D imaging results using a 1D array of one frame data with the algorithm in [60]. (c) Radar 2D imaging results
using the BP algorithm with 49 frames of data. (d) Imaging results of 49 frames of data using the first element in the 1D array with the algo-

rithm in [61].

Doppler velocity and the angle of targets, the presence of
nonstatic targets will degrade their performance. Further-
more, the targets’ movement will accumulate more errors
when utilizing multiple frames in the imaging algorithm.
To mitigate this effect, static targets and moving targets
need to be distinguished and processed using different
techniques. Autofocusing algorithms to estimate the
target’s movement and compensate for this during the
imaging processing can be an interesting avenue of
research in this context.

EFFECT OF DRIVING VELOCITY

Motion-based high-resolution imaging algorithms are
based on the platform’s movement. Depending on the spe-
cific implementation of these algorithms, different
requirements on the driving velocities that are most suit-
able to obtain good images will follow. Specifically, algo-
rithms for forward-looking regions, such as [32], [33],

JULY 2025

[34], and [35], are based on the Doppler profile, which
means that the maximum velocity of the targets induced
by the motion of the vehicle should be within the maxi-
mum unambiguous Doppler velocity as in (2).

The algorithm for side-looking regions, such as [49]
and [50], requires enough movement to physically expand
the aperture during the frame period; this determines a
lower bound of the driving velocity. Moreover, the gener-
ated additional motion-enhanced snapshots need to main-
tain coherence with the existing data from the physical
MIMO array; this determines an upper bound of the driv-
ing velocity. Both lower and upper values are highly
related to the vehicle speed and the duration of the radar
chirp, as in

d d
, 1
< {4LdTC'2TJ (10)

where V is the driving velocity and d is typically assumed
to be half wavelength.
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Radar images of the scenario shown in Figures 8(b) and 9(b) with camera and Lidar, respectively. (a) Radar imaging results of conventional
MIMO processing. (b) Radar 3D imaging results using a 1D array of one frame data with the algorithm in [60] algorithm. (c) Radar 2D imag-
ing results using the BP algorithm with 200 frames of data. (d) Imaging results of 200 frames of data using the first element in the 1D array

with the algorithm in [61].

CONCLUSION

In this article, an overview of existing resolution-enhanc-
ing approaches is provided. Despite the large variety of
them, high computational costs and the complex nature of
the scene, including clutter, place limits on their practical
usage. At the same time, high-resolution imaging algo-
rithms that exploit the movement of the vehicle have large
potential, which has been demonstrated with examples for
both the forward-looking regions and the side-looking
regions. Experimental data collected in real driving sce-
narios in the city of Delft, The Netherlands, have been
used to showcase the performances of the algorithms. Spe-
cifically, it has been validated how some of these algo-
rithms improve the angular resolution to estimate targets’
positions and, consequently, the quality of the obtained
images. In the analysis part, some of the important practi-
cal aspects for the implementation and applicability of
imaging algorithms in realistic driving scenarios have also
been listed and discussed. These are important to account
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for when moving from simulations of relatively simple
scenes to practical automotive radar scenarios.
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