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ABSTRACT

Designed as a contender for the Dutch ’Zuiderzeelijn’ project, the AeroCity concept has been proposed as
an alternative solution to existing high-speed railway solutions. As an Wing-in-Ground (WIG) effect vehicle,
the AeroCity makes use of aerodynamic lift to levitate itself from the track, removing the need for a complex
infrastructure. Already since the early days of aviation, it is known that, a wing approaching the ground, ex-
periences a ’cushioning of air’ below the wing, which enhances the lift-to-drag ratio. WIG vehicles, like the
famous Ekranoplane, are designed specifically to exploit this phenomenon to their benefit. However, in very
close ground proximity, the viscous interaction of the flow with the ground plane plays a prominent role. To
predict the performance and stability of WIG craft, concise simulation and wind-tunnel experiments are re-
quired.

The aim of the current work is gain further insight in the aerodynamic characteristics of AeroCity using CFD
simulations involving RANS equations. Previous work conducted on this topic include a CFD sensitivity study
into main parameters affecting the aerodynamic performance of AeroCity [1] and a wind-tunnel experiment
conducted in the LTT of the TU Delft [2]. Although these studies have attributed to the knowledge about the
flow field around the AeroCity, no verification or validation of the research findings have been provided. One
of the main tasks of project has been to replicate the previous wind-tunnel experiment, in order to clarify
aspects of the findings that are not well understood and provide a basis of validation for the CFD model. Sub-
sequent simulations are performed to investigate several aspects of the configuration in more detail.

Comparison of the numerical results with the previous experimental data shows that the lift and drag char-
acteristics are in good agreement at the lower velocity range of AeroCity, but the drag deviates significantly
in the higher velocity range. Analysis of the results has shown that the laminar separation bubble, which is
known to exist at the leading edge of the side-plate, is under-predicted by the CFD model. Application of a
transition turbulence model significantly improved the modelling of the separation bubble, to such an extent
that the simulated local flow is in good agreement with fluorescent oil film traces observed during the wind-
tunnel experiment. Furthermore, it is found that the boundary layer profiles are in good agreement up to the
location of maximum thickness. Further downstream, the simulated boundary layer appears to be insensitive
to the local adverse pressure gradient, in contrast to the measurements in the wind-tunnel. Application of a
damping function for the eddy viscosity in the viscous sub-layer, did not improve the numerical results.

Despite of the noticed limitations of the current numerical model, the influence of the ground boundary
condition on the aerodynamic characteristics has been investigated, by applying a moving ground boundary
condition. Unlike expected, the influence is very limited in this particular case, due to the scale (1 : 20) of the
wind-tunnel model. Further, inclusion of a track wall showed that the aerodynamic performance is reduced
considerably, as the horse-shoe vortex remains close to the vehicle and merges with the upper tip-vortex.
Although the parameters of the track geometry were not varied, these findings suggest that, aside from further
research, other track geometries are to be considered.
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1
INTRODUCTION

Driven by the ever increasing need for faster means of transportation, people have always been searching
for faster and more efficient ways to travel. One way to achieve both goals, is to reduce the drag force acting
on the vehicle. For wheeled or tracked vehicles, the ground friction drag is often a major source of the total
vehicle drag. In the case of railway transportation, the drag can primarily be reduced by minimizing the to-
tal vehicle weight and optimization of the aerodynamic efficiency [20]. However, with the rise of high speed
trains, the wheels give rise to an additional problem. The high forces and wear on both the wheel and tracks
require additional effort in design, construction, and maintenance, increasing the total system cost consid-
erably.

One obvious solution to this problem would be to simply get rid of the wheels. By levitation of the train from
the ground, one eliminates one of the major drag components. MAGLEV trains use an alternating induced
magnetic field to levitate the vehicle from the surface, using a system of electro-magnets incorporated in the
track. Although MAGLEV trains have demonstrated the ability to achieve speeds up to 600 km/h and provide a
higher energy efficiency at high speeds, when compared to conventional trains, the high cost and complexity
of the infrastructure remain challenges that are to be solved.[20] A different approach was developed by Jean
Bertin in the late 1960s with the introduction of the Aerotrain [3]. A picture of the original AeroTrain prototype
is shown in Figure 1.1. By allowing the air to create a cushion of air between the track and the train, levitation
of the train is accomplished. Similar research was conducted in the United Kingdom and the United States of
America, where the Rohr Aerotrain was build under licence by Rohr Industries. Although several prototypes
were successfully tested, the large energy consumption required to overcome the initial momentum drag and
the rise of conventional high-speed trains, such as the TGV, prevented the technology of being adopted. [21]

Simultaneously, in the USSR, the famous Ekranoplane [4] was developed, as a means for faster transportation
over water. The Ekranoplane, shown in Figure 1.2, made use of the so-called Wing-In-Ground (WIG) effect
to achieve these relative high speeds, without the penalty of high drag. First studied in the early 1920’s [22],

Figure 1.1: Prototype of the AeroTrain [3] Figure 1.2: MD-160 (Lun-class) Ekranoplan [4]
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2 1. INTRODUCTION

Figure 1.3: Computer generated image of AeroCity concept by Movares B.V.

the WIG effect, or ground effect, is an aerodynamic phenomena that occurs when a lifting surface is in close
proximity to the ground. Already in the early days of aviation, pilots observed a ’cushioning of air’ beneath
the wings during landing, causing the landing distance to increase. The development of WIG craft, such as
the Ekranoplane, sparked a renewed interest in the ground effect phenomenon [23]. In general, an increase
in lift and a reduction in drag is observed when approaching the ground [23][15][24]. A second development
aiding to the research into the ground effect was the dawn of down force generating surfaces for racing cars
[25].

Inspired by the potential of Wing-in-Ground effect craft, the AeroCity concept was developed by Movares B.V.
in conjunction with the Dutch aerospace laboratory (NLR). Designed as an alternative high-speed transporta-
tion system for the Dutch ‘Zuiderzeelijn’ project [26], the AeroCity utilizes the WIG effect to remove the need
for a complex infrastructure. The promise of the AeroCity concept is to deliver a high-speed transportation
solution, that is both energy and cost effective. More-over, the AeroCity would be able to operate over rel-
atively short to intermediate distances, since the acceleration time should be considerably lower compared
to existing railway solutions. A computer generated image of the initial concept, as developed by Movares, is
shown in Figure 1.3. The overall length of the AeroCity is 21m, width is equal to 8m and the vehicle is 4.2m
tall. Depending on the seating arrangement, it has the capacity to transport up to 100 passengers at a design
cruise speed of 360 km/h. Total vehicle weight is estimated to be 10,500 kg [1].

Unlike most other WIG craft, which utilize low aspect ratio wings to provide the required lift force, in the
case of AeroCity, the entire body acts as a lifting surface. The main body of the vehicle resembles the centre
section of a wing. Side-plates on both sides of the vehicle help to maintain the ’air cushion’ underneath the
vehicle. [27]. Due to the limitations imposed by the infrastructure, the aspect ratio of the AeroCity is low. The
addition of the side-plates helps to enhance the effective aspect ratio. [7] Although the AeroCity does require
a separate infrastructure, the complexity of the track can be kept relatively low. Since the levitation, unlike a
MAGLEV system, is provided by an aerodynamic lift force, the main purpose of the track will be to provide
lateral guidance. Electromagnets, incorporated in the track, should keep the AeroCity clear from the track
wall, while also propelling the vehicle in forward direction. Since the AeroCity is foreseen to have relatively
low noise characteristics, the infrastructure could be integrated well with existing infrastructure. [1]. An im-
pression of the latter is provided in Figure 1.4.

The aerodynamic characteristics of the AeroCity concept have been previously studied by Nouwens [1] and
Nasrollahi [2]. Nouwens conducted a Computational Fluid Dynamics (CFD) study, to examine the influence
of the main design parameters, such as the angle of attack and elevation height of the body, on the aerody-
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Figure 1.4: Artist impression of the co-existence of AeroCity with existing infrastructure by Movares B.V.

namic performance. It was concluded that the early aerodynamic performance estimations are promising
and do not reveal any mayor deficiencies of the basic aerodynamic design. To validate the numerical in-
vestigation, a series of wind-tunnel experiments has been carried out by Nasrollahi. The experimental data
partially confirmed the observations made by Nouwens. The experimental results largely confirmed the ob-
servations made during the previous numerical analysis by Nouwens. Nevertheless, the experimental data
introduced some new questions which could, at the time, not be answered to a full extent. Despite a repli-
cation of the wind-tunnel conditions in an additional CFD experiment, no explanation for the recorded data
could be provided.[2]

The present work will be a continuation of the research into the aerodynamic characteristics and perfor-
mance of the AeroCity concept. Using the knowledge that has already been gathered about the AeroCity’s
aerodynamic configuration, a series of elaborate CFD simulations will be performed to examine the aero-
dynamic characteristics of AeroCity in more detail. More-over, it will try to answer some of the questions
regarding the aerodynamic phenomena involved, that have remained unanswered since the wind-tunnel ex-
periment. By replication of the conditions in the wind-tunnel and comparison of the numerical results with
the experimental data, more insight into the aerodynamic characteristics of AeroCity should be gained. In
turn, the wind-tunnel experiment should provide a basis for validation of the CFD model. The latter will sig-
nificantly improve the credibility of the research findings. Using the validated CFD model, more elaborate
simulations can be performed on the aerodynamic model of the AeroCity.





2
LITERATURE SURVEY

In order to obtain a thorough overview of the past and active research efforts into the Wing-In-Ground (WIG)
effect, a comprehensive literature survey has been conducted. The result of this survey will be discussed in
this chapter. In Section 2.1, the aerodynamic phenomena involved of the WIG effect are discussed in more
detail. The main purpose is to distinguish the various aerodynamic mechanisms that come into play and
identify how this effects the experimental techniques that are required for proper simulation of the WIG-
effect. Next, in Section 2.2, the previous research that has been performed on the aerodynamic characteristics
of the AeroCity is discussed in more detail.

2.1. WING-IN-GROUND EFFECT
Although often referred to as the ground effect, the WIG effect actually entails multiple physical phenomena
that alter the behaviour of the flow around a wing in ground proximity. In general, these effects can be catego-
rized into chord dominated effects and span dominated effects. The distinction between 2D and 3D effects is
helpful for analysis, as a fundamental understanding of the results obtained by sectional testing will aid with
identifying flow characteristics during finite wing testing. As such, chord dominated effects will be discussed
first followed by a review of span dominated flow effects.

2.1.1. CHORD DOMINATED EFFECTS
When an airfoil operates in close vicinity to the ground, the flow is modified due to the presence of the ground
surface. In general, the dividing streamline and the stagnation point can be seen to move down. As the clear-
ance between the airfoil and the ground surface reduces, the pressure underneath the airfoil increases, as the
air tends to stagnate. This is referred to as the ram effect. Ahmed [28] showed with the use of wind tunnel
experiments that for the NACA 0015 symmetrical airfoil, flow is redirected over the upper surface as the flow
stagnates underneath the airfoil. The increased flow over the upper surface increased the suction, enhancing
the lift coefficient further. As the stagnation point moved down with angle of attack and decreasing ground
clearance, the velocities near the suction peak were observed to be considerably higher than compared to the
case of the airfoil out of ground effect. The increased mean velocity over the upper surface caused separation
of the flow to start almost near the trailing edge, for all angle of attack up toα= 10°. However, atα= 12.5°, the
increased suction peak caused earlier separation on the upper surface , resulting in a thicker wake.

Another study by Ahmed [29] shows, that for thick symmetrical airfoils at lower ground clearances and rel-
atively low angles of attack, a divergent-convergent path exists beneath the airfoil lower surface and the
ground. Due to the Venturi [30] effect a local suction zone is created underneath the airfoil, decreasing the lift.
Furthermore, the increased flow velocity enlarges the skin friction and consequently increases the total drag.
Ahmed [31] showed that the effect of the convergent-divergent duct could be approximated by assuming a
1D non-viscous flow and using Bernoulli’s equation. The resulting pressures did not match exactly, as the loss
of pressure due to viscous effects were neglected, but the general trend was in good agreement. Furthermore,
Ahmed [15] observed flow separation at the lower surface due to strong suction effect. In the divergent part
underneath the airfoil, the flow is unable to fully recover the pressure as a result of a very strong pressure
gradient. In order to prevent the negative effects of the Venturi effect, Ahmed [31] suggests to use an airfoil
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Figure 2.1: Pressure isobars for a NACA 0012 at Re = 4.0 ·106 in close ground proximity [5]

with a relatively rearward position of the location of maximum thickness and a flattish lower surface with a
small inclination, at the design cruise angle of attack. A similar solution is opted for by Lee [8] and Fink and
Lastinger [23], using a modified Glenn Martin 21 airfoil with a flat lower surface from x/c = 0.7−1.0.

A numerical analysis by Hsiun [24] based on the RANS equations shows that the flow over the leading edge of
a NACA 4412 at low ground clearances and relatively low Reynolds number (Re = 2.0·105) is influenced by the
ground boundary layer thickness. Although the lift coefficient increases with Reynold number, both in and
out of ground effect, Hsiun concludes that the effect of Reynolds number is more pronounced at low ground
clearances, as the boundary layer thickness increases for lower Re. The thicker boundary layer reduces the
mass flow of air underneath the airfoil and consequently, less air is redirected over the leading edge as well.
A further discovery made by Hsiun, is the existence of a circulation region underneath the leading edge for a
ground clearance of h/c = 0.05 at moderate angles of attack. However, no explanation is given for the phe-
nomenon, other than it is ’because of the very small h/c value, the high angle of attack and the viscous effect’.

A better explanation is given by Yang [5]. In a numerical experiment, Yang shows that the ground boundary
layer is subject to an adverse pressure gradient near the leading edge, due to the ramming effect underneath
the airfoil (Figure 2.1). As a consequence, the boundary layer grows in thickness accordingly. After the leading
edge the flow accelerates under the airfoil and the boundary layer is restored to its original state. However, the
presence of the boundary layer under the airfoil changes the effective relative flight height. For a geometric
ground clearance of h/c = 0.10 the effective ground clearance is reduced to as much as he /c = 0.076 in the
case of Yang. When the ground clearance is reduced further, the adverse pressure gradient becomes too large
for the boundary layer to overcome and causes the boundary layer to separate from the surface. The sepa-
rated flow reattaches again downstream [32]. Between the point of separation and reattachment a zone of
reversed flow or recirculation exists. As the pressure under the airfoil increases with angle of attack, the sepa-
ration bubble becomes more prominent with angle of attack. As can be seen from Figure 2.2, the separation
bubble alters the streamlines of the flow considerably. Due to the presence of the bubble, the flow is pushed
upwards. This causes the stagnation point to move forward. As a consequence, the air flow over the leading
edge is has a lower velocity, causing the suction peak to decrease. Furthermore, as the bubble redirects more
flow over the upper surface, the ramming effect under the airfoil is reduced as well. Hence, the formation
of a separation bubble on the ground, reduces the aerodynamic performance considerably. Interestingly, no
ground separation bubble was observed in the wind tunnel experiment of Traub [33]. However, as a relatively
short splitter plate was used to act as a ground surface, the developed boundary layer was likely thin enough
to overcome the local adverse pressure gradient.

However, what most of the studies above have in common is the use of a fixed ground surface [31] [28] [29]
[33] [24]. In a series of wind tunnel experiments on idealized ground-vehicle buff bodies, George [34] found
a significant difference in lift and drag between a stationary and a moving ground surface. Also, for the same
experiment, Yang [5] examined the difference between the use of three different ground boundary condi-
tions, namely: a stationary ground, a moving wall and a mirror image. As can be clearly seen from Figure
2.3, the streamlines around the airfoil differ significantly. As the ground boundary layer does only develop
on the stationary ground, no separation bubble is present on either the mirror image or moving wall bound-
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Figure 2.2: Streamlines of the flow for a stationary ground at h/c = 0.05 [5]

Figure 2.3: Streamlines of the flow for various ground boundary conditions h/c = 0.05, α= 6°[5]

ary condition. Yang concludes that the aerodynamic results from wind tunnel experiment using a fixed floor
are either too optimistic due to a decreased effective height or to pessimistic in the case of the formation a
ground separation bubble. In a separate study, Barber [35] investigates the effect of four different boundary
conditions as applied in the research on ground effects, with the additional boundary condition being the
’slip’ wall boundary condition. In the case of the ’slip’ condition (u = 1,v = 0), the shear stress at the wall is
zero. The difference between the ’slip’ wall condition and the ’symmetry wall’ condition being that for the
image model all normal gradients are zero, where as for the slip wall only the vertical velocity component is
equal to zero.

In the numerical computation, the flow around a NACA 4412 in extreme ground effect (h/c = 0.025) was
tested for all four boundary conditions [35]. Again, it was found that for the ground stationary case a ground
separation bubble exists beneath the leading edge. The ’moving wall’ and the ’symmetry wall’ showed no sign
of recirculation. A noticeable difference between the latter two is that the velocity vectors near the wall for the
’slip’ wall are slowing down, where as for the ’moving wall’ boundary condition the flow is accelerated near
the wall. Interestingly, the ’symmetry wall’ condition also shows a region of recirculation below the leading
edge, much similar to the ’ground stationary’ condition. Barbers suggest that, due to the fact that the that
the airfoils are stacked very close together, a stagnation point in the flow if formed, much like a vortex pair in
potential flow. When comparing the aerodynamic efficiency of the NACA 4412 in ground effect the ’moving
wall’ boundary condition predicts lower L/D values compared to the other boundary conditions. The only
exception being for the airfoil in extreme ground effect (h/c < 0.05). The latter is explained by the fact that at
these elevation heights, the moving ground acts as a ’pump’, pushing flow under the airfoil. In conjunction
with the CFD analysis, Barber performed a series of wind tunnel experiments to support the numerical find-
ings.

In a low-speed wind tunnel equipped with a conveyor belt system, the effect of a stationary or moving ground
on the free stream flow was tested [35]. A Particle Image Velocimetry (PIV) system was used to visualize the
flow. Clearly visible from the PIV velocity measurements is the presence of the boundary at the wind tunnel
walls. In the case that the conveyor belt is switched on, the flow remains almost uniform with a zero velocity
gradient near the belt. In the case of the stationary ground, a region of higher turbulence kinetic energy near
the simulated ground plane was observed. In the case of the moving wall case however, there was little varia-
tion in the kinetic energy compared to the central part of the test section. Since turbulence levels of the flow
strongly influence the behaviour of the boundary layer, experimental results obtained in a fixed ground wind
tunnel in close ground proximity, are in all likelihood not representative for the actual flow case. Therefore,
Barber concludes that the moving wall boundary condition, when performing experiments, either CFD or
wind tunnel, into the ground effect is the only justifiable choice.

Since the driving factor behind the WIG effect appears to be predominantly the increased pressure under-
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Figure 2.4: Relative change in lift-coefficient of airfoils in ground effect compared to
out-of-ground effect (h/c = 1.5) lift coefficient [6]

neath the vehicle, research has been conducted to further enhance the RAM effect. Ockfen [36] investigated
the use of a flap for lift enhancement. In a numerical study using CFD, the effect of a split flap and a plain
flap on the aerodynamic performance of a NACA 4412 section was tested for various flap deflections. Ockfen
defined the flap deflection as the vertical distance y f between the trailing edge of the airfoil and the flap.
Furthermore, the distance between the trailing edge of the flap and the ground is denoted as h f . Modelling
of the ground was done by applying a moving wall boundary condition. The configurations were tested at
Re = 1.0 ·106 for a range of α = 2−6° and h/c = 0.05−0.15. It was found that the flap deflection increases
lift for all cases tested. The deployment of the flap reduces the effective trailing edge gap and therefore in-
creases the local pressure. In the limiting case, when the flap almost touched the ground (h f = 0), the flow
underneath the airfoil is almost completely stagnated. However, a region of recirculation exists on the upper
side of the flap as the flow separated from the upper airfoil surface. Furthermore, it was noticed that, when
keeping h f constant while increasing the ground height h, the lift increased. This is explained by Ockfen
due to the fact that a larger amount of air is trapped by the flap, in comparison with lower ground heights.
Alternatively, reducing h while keeping the flap deflection y f constant, the lift also increased. In all cases
the drag was significantly increased. This is mostly due to the fact that pressure drag increases, as the flap
creates an additional area perpendicular to the flow. Also, the region of flow separation on the upper sur-
face increases pressure drag. No significant differences were found between the plain flap and the split flap.
Furthermore, changes in α or Re had a minor influence on the aerodynamic performance, as the flap effect
was dominant. Ockfen found that a small flap deflection h f /c = 0.025 yielded to significant improvement
of L/D values. However, for flap deflection larger than h f /c = 0.05, the aerodynamic efficiency was actually
lessened compared to a configuration without a flaps due to the increased pressure drag. Therefore, Ockfen
concludes that a small flap deflection using a simple split or plain flap could be used to significantly enhance
the lift-to-drag ratio for wings in extreme ground effect.

Apart from observation of the aerodynamics of airfoils in ground effect, one could also attempt to predict the
behaviour based on certain airfoil characteristics. This approach was followed by Hase et al [6]. In a combined
analytical and experimental study, the effect of chamber on the aerodynamic behaviour of an airfoil in ground
effect was studied. Using thin airfoil theory, the limiting lift for either a front or rear loaded airfoil can be
derived to be:

Lfront = ρuΓ∞
(
1+ 1

1+2
(
h/c

)2

)
, Lrear = ρuΓ∞

(
1− c −x

2h
sinβ

)
(2.1)

,where β is the trailing edge angle. For the above derivation, a lumped vortex was placed at either the leading-
or in close proximity to the trailing edge, while maintaining the Kutta condition at the trailing edge. As one
can compute, the limiting case for a front loaded airfoil is that the lift is doubled when h → 0. In contrast, the
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Figure 2.5: Overlay of the PIV measurements of the horizontal velocity componenrt at h/c = 0.3 compared with the results of h/c = 1.5,
for low-lift conditions (top) and high-lift conditions (bottom). [6]

lift can be shown to decrease for a rear loaded airfoil when the ground is approached. In order to test if this
simplified theory holds true, a wind-tunnel experiment was set up. For this purpose, a symmetric NACA 0012,
a NACA 6212 and a NACA 6712 were tested. Note that both asymmetric airfoils have equal amount of camber
(6%), with the only difference being the location of maximum camber. The experiment was conducted in the
M-tunnel of the TU Delft. The chord-based Reynolds number was set to approximately Re = 180,000, with
the model having a span of b = 400mm and AR ≈ 4.4. In order to prevent any interference, the ceiling of the
test-section was removed. Note that a fixed ground plate was used throughout the experiment. The relative
elevation height was varied between h/c = 0.3 and h/c = 1.5.

The experimental data showed that in the case of that the aft-loaded NACA 6712 experiences a negative nor-
malized change in lift coefficient, due to the ground effect. This was illustrated by computing the change in lift
at the lowest elevation height, compared with the essentially out-of-ground effect lift coefficient at h/c = 1.5.
The results are shown in figure 2.4. As can be clearly seen, the ground-effect only has a positive effect in the
case of higher lift conditions. In the case of the aft-loaded NACA 6712, the net-effect of the ground presence is
actually negative, while front-loaded NACA 6212 only experiences a modest improvement in lift. Comparison
the experimental results with the thin airfoil theory predictions (eq. (2.1)), showed that theory does not agree
with the experimental data, due to the fact that the thickness effect should not be neglected. [6] In order to
better understand the underlying aerodynamic principles, a series of PIV measurements were taken in both
the low-lift and high-lift conditions. The results, again compared with OGE conditions, are shown in figure
2.5. Note that only the change in the horizontal velocity component is presented.

As can be observed, in the case of low-lift conditions, the flow between the lower surface and the ground
plane was accelerated due to the channel (Venturi) effect. The net result is a decrease in lift, especially for the
rear-loaded NACA 6712. For the case of high-lift conditions, or higher angle-of-attack, the flow is noticed to
decelerate below the airfoils. In the case of the NACA 0012 and 6212 airfoils, this leads to a net increase of the
lift. For the NACA 6712 airfoil the net effect is approximately zero, as the channelling effect between the lower
surface and the ground plane is still partially present. What this study perfectly shows, is that in addition to
Ahmed [29] who noted that the position of maximum thickness should be positioned relatively far aft, is that
location of maximum camber is favoured to be located relatively towards the front.

The effect of camber is also acknowledged by Gross and Traub [37]. Using the both a lumped vortex approach
and thin airfoil theory, it was shown that for potential flow analysis, two components influence the lift in
ground effect. First, a cambering effect due to a change in up-wash of the vortex is identified. Secondly, a
reduction of the free stream velocity is found due to an upstream velocity component. The expression, based
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on the lumped vortex located 1/4 chord, is summarized as:

Cl ,g eUe f f

Cl ,αα
=
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1+ Cl ,α

8π

( c
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)
cosθ sinθ

)(
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8π
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(2.2)

,where Cl ,αα is the lift coefficient measured out of ground effect, θ is a angle given by tan−1
(
c/4h

)
and K K is

an empirical constant. The latter could be viewed as an incidence angle of an image wing. Note that the first
term of eq. (2.2) describes the camber effect and the second term the correction for a reduced free stream ve-
locity. Testing was conducted in a open-return wind-tunnel at Re = 180,000 using a splitter plate to replicate
the ground. The airfoil under investigation was a S8036 section. When comparing the lift coefficient nor-
malized by the OGE lift coefficient with the simplified expression of eq. (2.2), the results matched well. Note
that the lowest elevation height measured was h/c = 0.1. Based on these findings, it can be concluded that
theoretical modelling of the ground effect is possible and a good tool for initial prediction of airfoil behaviour.

2.1.2. SPAN DOMINATED EFFECTS
Already in the 1920’s , Wieselberger [22] started to investigate the WIG effect. Using the wing theory by Prandtl
[38] and the multi plane theory developed by Betz [39], Wieselberger showed that the lift-drag polar of an air-
foil in proximity of a ground surface could analytically be determined once the polar out of ground effect is
known. However, since Wieselberger solution is only valid for wings with a elliptical lift distribution, it is not
very useful for the analysis of low-aspect ratio wings, as typically found on WIG craft. In a study performed
by Philips and Hunsaker [40] a series of improved formulations for various wing planforms in ground effect
were developed. Their study showed that the so-called influence factor is not only a function of the ratio be-
tween the distance to the ground and the wing-span (h/b), but is also influenced by the lift coefficient, wing
planform and aspect ratio of the wing. Traub [33] used the expression for untapered wings by Philips and
Hunsaker to develop an analytical approach for the prediction of lift and drag characteristics for WIG craft. In
conjunction with the theoretical approach, Traub performed a series of sectional and finite wing wind tunnel
experiments. Using the 2D experimental results as an input for the analytical expressions, Traub shows that
predictions for the finite wing are in good agreement with the 3D experiment data, especially for the lower
aspect ratio wing (AR = 3.46). For the larger aspect ratio wing (AR = 5.18), the predictions start to deviate
below h/c = 0.4. In closer ground proximity, the gap between the experimental results and the predictions is
increased for both wings. This is explained by Traub, by the fact that the method by Phillips and Hunsaker,
translates a loss in leading edge suction into additional pressure drag. When approaching the ground, an
increase in leading edge suction is observed for the S8032 profile.

No different than for wing operation out-of-ground effect, the wing’s aspect ratio is of significant influence
for the aerodynamic performance. Due to practical limitations, the aspect ratio for WIG craft is generally lim-
ited to very low aspect ratio wings. How such wings behave in close ground proximity was examined by Fink
and Lastinger [23]. In a series of wind tunnel experiments a modified Glenn Martin 21 profile wing of various
aspect ratios was tested. To prevent any viscous interaction of the ground boundary layer, the image model
technique by was used. Fink and Lastinger reported an increase in the lift-curve slope and a reduction in
induced drag for all aspect ratio wings. However, the effect of a decreased aspect ratio resulted in a reduction
of the lift-curve slope, accompanied by an in increase of the induced drag coefficient. As expected, the largest
aerodynamic efficiency is obtained for the higher aspect ratio wings at low values for h/c. In a comparison
of the experimental results with the theoretical predictions by Wieselberger [22], Fink and Lastinger obtained
very similar results for values h/b = 0.3 to 1.0. When reducing the ground distance further, theory and ex-
periment started to deviate considerably. This is in accordance with the observations made by Traub [33]. In
order to enhance the performance of the lowest aspect ratio wing (AR = 1), the authors experimented with
the use of end-plates extending only below the wing. By preventing the high air pressure air, due to the ram-
ming effect, from escaping near the tips, the aerodynamic performance is enhanced. Indeed, it was shown
that the installation of end-plates increased both the lift and aerodynamic efficiency considerably. However,
as Fink and Lastinger note, increasing the aspect ratio from AR = 1 to AR = 2 would yield almost as much lift
increase and a significantly improved L/D value.

In a more condensed study, Chawla [41] confirms the finding of increased aerodynamic performance for a
low aspect ratio (AR = 2.33) wing equipped with end-plates. In his research, Chawla also experimented with
the use of a center plate in conjunction with the end-plates. However, adding a center plate did not results
into any significant changes in the aerodynamic performance. In a comprehensive numerical study Park [27]
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Figure 2.6: Streamlines in the y-z plane (x/c = 0.75) at h/c = 0.05 for a finite wing (AR = 2) without (left) and with (right) end-plates [7]

examined the effect on a square (AR = 1) wing with the modified Glenn Martin 21 airfoil. Using the RANS for
a computational fluid dynamics analysis, Park validated the findings of Fink and Lastinger [23]. In a follow
on computation, including a moving ground boundary condition, it is found that at each side two wing-tip
vortices are generated. In the case of the wing with end-plates, the strength of the vorticity is found to be
much higher compared to the plain wing. However, the center of the vortices are pushed more outward lat-
erally and, as a consequence, the two vortices do not merge and diminish relatively quickly after leaving the
trailing edge. In the case of the plain wing, the vortices are weaker, but merge near the trailing edge. Hence,
Park concludes that in the case of a wing equipped with end-plates ’a jet-like flow tends to push the wing-tip
vortex at the lower surface. The distance between the two separated wing-tip vortices is too great to merge at
the trailing edge’. Although it is suggested that this will influence the drag favourably, no further analysis of
the phenomena is performed.

In a similar numerical experiment, Jung [7] shows that the presence of the end-plates significantly reduces
the velocities at the underside of the wing, thereby increasing the ram-effect. Referring to figure 2.6, one can
clearly identify the stronger vortex development and lateral shift of the vortex for the wing equipped with
end-plates, compared to the wing without end-plates installed. To better understand the behaviour of the
wing-tip vortex for a wing in ground effect, Han [42] examined the unsteady behaviour of a trailing vortex
sheet in ground effect. With the use of a discrete vortex method the evolution of the wing-tip vortex, for an
elliptically loaded wing (without end-plates), is modelled. The results are validated with the method devel-
oped by Krasny [43]. Compared to a wing out of ground effect, Han observes that the size of the core of the
vortex is reduced when approaching the ground. Furthermore, the position of the vortex is shifted laterally
outboard. Han further states that the viscous interaction between the vortex and the ground could result in
the detachment of the boundary layer due to enhanced cross flow. This results in the formation of a sec-
ondary vortex, as can also be observed in the result of Jung (Figure 2.6). When modelling also the extension
of a flap, Han observes that the presence of the ground hinders the flap and tip vortices from rolling up or
rotating around each other, despite having the same sense of rotation. This results into two weaker separate
vortices compared to a stronger single vortex for a wing/flap combination in free flight.

Although the previous work shows that the installation of end-plates have a beneficial influence on the aero-
dynamic performance of WIG craft, Park [27] shows that the end-plates alter the longitudinal stability charac-
teristics in ground effect negatively, in the case of a square NACA 4412 wing. In order to express the stability
of a WIG vehicle, the so-called Height Stability (HS) [44] is used, which can be expressed as:

HS = Cm,α

CL,α
− Cm,h

CL,h
= Xα−Xh ≤ 0 (2.3)

,where α and h represent the derivative with respect to angle of attack and height. Note that Irodov used a
reference frame with the origin on the trailing edge. Therefore, all moment coefficient are expressed around
the trailing edge. Expression 2.3 states that the there is height stability when the distance between the neutral
point of heights Xh and the neutral point of angle of attack Xα is negative or the locations of the neutral points
coincide. As the positive distance is measured from the trailing edge upstream, this implies that neutral point
Xh should be ahead of the neutral point Xα. In terms of airfoil coefficients, height stability is met also when:
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CL,h ≤ 0 (2.4)

The condition of 2.4 is valid in general for any WIG craft, as lift is enhanced when approaching the ground.
However, the condition of 2.4 also implies that Cm,h remains constant, which for an untrimmed wing is not
the case. Therefore, the neutral point formulation is more convenient. In the case of Park, a range of angles
of attack was found for which the height stability criterion was not met. In the case of the NACA 4412 wing
(AR = 1) as tested by Park, the region of height instability did not coincide with angle of attack for maximum
L/D . Depending on the airfoil geometry and the required lift coefficient, this could limit the design options.
As an alternative for the wing end-plate, Lee [8] investigated the use of wing anhedral for enhancing the lift
of WIG craft. In a CFD analysis, a wing of aspect ratio AR = 1, using the modified Glenn Martin 21 airfoil, was
tested in 3 configurations: as a plain wing, equipped with end-plates or as wing with anhedral. In the case
of end-plates, a constant gap between the ground end the side-plates was maintained, as shown in Figure
2.7. Lee found that the plain wing and the wing equipped with end-plates was not complying with the height
stability criterion for a range of α = 6−10°and α = 4−10°respectively. However, the wing with an anhedral
angle did comply with the height stability criterion for all tested angles of attack. According to Lee, this is
mainly due to shift in Xh . In general, Xα moves upstream, whereas Xh moves downstream for low angles of
attack and upstream for higher angles of attack. Since the changes of Xα against angle of attack or height
variation are only moderate, the shifting of Xh is dominant. In terms of aerodynamic performance, the wing
with anhedral performs only marginally better than the plain wing, as can be seen in Figure 2.7. Therefore,
Lee recommends the combined use of an anhedral angle and end plates to enhance both the aerodynamic
performance and stability for future WIG craft.

In a similar research, Jamei et al [45] compared the performance of a compound wing with a square main
wing. The compound wing consists of square inner wing section and two reverse taper outer wings with an
anhedral angle. The airfoil used for this study is the NACA 6409. It was found that the compound wing is an
improvement over the plain wing in terms of L/D , primarily at low elevations. Although Jamei et al do not
determine the height stability of the compound wing, it is noted that the centre of pressure has moves slightly
(in the order of 10−15%) in the direction of the leading edge. As this has a destabilizing effect, the use of an
out-of-ground effect tail is suggested. However, as Park [27] discovered, the end-plates alter the longitudinal
stability of a the wing.

Figure 2.7: Geometry layout and lift and drag polar of the three configurations for different Reynolds numbers [8]

2.2. AERODYNAMIC ANALYSIS OF AEROCITY
Following the above review of studies into the WIG effect, in this part the previous research into the aerody-
namic characteristics of AeroCity will be discussed. To gain better insight in the results of these studies, each
work is discussed separately.

2.2.1. NUMERICAL ANALYSIS
A numerical sensitivity analysis into the effect of the main design parameters on the aerodynamic perfor-
mance of the AeroCity was conducted by Nouwens [1]. Using Computational Fluid Dynamics (CFD) simula-
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tions of the three-dimensional Reynolds Averaged Navier-Stokes (RANS) equations Nouwens investigated the
effect of varying aspect ratio, body angle of attack and end-plate elevation. The analysis was performed on a
preliminary aerodynamic design (Figure 2.8), which utilizes a NACA 68015 airfoil with a reflexed (S-shaped)
camber line. Although NACA 5-series airfoils are typically high speed airfoils, with poor stalling characteris-
tics and a low pitching moment, this is not a drawback for a ground effect vehicle. In fact, the low pitching
moment is expected to be beneficial for the height stability criterion. The wing is given an incidence an-
gle of αbod y = 3° to obtain a more or less level floor. All testing has been performed at Reynold number
Re = 1.38 ·108, based on a chord length of 20m and a cruise speed of 100m/s. Before a start was made with
the sensitivity analysis, considerable effort was taken to refine the aerodynamic and numerical model. For
instance, the shape of the end-plates was modified, as a large portion of total pressure loss was observed at
the outside of the end-plate. Initially, the end-plates were given a symmetrical profile. However, it was ob-
served that flow trying to flow around the AeroCity, over the end-plate leading edge, separates due to a high
local angle of attack. Nouwens modified the side-plate shape into an a-symmetric profile which eliminated
this local flow defect.

Figure 2.8: Total pressure loss of the AeroCity baseline configuration [1]

Having fine-tuned the model, a baseline configuration was tested as a reference model to be used in the sen-
sitivity study. For the numerical computations, the ENFLOW software package by NLR was used and a non-
uniform grid of 6 million cells created to capture small perturbations in the flow. With the baseline model
(AR = 0.4) an aerodynamic efficiency of L/D = 14.22 was obtained. The height of trailing edge was kept at
h = 0.48m (h/c = 0.024) and the end-plate elevation was set equal to h = 0.25m. It was found that the main
contributor of the drag is the pressure drag, amounting to almost 65% of the total vehicle drag. As can be
seen in Figure 2.8, vortices created by higher pressure air, escaping from underneath the vehicle, contribute
significantly to the overall loss of total pressure. The first parameter to be investigated in the sensitivity study,
is the angle of attack. Nouwens suggests that a higher aerodynamic efficiency could be achieved at values
α≥ 3° due to an increased ramming-effect, therefore the AeroCity is tested for the rangeα= 3−5° for various
end-plate elevations. In the case of h = 0m, an Euler wall boundary condition has been used instead of the
moving wall boundary condition.

The results for CL and CD are given in Figure 2.9a and 2.9b respectively. Note that Nouwens did not non-
dimensionalize the end-plate gap height. The height of the body, with respect to ground, remained unaltered
compared to the reference model. As expected, the higher angle attack resulted in the highest lift. The effect
of end-plate elevation had a strong effect on the aerodynamic properties, as a significant increase in lift can
be observed, at reduced values of end-plate gap height. When examining the pressure distributions, it was
found that increasing the angle of attack , besides enhancing the suction peak at the leading edge, strongly
influences the pressure side. As the ramming effect is increased with angle of attack, a stronger air cushion-
ing effect is created below the vehicle. The suction side however remains mostly unaffected. By reducing the
end-plate gap with the ground, less high pressure air is able to leak underneath away the vehicle, preserving
lift. In the case of the drag coefficient, a sharp reduction in total vehicle drag is observed, with the end-plates
approaching the ground. As observed in the analysis of the reference model, the leakage flow, due to high
pressure air escaping underneath the vehicle, causes the formation of wing-tip vortices. In the case of strong
vorticity, a significant portion of the drag is made by the total pressure loss caused by the vortices. In the
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(a) (b)

(c) (d)

Figure 2.9: Effect of end-plate elevation h and body angle of attack α on the aerodynamic performance of AeroCity [1]

case of α= 5°, a relative larger increase in drag is observed compared to the computations of a lower angle of
attack. Nouwens suspects that numerical errors in the computation play a role here. At an increased angle of
attack, the trailing edge approaches the ground very closely. In this case it caused the grid cells to deform.

Interestingly, a reduction in drag is also observed when increasing the end-plate elevation height from h =
0.25m onwards. This is explained by Nouwens by the fact that for a larger gap, the higher pressure air is able
to escape from underneath the vehicle more smoothly. The lower flow speeds of the leakage flow causes the
strength of the vortices to be reduced, which is in accordance with the reduction of the lift. When comparing
the total aerodynamic efficiency (Figure 2.9c), one can see that the L/D value is higher for a body angle of
attack α= 4°. Due to the higher drag for α= 5°, the L/D is approximately equal, although slightly lower, than
the case of α = 4°. However, as Nouwens states, this effect could be exploited for cases of lift regulation, for
example at speeds below the design cruise speed. When examining the pitching moments (Figure 2.9d) of the
vehicle, it was found that the pitching moment decreases with end-plate elevation and angle of attack. The
reference point has been positioned at the quarter chord of the body, at the bottom of the end-plate. Since
the high pressure air cushion underneath the vehicle is increased, both in strength and size, with decreasing
end-plate elevation, the pitching moment is reduced as the center of pressure moves rearwards. Simulta-
neously, the suction peak near the leading edge is enlarged and transitions forward with increasing angle of
attack. However, this effect is unable to offset the effect of increased ram pressure at the lower side.

Next, Nouwens examined the effect of aspect ratio on the aerodynamic performance of the AeroCity. Since
the AeroCity concept is by the design inherently limited to small aspects ratios, the sensitivity to changes in
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aspect ratio need to be known in order to perform a trade-off between aerodynamic performance and op-
erational aspects, such as internal capacity or infrastructure design. Due to these limitations, the width of
the AeroCity was varied between 4−8m while keeping a constant chord length. This amounts to a range of
aspect ratios between AR = 0.2− 0.4. As expected, the higher aspect ratio wings has a larger efficiency for
all variations in height and angle of attack compared to the lower aspect ratio models. Both an increase in
lift and a decrease in drag were observed for the case of the higher aspect ratio wing. Since the area of flow
leakage along the end-plates remains constant, irrespective of aspect ratio, the relative amount a high speed
leakage flow under the airfoil is larger for the lower aspect ratio wing. Furthermore, the pitching moment is
seen to be increasing with decreasing aspect ratio, implying that the center of pressure moves forward.

Finally, Nouwens investigated the use of a trailing edge flap. By extension of the flap at low ground clear-
ances, the flap partially or fully blocks the flow underneath the vehicle. The key factor in enhancing the lift
has shown to be reducing the flow passage underneath the vehicle and therefore increasing the ramming ef-
fect, the use of a flap could provide. Therefore it is not surprising that is was found that the full extension of
the flap significantly enhances the lift for AeroCity. With the trailing edge gap fully closed, it was found that
the body became almost completely insensitive to changes in angle of attack. The latter is partially explained
by the fact that Nouwens rotated the body around the quarter chord point when varying the angle of attack.
As such, the distance between the trailing edge and the ground changed accordingly. Hence, a change of an-
gle of attack resulted in both a change in angle of attack and trailing edge elevation height. This is contrast
to literature [27][8][15][24], where the airfoil is rotated around the trailing edge, keeping the trailing edge gap,
with respect to the ground, constant. The effect of an increased suction peak, with an increasing angle of
attack, was of minor influence on the total lift produced. In terms of drag, the use of a trailing edge is less
beneficial, since the aft body of the vehicle now consists of relatively large blunt body. As a result, the vehicle
experiences a larger pressure drag, compared to the case of no flap deployed. Next to the increased wake,
also a region of flow separation was observed at the front of the side-plates, like experienced earlier. Due to
the complete blocking of the flow underneath the vehicle, more air will be forced to flow around the vehicle.
A further optimization of the side-plate shape could reduce this contribution to the drag. Unlike the lift, the
drag does increase incrementally with variations in angle of attack. Nouwens concludes that the use of a trail-
ing edge flap could be a useful measure to trim or increment the lift.

In the second part of his work, Nouwens investigates the longitudinal stability of AeroCity concept. In an
assessment into the position of the center of pressures, it was found that there is a relatively large variation in
location with respect to the main parameters. For the body angles of attack and side-plate elevations under
consideration, the center of pressure is located between x/c = 0.32 and x/c = 0.40. Nouwens remarks that
this allows for a feasible position of the center of gravity, to comply with the criterion for longitudinal stability
(CM ,α < 0). When varying the angle of attack of the incoming flow, it was found that the AeroCity is stable
for variations in flow incidence as CM ,α is negative for all configurations tested. Stability is increased, when
reducing the end-plate elevation height. Computation of the Stability Margin (S.M.) concluded that the Ae-
roCity has at least a S.M . = 0.1 depending on the configuration. Although a large stability margin for aircraft
usually implies that the airframe posses non-favourable handling characteristics, in the case of AeroCity this
is not considered to be a drawback. Nouwens does state that a large value of CM ,α could be problematic for
the dynamic stability. When assessing the height stability of the AeroCity, it is found that the vehicle is stable
for height variations for all configurations. In fact, relatively large negative values for H .S. are reported, im-
plying again a very firm margin of stability. How this will affect the dynamic handling of AeroCity remains to
be seen. A short study by Nouwens into the dynamic stability, with very preliminary data, does not show any
reasons for concerns about instability. To conclude his work, Nouwens states that the L/D values obtained
with low end-plate elevations is promising for the total efficiency of the AeroCity. The end-plate elevation
should be minimized as much as possible, to minimize the strength of the tip vortices and enhance lift. The
body angle of attack, is best to be increased toα= 4° to enhance the air cushioning effect. The use of the trail-
ing edge flap is recommended for use below optimal cruise speed. In terms of stability, the dynamic stability
needs further investigation once more vehicle data is available. Finally, Nouwens suggest several modifica-
tions to the vehicle to enhance the efficiency. As most of the lift is generated by the RAM WIG effect (> 70%)
and more lift is generated than required, less attention is required for the upper surface. By removing the
end-plates from the upper surface, one allows for a smoother development of lift and prevent the onset of
secondary vortices. For lateral control, to fins are located near the aft body. A solution that allows for very
small end-plate elevation heights with respect to the ground is a topic that would require additional effort.
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Figure 2.10: Stability Margin [1]
Figure 2.11: Wind-tunnel model [2]

2.2.2. WIND-TUNNEL TESTING
In an effort to validate the numerical results of Nouwens [1], Nasrollahi performed a series of windtunnel
experiments on the basic AeroCity model. Like the previous CFD study, the goal of the study was to identify
the AeroCity performance when varying several main parameters. In this case body elevation, body angle of
attack and end-plate ground elevation were selected as variables. For each combination, testing was con-
ducted with either natural or fixed transition of the boundary layer. In the case of fixed transition, the flow
was disturbed at x/c = 0.05 by the use of two adjacent layers of double-sided tape. A scale model (1/20) was
constructed out of foam blocks using a CNC milling machine. Testing was conducted in the Delft University
of Technology Low Turbulence Tunnel (LTT). The model was mounted upside down on roof of the octagonal
test section (2.60m x 1.80m x 1.25m), directly connected to the balance through the connection of 4 bolts. A
schematic drawing of the model is shown in Figure 2.11. In order to reduce the number of measurements, the
variations per parameter were limited to two values. Unlike Nouwens, in this study the body angle of attack
is defined by a rotation around the trailing edge point rather than the quarter chord point. Hence, the trailing
edge elevation remained independent of body angle of attack. Flow speeds varied between 10m/s to 100m/s.

Shown in Figures 2.12 to 2.15 are the force and moment measurements for the configuration with h/c = 0.05
or h/c = 0.10 and αbod y = 5°. The gap height was varied between 7mm and 3mm by adjusting the bolts
on which the model was suspended. Measurements were taken with and without boundary layer trip. The
following observations can be made:

• The effect of the gap height can clearly be observed in Figure 2.12 and 2.13. Similar to the observations
made by Nouwens [1], the lift is increased significantly if the gap height is reduced. In terms of drag
coefficient, shown for the h/c = 0.10 configuration in Figure 2.14, the positive effect of a reduced gap
height is also visible. The gap between the ground and the end-plate causes the vortices to move further
outboard, which should reduce the drag.[7]

• At the lowest flow speed, a sharp drop in lift coefficient can be observed, regardless of the configura-
tion. No explanation is provided by Nasrollahi [2] about the possible cause. However, as the model is
mounted directly onto the wind-tunnel roof, it will be ,at least partially, subjected to the tunnel bound-
ary layer. At the lowest flow speeds, the wall boundary layer may be sufficiently thick to directly interact
with the flow over the model. With a stationary ground boundary condition, it is known that a laminar
separation bubble can exist in front of the vehicle, reducing lift and increasing drag. However, examin-
ing the drag coefficient (Figure 2.14) the reduction at the lowest flow speed is less significant.

• Comparing the data shown in Figure 2.12 and 2.13, one can observe that a change in ground elevation
height from h/c = 0.10 to h/c = 0.05 has a significant positive effect on the lift coefficient, with the
improvement in CL being in the order of 10%, depending on the Reynolds number. However in terms
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Figure 2.12: Variation in lift coefficient with Re for two settings of
gap height at h/c = 0.05

Figure 2.13: Variation in lift coefficient with Re for two settings of
gap height at h/c = 0.10

Figure 2.14: Variation in drag coefficient with Re for two settings
of gap height at h/c = 0.10

Figure 2.15: Variation in drag coefficient with Re for two settings
of elevation height at α= 5°

of drag coefficient, it can be observed form Figure 2.15 that the increase is only very modest, in the
order of 2−3%. Hence, the lift-to-drag ratio is found to increase due to a reduction in elevation height.

• The difference between a tripped boundary layer (at x/c = 0.05) or natural transition is very small, for
the case of the lift coefficient. Also the drag levels appears to more or less indifferent. The exception
however appears to be the configuration with α = 5° and a 3mm gap at h/c = 0.10. For this particular
case, a clear distinction between the tripped and non-tripped experimental data can be observed. Or at
least at the lower Reynolds numbers, as the difference is diminishing towards the higher flow velocities.

• Due to an unknown cause, the lift coefficients for almost all configurations decrease with increasing
Reynolds number. This appears to be strange, as one would expect that the lift would increase with Re
(or at least remain constant). The exception appears to be the h/c = 0.10 at α= 5° and a 7mm gap, as
the measured lift coefficient remains approximately constant. Apparently, the increase in gap height
causes the effect, responsible for the diminishing coefficients with Re, not to occur for this particular
configuration.

• In the case of the configuration with h/c = 0.10, α = 5° and a gap height of 7mm, a big drop in drag
coefficient is observed at the highest flow velocity. As the difference amounts to over 20%, the effect is
very significant and cannot be ignored. Especially considering the fact that the AeroCity is foreseen to
cruise at high velocities. As both the natural and forced transition measurements are affected, it is not
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Figure 2.16: Comparison of lift coefficient for two settings of body
angle of attack at similar height parameters

Figure 2.17: Comparison of drag coefficient for two settings of
body angle of attack at similar height parameters

Figure 2.18: Comparison of lift-over-drag ratios for two settings of
body angle of attack at similar height parameters

Figure 2.19: Comparison of moment coefficients for two settings
of body angle of attack at similar height parameters

clear what is the causing this phenomenon. Possibly, the anomaly is caused by a measurement error.
Since the resultant forces at the lowest velocity are small, it may have operated outside the calibrated
range for the balance scale.

Hence, from the above observations it becomes clear that the measurements show some unexpected trends
that are not well understood. The most noticeable deviations are the reversed trend of lift coefficient with
Reynolds number and the drop in drag coefficient at the highest flow speed. To complicate matters more,
the unknown phenomenon responsible for these effects does not appear to be present for all configurations.
Especially the configuration at the higher elevation height h/c = 0.10 and gap height of 7mm seem to be only
partially effected. Nevertheless, the above results do show the beneficial contribution of a reduced gap and
elevation height for the overall aerodynamic efficiency, as has been shown by Nouwens and throughout liter-
ature [1] [7].

Besides an investigation into the effect of the two height parameters, the effect of a change in body angle of
attack was also investigated. A comparison of the lift coefficient for either αbod y = 3 ° or αbod y = 5 ° is shown
in Figure 2.16. From this figure, one can observe the following:

• In accordance with expectations, the lift is seen to increase significantly when the body angle of attack
is increased. Like the previous observations made forα= 5°, the lift coefficient also follows a downward
trend with increasing Reynolds number. The difference between a tripped boundary layer or natural
transition is almost negligible for lift force measurements.
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• The lift-to-drag ratio, shown in Figure 2.18, is increased by a similar margin as the lift coefficient. Hence,
the drag penalty is modest and related to the increase of lift coefficient, indicating that no large flow sep-
aration is occurring on the body. Note that, as the drag coefficient is more susceptible for the location
of boundary layer transition, a difference in L/D between natural and forced transition can be found.
The aerodynamic efficiency of the model without boundary layer trip is slightly higher in both cases.

• Shown in Figure 2.19 are the moment coefficients, taken at the quarter chord position. As can be ob-
served, the coefficients are negative which is required for static stability. However, it can also be seen
that the moment coefficients reduces in magnitude with increasing flow speeds quite rapidly. Since the
drag is approximately constant, the reduction in nose-down pitching moment could be explained by
either reduced lift aft of the quarter-chord position or an increase in lift near the leading edge section
of the wing. The latter however, is not very likely given the trend in lift coefficient, shown in Figure 2.16

From the above observations, one can conclude that the angle of attack does not appear to be influencing the
phenomenon that causes the reduction in lift with Reynolds number. Instead, the elevation height and gap
height seem to be influencing the phenomenon. These two parameters influence the amount of under-side
pressurization. The root of the unknown flow interaction is likely an interaction with the tunnel boundary
layer. Since the boundary layer of the wind-tunnel wall is allowed to develop upstream of the test-section,
as the boundary layer is not sucked or otherwise suppressed, the thickness of the boundary layer in the test-
section could be considerable. The associated Reynolds number for the wall boundary layer therefore has a
different length scale compared to the chord-based Reynolds number of the model. At a given flow speed, the
Reynolds number of the wind-tunnel wall boundary layer will therefore be considerably higher. How thick
the boundary layer actually is at the start of the test-section is unknown, as no measurements of the bound-
ary layer are taken. Therefore, it remains an educated guess

Taking a step back and examining the lift-over-drag values, shown in Figure 2.18, it can be seen that the
best L/D value achieved is approximately L/D ≈ 11.5. This is considerable less than the values predicted by
Nouwens (Figure 2.9c), which exceed a lift-to-drag ration of L/D > 40. On the other hand, the results is more
on pair with observations made elsewhere in literature [23] [27]. Nevertheless, the difference in aerodynamic
efficiency is very large and relatively low in the case of the wind-tunnel experiment. As this one of the pri-
mary performance figures for the AeroCity, it is of crucial importance that this value is established with great
confidence.

Having obtained the force and moments coefficients, an investigation into the flow characteristics was per-
formed. For this study, the configuration with αbod y = 3°, h/c = 0.05 and gap height 7mm was used. Since
the side-plates had to be modified in order to increase the gap height to 7mm, the 3mm configuration could
not be tested at this stage. Along the chord direction, 6 pressure tabs were distributed along both the upper
surface and end-plate. With Pitot tube measurements of the flow close to the surface, the boundary layer

Figure 2.20: Flow visualization of the AeroCity upper surface at U = 100 m/s [2]
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Figure 2.21: Comparison of lift coefficient obtained by experiment
and CFD

Figure 2.22: Comparison of drag coefficient obtained by
experiment and CFD

development was examined. Each measurement was performed twice to eliminate errors. From the observa-
tions of the boundary layer profiles, it was concluded that no separation occurs along the upper surface. Near
the front of the side-plates, a region of reversed flow was observed. Using a tuft wand, the local flow direction
was visualized. Nasrollahi found that the natural transition to turbulent occurred around x/c = 0.25, on both
the side-plate and the upper surface. Although no separation of flow occurred near the trailing edge, a sepa-
ration bubble was observed at the side-plates near the front. This is similar to what Nouwens [1] observed in
the numerical computation. From the Pitot pressure measurements, it was clearly observed that a region of
reverse flow exist in this location. Further downstream the separated flow reattaches again. Also, a measure-
ment of the pressure over the upper surface was conducted. The lower surface was not mapped accordingly.
Visualization of the flow using liquid paraffin wax and a UV lamp enabled to make the streamlines of the flow
visible. In Figure 2.20, the flow pattern over the upper surface is shown. One can clearly identify the transi-
tion at approximately x/c = 0.24. Further downstream, the two vortices can be observed near the side. After
dismounting the model from the test section, it was found that at the lower surface transition occurs slightly
later at x/c = 0.28. No separation of flow on either surface was observed.

COMPLEMENTARY CFD ANALSYIS

In an effort to gain more insight in the flow behaviour, Nasrollahi also performed a limited CFD calculation.
Using the ANSYS Fluent software, a RANS analysis was performed on the AeroCity model. Nasrollahi tried to
mimic the exact conditions of the wind-tunnel for optimal agreement with the experimental results. Three
different turbulence models were used to capture the behaviour of the boundary layer. An unstructured grid
was used to mesh the computational domain. A velocity-based boundary condition was applied at the inlet
and outlet of the domain. The Enhanced Wall Treatment method for wall boundary layer modelling was ap-
plied for the k −ε models.

However, Nasrollahi did not only find a large difference in results between the various turbulence models,
but also observed significant discrepancies between the numerical and experimental values. For example,
shown in Figure 2.21, is the lift coefficient for various flow speeds. As can be observed, the numerical exper-
iment over-estimates the total produced lift. Furthermore, it does not show the same trend with Reynolds
number, compared to the experimental data. In terms of drag, the values for CD (see Figure 2.22) are compa-
rable with the wind-tunnel results for low Reynolds number. However, as the trend is opposite, the difference
grows with increasing flow speed. Although the κ−ω SST model showed the lowest average error in respect
to the wind-tunnel data, the difference in results remains large. Hence, Nasrollahi concludes that the CFD
data is not representative for the wind-tunnel experiment. In order to find an explanation for the discrep-
ancy between the two experiments, Nasrollahi looked at the CFD pressure distributions of AeroCity. A region
of positive static pressure was noticed near the rear upper surface. However, as Nasrollahi notes, the pres-
sure gradient is not large enough to cause separation of the flow. Also a region of low dynamic pressure in
front of the AeroCity was observed. Nasrollahi does not give a physical explanation for the occurrence of this
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Figure 2.23: Total pressure contours for 30m/s (left) and 50m/s (right)

high pressure region in front of the vehicle. Instead, it is suggested that the pressure region may influence
the inflow boundary. As a solution, a pressure inlet condition rather than a velocity boundary condition is
proposed. An alternative solution given is to extend the computational domain further upstream. However,
Nasrollahi notes, this will influence the development of the boundary layer.

When consulting the boundary layer thickness’s, Nasrollahi observed a merging of the ground and vehicle
boundary layer [2]. This is shown in Figure 2.23 by means of total pressure contours. At lower velocities,
up to 30m/s, merging occurs underneath the vehicle. Hence, it is noted that this will increase lift as the flow
stagnated underneath the body. At higher velocities the merging of the boundary layers occurs downstream of
the vehicle. This would explain, Nasrollahi states, the reduction in lift coefficient with increasing flow speeds.
Visualization of the flow shows a similar flow pattern as was observed in the wind-tunnel experiments. The
existence of the laminar separation bubble near the leading edge of the end-plates is captured well at low
flow speeds. However, at a flow speed of 70m/s, the separation of flow seems to be completely removed.
The vortices induced at upper surface and near the end-plate gap appear to be captured reasonable well. In
conclusion, Nasrollahi states that the general flow behaviour seems to be captured successfully by the CFD
calculations. On the downside, the existence of a laminar separation located on the end-plates bubble at flow
speeds between 70m/s to 100m/s is not detected. In order to improve the results, a higher quality mesh in
which grid cells are aligned with the local flow is suggested.





3
PROJECT DEFINITION

In this chapter the objective and framework of the project are discussed in more detail. First, the questions
that the project hopes to answer are discussed in Section 3.2. The project aims (Section 3.1) will support the
formulation of the main research question. Further, Section 3.3, will discuss the methodology that will be
employed to achieve the project goals and answer the main research question.

3.1. MISSION STATEMENT
With much of the aerodynamic performance of the AeroCity still being uncertain or unknown, the ultimate
goal would be to fully understand the aerodynamic behaviour of the AeroCity and consequently adapt the
configuration. However, to comprehend the full aerodynamic behaviour of AeroCity, a significant research
effort is required. In order for the current project, to remain realistic and a little less ambitious, only specific
aspects of the aerodynamic behaviour of AeroCity will be investigated. Shown in the breakdown diagram
(Figure 3.1), to validate the AeroCity concept, one should consider many different aspects. Although this may
appear obvious, it is important to keep in mind that the aerodynamics is only a small portion of the AeroCity
concept. Just like there are many different aspects that require validation, the aerodynamics of the AeroCity
are also divided into multiple disciplines. In this case the aerodynamics are split into steady and transient
or unsteady aerodynamics. For the current project, the analysis will be limited to the steady aerodynamics.
Within this branch of the aerodynamics, the focus will be put on the accurate prediction of force and moment
coefficients.

This is identical to the previous efforts, conducted to investigate this aspect of the aerodynamic character-
istics of AeroCity [2] [1]. However, as discussed in the literature survey (Chapter 2), neither study provided
a means of validation of their respective results. The CFD by Nouwens [1] provided good insight in some
of aerodynamic phenomena, but without experimental data to compare the results, the significance of the
results, in terms of proceeding to validate the concept, is limited. The same more or less applies to the exper-
imental study by Nasrollahi [2]. Being limited to a fixed ground wind-tunnel set-up, the results inherently do
not represent the actual AeroCity operating case. This does not subtract anything from the actual quality of
the respective studies, but it does imply that certain question marks about the aerodynamic performance of
the AeroCity remain.

Given the fact that proper replication and measurement of the extreme ground effect in a wind-tunnel en-
vironment is difficult, and not say the least expensive, further experimental investigations are not deemed
feasible at this stage of the design. Instead, the goal of this project will be to investigate, if the use of compu-
tation methods is suitable to investigate the Wing-in-Ground effect, and specifically the AeroCity’s aerody-
namic characteristics. This will allow more elaborate analysis under a variety of circumstances to be evalu-
ated in a relatively short amount of time. However, in order for this effort not to be a replication of the work by
Nouwens [1], a solid basis for validation of the model needs to be acquired. This will be the most important
task for this project, namely to build sufficient confidence about the validity and accuracy of the numerical
model such that it can be used for consequent modelling.

23
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Figure 3.1: Breakdown of the various components involved in the validation process of AeroCity

In order to achieve this goal, the predictions by the numerical model have to be compared with at least a
single quality experimental data set. Unlike Nouwens at the time, such a data-set is available in the form of
the experiment data by Nasrollahi [2]. Although the experiment itself, due to the absence of a moving ground
plane, is not representative for the AeroCity’s actual performance, it is still suitable to validate the numerical
model. Due to the inclusion of additional viscous effects, the aerodynamics with a stationary ground plane
are in a sense more difficult to model. As such, the data can still be used for further validation of AeroCity,
even though the stand-alone experimental data cannot. The benefit of utilizing the experiment results by
Nasrollahi, is that the testing parameters and geometry are known in detail. Using the same CAD-model and
operating conditions, a direct comparison could be made with the numerical results without the introduc-
tion of additional unknowns.

If the numerical model is able to accurately replicate the experimental results obtained by Nasrollahi [2] the
capability of the model to model the close ground effect is assured. Using the same numerical models and
techniques, the investigation into the aerodynamic characteristics of AeroCity can be expanded by inclusion
additional effects. By changing the scale of the model or making modifications to the geometrical design, one
can asses the respective influence of these changes in a relative quick manner. Something that would be dif-
ficult to achieve in a wind-tunnel environment, due to physical or cost constraints. Moreover, the numerical
model allows the designer to investigate all available measurement data, without affecting the flow or the use
of complicated measuring techniques. In short, a verified and validated numerical model allows the design
process to gather pace and limited the number of experimental studies during the process. The above can be
summarized by the following mission statement:

"Evaluating the steady-state aerodynamic performance characteristics of AeroCity by means of CFD analysis"

Note that the method, namely CFD, is explicitly stated in the mission statement. Up till now, the term ’numer-
ical model’ was used exclusively. However, as it was found in Section 2 that viscous effects play a mayor role
in extreme ground effect aerodynamics, non-viscous methods are no viable option. Therefore, the numerical
model that will used throughout this project will be based on a CFD method. A more thorough description of
the methodology can be be found in Section 3.3.
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3.2. RESEARCH QUESTION
In order to define the exact scope of the research, a main research question is formulated. As mentioned in
Section 3.1, the goal of the project is to develop a trustworthy numerical model to further investigate and
develop the aerodynamic configuration of AeroCity. Using the already formulated mission statement, the
main question this research project aims to answers is stated as follows:

"What are the steady-state aerodynamic characteristics and performance indicators of AeroCity during the
cruise phase?"

The research question comprises of three important aspects of the research project. The first aspect is that
the investigations into the aerodynamics of AeroCity will be limited to steady-state aerodynamics. Hence,
possible unsteady flow phenomena will not be examined specifically. Second, the research will focus both on
the analysis of aerodynamic characteristics as well as the performance indicators of AeroCity. This implies
that both qualitative and quantitative aspects of the aerodynamic performance will be of interest. Examples
of qualitative analysis will include the studying of flow separation and vortex generation, whereas the quan-
titative analysis will focus more on lift and drag characteristics of the vehicle. The last aspect of the research
question discloses that the research will be limited to the AeroCity, specifically in the cruise phase condition.

3.2.1. SECONDARY RESEARCH QUESTIONS
In order to answer the main research question, secondary research-questions have been formulated to make
the research topic more specific. The first sub-question that is raised is concerned with the wind-tunnel
experiment by Nasrollahi [2]:

(S.1) "How can the available results from the wind-tunnel experiment, conducted in the LTT of the TU Delft,
be explained? "

The wind-tunnel experiment will be an important factor in the validation of the aerodynamics of AeroCity.
Being the only available reference data for the CFD model, the results of the experiments should be well un-
derstood. As was found in the literature survey (Chapter 2), the wind-tunnel results show a peculiar trend
at the lowest Reynolds numbers. Although this may not be directly relevant for the cruise phase of AeroCity,
which starts at higher Reynolds number, it needs to be understood nevertheless. Replication of the wind-
tunnel experiment in CFD will hopefully clarify these unknowns and provide a better understanding of the
principle aerodynamic aspects of AeroCity.

Following the above, a second question that could be raised is how the stationary ground boundary condi-
tion, applied during the wind-tunnel experiment, affects the aerodynamics of AeroCity model compared to a
moving ground boundary condition:

(S.2) "What influence does the ground boundary condition have on the aerodynamic characteristics of the
AeroCity model?"

Note that question is related to the wind-tunnel model specifically, as the AeroCity will be subjected to a mov-
ing ground at all times. However, by comparing the influence of the boundary condition on the wind-tunnel
experiment results, one can determine whether or not testing with a stationary ground could still be useful.
If the difference in flow characteristics and coefficients is only marginal or with an almost constant offset,
the need for a wind-tunnel with a calibrated conveyor belt system to replicate the moving ground could be
removed. Moreover, simulation using a moving ground boundary condition provides insight into the actual
aerodynamic characteristics of AeroCity.

The AeroCity is foreseen to be flying inside a U-shaped track, which will be used for housing the electro-
magnetic propulsion system and lateral guidance. [1] Considering that the track-walls are situated in the
region where the vortices originate, it is expected that their presence will have a significant affect on the flow
field around AeroCity. [1] Nevertheless, this aspect has not yet been investigated, neither for the AeroCity
specifically, nor in literature. Hence, a valid question that could raised be raised in order to answer the main
research question is:
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Table 3.1: Overview of workstation specifications

Model HP Z600
Operating system Windows 7 Professional 64-bit
Processor Intel Xeon X5670
Number of CPU’s 2 (12 cores)
Physical Memory 6× DDR3-1333 8GB ECC Reg.
Graphics card Nvidia Quaddro FX1800
Storage HP MK0960GECQK 960GB SSD

Crucial M400 128GB SSD
500GB RAID 0 volume

(S.3) "How does the inclusion of a U-shaped track wall affect the aerodynamic characteristics of AeroCity?"

Note that analysis will focus on a single U-shape track design only, even though their will be multiple pa-
rameters involved that will influence the aerodynamics of AeroCity. However, the prime interest of this anal-
ysis part will be to investigate how the track walls influence the aerodynamic characteristics of AeroCity in
a qualitative way, rather than to study track design itself in more detail with the purpose of optimizing the
performance of AeroCity. The latter is proposed as a separate topic for further research.

Since the research is not only concerned with qualitative analysis, but also interested in the quantitative per-
formance indicators of AeroCity, criteria for the acceptable margin of error should be set. If the prediction
by CFD cannot meet these criteria, the validity of the obtained data should be questioned. Since the wind-
tunnel data by Nasrollahi [2] is the only available reference data, deviations of the numerical results will be
taken with respect to the this data-set. Since the design of AeroCity is still be believed to be in the conceptual
phase, the following criteria for the main performance indicators, cL and cD , are deemed sufficient:

• The predicted lift coefficient by the CFD model should be ∆CL ≤ 5% of the experimental [2] value

• The predicted drag coefficient by the CFD model should be ∆CD ≤ 10% of the experimental [2] value

Note that the margin, especially for drag prediction, is relatively high. However, the accurate prediction of the
drag force, specifically by means of CFD, is difficult to achieve without resorting to very high-fidelity models.
Traditional conceptual design method for aeroplanes rely on (semi)-empirical relations to estimate the drag
force early on in the design stage. The order of accuracy delivered by these methods is roughly in the same
order. However, these relations are not available for the WIG-effect vehicles. For later design and research
stages, a margin of 10% will not be acceptable, as the error introduced to the power required scales with(
∆CD

)3

3.3. METHODOLOGY
In this section the methodology and project set-up is discussed in more detail. Information about the hard-
ware and software to be used, the methods and procedures to be followed and a general overview will be
discusses consequently.

The numerical analysis will be performed on the basis of the three-dimensional Reynolds Averaged Navier-
Stokes (RANS) equations using the ANSYS Fluent 16.1 commercial software package. This Fluent software
is widely used in both industry and academics to compute turbulent flows. Calculations using RANS, com-
pared to the more computationally expensive Large Eddy Simulations (LES), will offer sufficient detail for
this project, as unsteady effects are not expected to play a mayor role at this stage of the design of AeroC-
ity. As turbulence, in the case of RANS, is modelled, selection of the most suitable turbulence model will be
crucial for obtaining the best results. Several turbulence models are incorporated in Fluent, including the
popular two-equation eddy-viscosity models (see Section 4.2). Since the aerodynamic CAD model is already
constructed by Nasrollahi, this model can be adopted without further modifications. Before simulation of the
wind-tunnel experiment, several test studies, involving both In Ground Effect (IGE) and Out-of Ground Effect
(OGE) two-dimensional flow cases, will be performed. An additional three-dimensional study for validation
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with experimental data from literature[23] will be performed to select the most suitable turbulence model.

The technical stage of this project is divided into four phases.

1) Two-dimensional validation studies of the ground effect

2) Validation of a three-dimensional wing with end-plates with wind-tunnel data [23]

3) Replication of the wind-tunnel experiment by Nasrollahi [2]

4) Additional simulations to improve and validate the aerodynamic configuration of AeroCity

The first phase has a dual purpose. Primarily, the goal will be to investigate how well various turbulence-
and mathematical models are able to replicate some of the wing-in-ground effect studies published in lit-
erature [15]. By narrowing down the list of candidate models, the model best suited for modelling of the
WIG-effect can be elected. Prior to this phase, the flow around airfoils out-of-ground will also be simulated
and compared with existing experimental data. This will ensure that the implementation of the models and
construction of the mesh is performed correctly. Although the relevance of these out-of-ground effect simu-
lations for the aim of the project is limited, it will ensure that the steepest portion of learning curve for CFD
modelling has been passed once the more relevant simulation phase starts.

In the second phase, a three-dimensional simulation of a body equipped with end-plates will be performed.
As discussed in the literature review section (Chapter 2), the number of experimental studies of actual WIG
vehicles is very limited. However, the wind-tunnel experiment by Fink and Lastinger [23] appears to be a
good reference study for this purpose. The three-dimensional body actually resembles the AeroCity shape
quite well, despite the different airfoil geometry and larger aspect ratio (AR = 1). Although the ground con-
dition has been modelled by means of an image model rather than a moving ground, it is believed that the
ground effect aerodynamics are modelled sufficiently for the current purpose. Having reduced the number of
mathematical models in the previous simulation phase significantly, this three-dimensional simulation will
only be performed with a limited set of the most promising turbulence models. Since the experimental model
resembles the AeroCity well, the turbulence model that most accurately predicts the flow in terms of lift and
drag will be selected for the actual AeroCity analysis.

The third phase will be, as discussed previously, of crucial important for the process of the model validation.
Using the build-up knowledge and experience, it will need to be verified whether the model predictions are
able to replicate the wind tunnel measurement data. The criteria defined in Section 3.2 will help to deter-
mine whether or not the model accuracy is sufficient. In the case that the CFD model performs within the
set performance goals, it can be assumed that the model is able to replicate the experiment. By carefully ex-
amining the obtained data, a conclusive answer should be formulated what flow phenomena have played a
role in the wind-tunnel experiment and caused the reversed trend with Reynold’s number. However, in the
case the CFD model fails to predict the flow with sufficient accuracy, this might not be possible to achieve.
Instead, it should be investigated which aspects of the flow are not represented by the simulations in a proper
way. The outcome of this investigation will determine if the CFD model is suitable for further investigation of
AeroCity. For example, if the turbulence models do not model the severity of the laminar separation bubble
on the side plates properly, the CFD model could still be used to adapt the design . By altering the shape of
the side-plates, one could minimize the laminar separation bubble size, despite the fact that the magnitude
is not properly estimated. Hence, the CFD model could still be used as a qualitative analysis tool.

The outcome of the third simulation phase will therefore greatly influence the simulations that will be per-
formed in the fourth phase. In a worse case scenario, no additional simulations will be conducted as the
model turns out to be incapable of prediction the flow with sufficient accuracy. In the case that only qual-
itative analysis is possible, further investigations could include modifications to the geometry or the vortex
interaction with the track wall for example. This will mainly depend on the ability of the CFD model to repli-
cate certain flow phenomena. Ideally however, the type of investigations proposed for the qualitative analysis
are also analysed in a quantitative manner. This can only be achieved however, if the third simulation phase
was concluded with complete satisfaction. Nevertheless, the additional simulations are only aimed to show
what the possibilities for further research using the CFD model include and what topics are to be investigated
further.





4
NUMERICAL MODEL

In order to answer the main research question, use will be made of Computational Fluid Dynamics (CFD) to
compute the flow field around the AeroCity. For this purpose, the ANSYS Fluent software package has been
selected, which is a finite volume code widely used in both research and industry to evaluate a wide variety of
engineering flow problems. In this section the equations behind the various models available within Fluent
are discussed. Note that the aim of this section is to provide some insight in the theoretical background on
which the Fluent software is based. For a full understanding of the mathematical and physical models, the
reader is referred to open literature.

4.1. REYNOLDS AVERAGES NAVIER-STOKES EQUATIONS
The basis for the computation of fluid flow are the transport equations for velocity, namely the momentum
equations. For each velocity component, a separate transport equation exists. Below, the momentum equa-
tions for a two-dimensional steady laminar flow are presented: [11]:
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In order to ensure that conservation of mass is guaranteed, the continuity equation is introduced. It states
that the net rate of change of mass in a fluid element is zero:

∂ρ

∂t
+∇· (ρ−→u )

(4.2)

Note that the time derivative of the fluid density is omitted, in the case of incompressible flow. For the latter
case, the above equations are sufficient to describe the characteristics of the flow. However, in the case of
flow compressibility (M > 0.3), or heat transfer, an additional transport equation is required to capture the
change in density of fluid. A thermodynamic equilibrium should be maintained, meaning that the increase
of internal energy of the fluid is equal to the product of extracted or added energy to the fluid and the work
done by the fluid. The energy equation is formulated as follows:

∂i

∂t
+∇· (ρi−→u )=−p∇·−→u +∇· (k∇T

)+Φ+Si (4.3)

Note that, in the above equation, Si is an additional source term and Φ is a so-called dissipation function.
This function captures all the changes of the internal energy, caused by the effects of viscous stresses. [11]

To be able to solve turbulent flow problems, the instantaneous form of the Navier-Stokes equations, as pre-
sented by eq. (4.1), are in practice to computationally expensive. Instead of accounting for all the velocity
perturbations induced by turbulence, it is more convenient to model the flow as a mean flow and a fluctuat-
ing velocity component. By applying a Reynolds [46] decomposition, the instantaneous motion of the fluid is
split into a time-averaged and a fluctuating quantity. By doing so, one can, together with additional models

29
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that describe the turbulent behaviour of the flow, obtain approximate solutions for the Navier-Stokes equa-
tions, in the case of turbulent flows. Although the solution obtained by the RANS equations is a time-averaged
solution, it is well suited for cases where a steady-state solution exists. For transient flow cases, for exam-
ple involving vortex shedding or fluctuating shock-waves, the time-averaged solution of the RANS equations
may not be adequate. Instead, one should opt for an unsteady model, such as the Unsteady RANS (URANS)
or Large Edddy Simulation approach. As these latter models come at a far greater computational expense
and no large unsteady flow phenomena are expected in the case of AeroCity, the steady RANS equations are
considered to be sufficient for accurate prediction of the the aerodynamic characteristics of AeroCity.

The RANS equations for an incompressible flow without additional body forces can be written as:
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Note that due to the addition of velocity fluctuations, additional apparent shear stresses are introduced to
the model. These stresses are referred to as the Reynolds Stresses. For closure of the system, an additional
model is required to describe the non-linear Reynolds Stress terms. Examples of such models are described
in Section 4.2. For the analysis of incompressible flows it is common to decompose the velocity gradient into
a symmetric and anti-symmetric part:
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,where Si j is the symmetric rate of strain deformation tensor and Ωi j the anti-symmetric rate of rotation
tensor. It is convenient to write the velocity gradient in this form, as the rate of strain deformation is an
indication for the amount of shear stress and the rate of rotation for the amount of vorticity in the flow:

ω=∇×u = 2Ω (4.6)

The above expression simply states that the amount of vorticity of the flow is twice the rate of rotation of the
fluid. By adopting this formulation, the RANS equation of eq. (4.4) can be written as:
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4.2. TURBULENCE MODELLING
From the derivation of the RANS equations, it follows that the fluid motion can be described by a mean and
a fluctuating velocity component. The fluctuations from the mean fluid velocity are due to turbulence. To
be able to solve the RANS equations, one must introduce and additional model to determine the Reynolds
Stresses:

τi j =−ρu′
j u′

i (4.8)

In total, six additional unknowns are introduced by Reynolds Stress that need to be solved. Various turbu-
lence models have been developed over time to close the system of equations, required for determining the
time-averaged mean flow. The most commonly used method to close to RANS equations for engineering ap-
plication are so-called Linear Eddy-Viscosity Model’s (LEVM). They rely on the Boussinesq [47] assumption,
which relates the Reynolds stresses by a linear relationship with the mean flow strain rate:
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,where µt is the turbulence or eddy viscosity. The turbulence viscosity is not constant but variable in space.
However, it is assumed to be isotropic in all directions. For relative simple flow problems, the use of LEVM
yields good results. However, for more complex flows, for example with strong flow separation or large swirls,
the assumption of isotropic Reynolds stress is no longer valid, as the secondary shear stresses and normal
stresses are not well predicted. Nevertheless, this class of turbulence models remains attractive for engineer-
ing use due its ability to provide reasonable accurate predictions while not requiring excessive computational
effort. In the following subsections, a selection of commonly used turbulence models is discussed in more
detail. For an overview of all the equations and assumptions involved, the reader is referred to Appendix A.
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4.2.1. SPALART-ALMARAS
The Spalart-Allmaras [48] is a one-equation turbulence model that has specifically been designed for aerospace
applications, involving wall-bounded flows. It utilizes a modelled transport equation of the eddy viscosity.
The transport equation is given by:
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,where ν̃ is equal to the eddy viscosity µ, except at the near wall region. The last two terms of eq. (4.10) are the
terms for turbulent production and destruction respectively. Although many different implementations of
the Spalart-Allmaras exist, only the formulation proposed by Bradshaw et al [49] is discussed here. One of the
advantages of the Spalart-Allmaras model is the computational efficiency and it’s capability to provide accu-
rate predictions for flow cases with up to moderate separation. For more details about the Spalart-Allmaras
model, the reader is referred to section A.1.

4.2.2. k − ε MODEL
The k − ε turbulence model focusses on the mechanisms that affect the turbulence kinetic energy. The in-
stantaneous kinetic energy of a turbulent flow k(t ) is the sum of the mean kinetic energy K and the turbulent
kinetic energy k.

k(t ) = K +k (4.11)

,where the kinetic energy is simply given by:
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Because of viscous effects, turbulent flows are dissipative. Kinetic energy is converted to heat due to shear
stresses acting on the flow. Hence, if no energy is supplied to the flow, the flow disturbances, or eddies, die
out quickly. The rate at which the turbulence dissipates is called the dissipation rate ε. To obtain values for
k and ε two separate equations need to be solved. First, the equation for the kinetic energy K is treated. The
governing equation for K can be found [50] to be:
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,where in the above expression Si j represents the mean rate of deformation tensor. On the left hand-side of
the above expression entails the rate of change of K plus the transport of K by convection. The right hand-
side term is more elaborate. The first term is equal to the transport of K by pressure and viscous stresses
minus the transport of K by Reynolds stresses. The next term is the rate of dissipation of K , while the last
term describes the production of turbulence. Hence, in the case of turbulence, kinetic energy of the mean
flow it transitioned into kinetic turbulent energy. The equation of k is very similar:
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,where s′i j is the fluctuating component rate of deformation tensor. Note the plus sign for the last term on the

right hand-side. The above expression contains additional fluctuating terms, such as p ′, which are unknown.
Instead, often a more simplified model equation for k is used:
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The left hand-side remained unchanged, however the right hand-side now states that the change increase of
k should be equal to the diffusive transport of k plus the rate of production of k minus the rate of destruction.
The Prandtl number σk connects the diffusivity of k to the turbulent viscosity µk . Typically, a value of 1.0 is
used. [51] The dissipation of k is described by the sixth term of eq. (4.14), as this captures the work done by
the smallest eddies. One can now define the dissipation rate per unit mass ε as:
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ε= 2νs′i j s′i j (4.16)

The analytical equation is fairly long and contains some unknown higher order terms and cannot be solved.
Instead, a simplified model equation is derived by multiplication of the k equation with ε/k, which results to:
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The Prandtl number σε connects the diffusivity of the dissipation ε to the eddy viscosity µt . Typically, a value
of 1.30 is used. [51].

The advantage of the standard k − ε model is that is relatively simple to implement and leads to stable, rel-
atively fast converging solutions. On the downside, it is not able to predict solutions for flows with a strong
degree of rotation and separation well. [11] This is partially caused by the fact that the equations of the stan-
dard model become numerically unstable when integrated to the wall. [51] For such cases, a separate model
should be used to capture the turbulent behaviour of the flow near a wall.

An improved version of the standard k −ε model was introduced by Yakhot et al. [52] The underlying princi-
ple of this improved model is that the RANS equations are re-normalized to account for the effect of smaller
scales of eddies. In the standard model the eddy viscosity µt is determined for a single turbulence length
scale. This implies that the turbulent diffusion only occurs at the pre-described length scale and ignores the
effect of other scales of motion. To re-normalize the RANS equations, a mathematical and statistical tech-
nique called Re-normalization Group Method (RNG) is applied. The RNG procedure expresses the effect of
the small scales of motion in terms of larger scale motions. [11]

Like the RNG k −ε model, the Realizable k −ε focusses on improving the turbulent dissipation ε equation. It
entails a new formulation for the turbulent viscosity. The Realizable turbulence model is developed by Shih
et al. [53] The term ’realizable’ means that the satisfies the mathematical and physical constraints on the
Reynold stresses, which is not the case for the standard or RNG k − ε model equations. The Standard, RNG
and Realizable k −ε models are discussed in more detail in sections A.2 to A.4.

4.2.3. k − ω SST
The k −ω Shear Stress Transport (SST) model was developed by Menter [54]. The model name stems from
the modified turbulent viscosity equation, which has been modified to account for the transport of the prin-
cipal turbulent shear stress. It was developed as an improvement of the original k −ω model by Wilcox [55].
Although the standard k −ω model outperforms the k − ε turbulence models in laminar sub-layers and the
logarithmic region of the boundary layer, the model appears to be strongly influenced by the specified free
stream value of ω outside the boundary layer [51]. As such, the k −ω model is not very suited for boundary
layer wake flow. The k − ε model on the other hand is quite accurate for these regions of the flow [51]. By
combing the two models on can add the strengths and remove the weaknesses of each individual model.

The first transport equation is similar to k − ε models and describes the transport of the turbulent kinetic
energy. The second model equation of the k −ω model describes the transport of ω, the specific turbulent
dissipation rate, sometimes also referred to as the turbulent frequency. Instead of using the governing equa-
tion of fluid motion, the equation for ω is constructed based on the known physical process of turbulence.
The process of turbulent dissipation takes place at the level of smallest eddies. However, the rate of dissipa-
tion ε is rate of energy transfer between the turbulent kinetic energy to the smallest eddies. Since the larger
eddies determine the turbulent kinetic energy, the dissipation rate ε is set by the properties of the large ed-
dies. The specific turbulent dissipation rate ω can be thought of as the ratio of turbulent dissipation rate to
the turbulent mixing energy, or the rate of dissipation of turbulence per unit energy.

∂(ρω)

∂t
+ ∂

∂xi
(ρωU ) = ∂

∂x j

[
(µ+σω2µt )

∂ω

∂x j

]
+α2

ω

k
τi j∇U −β2ρω

2 +2(1−F2)ρσω2
1

ω
∇k∇ω (4.18)

In the combined equation of eq.(4.18) F1 is the so-called blending function. The k−ω equations are multiplied
by a blending function F1 and the equations of k − ε model by

(
1−F1

)
. It is designed such that near the wall
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Figure 4.1: Blending function F1 for various wall velocity profiles [9]

.

the function F1 is equal to one, such that the k −ω model is used, and equates to zero away from the wall. in
the latter case, the k −ε equations are used. In compact form, the constant used in eq. (4.18) is expressed as:

φ= F1φ1 + (1−F1)φ2 (4.19)

,where φ1 represents the constants associated with the k −ω model (F1 = 1) and φ2 the constants of the k −ε
model (F1 = 0). The behaviour of the blending function F1, for various near-wall velocity profiles, is shown
in Figure 4.1. As one can observe, the transition between use of the k − ε and k −ω model occurs in a small
portion of the upper part of the boundary layer. Menter [9] compared the performance of the SST model
with the k − ε Standard model for a flat plate under an adverse pressure gradient. Note that the flow did not
separate from the plate at any time. It was found that the SST model was able to almost exactly predict the skin
friction, where as the k−ε consistently over-predicted the amount of skin friction. However, when examining
the velocity profiles, it was found that the flow retardation predicted by the SST model is stronger than the
k−εmodel and the experimental data. In the case of the turbulent shear stress, both models over-predict the
amount of shear stress. However, the SST model matched the experimental data closest. When examining
the flow over the upper surface of a NACA 4412 airfoil at high angle of attack, the SST model again proved to
be able to predict the velocity profiles at various chord-wise stations with good precision, in contrast to the
k −ε model. [9].

4.2.4. REYNOLDS STRESS MODEL

Instead of modelling the turbulence by means of energy and dissipation, the Reynolds Stress Model (RSM)

calculates the individual Reynold’s stresses u′
i u′

j using six differential transport. Hence, the concept of Reynolds

stress isotropy of the two-equation models is abandoned. Instead, every Reynolds stress component is com-
puted individually and therefore directional effects are incorporated in the model. The RSM was originally
developed by Launder and Rodi [56]. The exact form of the Reynold stress transport equations are obtained
by multiplying the exact momentum equation with fluctuation terms and subsequent Reynolds averaging of

the product. The transport equation for the Reynold stress u
′
i u

′
j is given by: [10]
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,where Dτ, is the turbulence diffusion term, DL the molecular diffusion, P the rate of turbulence production,
G a term to account for buoyancy, φ a pressure-strain relation, ε the dissipation rate of turbulence and F
the production of turbulence due to rotational effects. An overview of these terms is given in Appendix A.7.
Like the k − ε models, the Reynold Stress Model makes use of the concept of turbulent kinetic energy and
dissipation. The turbulent kinetic energy in the case of RSM is obtained by:
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,which is modelled in this case by Fluent [10]:
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Again, the turbulence production P and buoyancy term G occur in eq. (4.22). The term Mt is the turbulent
Mach number, meaning that multiplied with turbulence dissipation rate ε, rapid fluctuations are damped
more quickly.

Although one would expect that the RSM would lead to more accurate results, due to the inclusion of anisotropy
of the Reynolds stresses, this is certainly not always the case. Only in flow problems were there is a signifi-
cant flow anisotropy present, for example in highly swirling or rotating flows, the RSM is in some cases able
to provide more accurate predictions. Since the RSM still includes modelling assumptions compared to the
exact Reynolds Stress transport equations, for certain flow types not involving high levels of anisotropy, the
two-equation models could still prove to be more accurate than the RSM. Taking into account that seven ad-
ditional transport equations are introduced by the RSM, the computational effort is significantly increased
(up to a factor 22) [57] Therefore, the RSM is often not the first choice when selecting a turbulence model.
Only when the existing two-equation models appear to be unable to provide accurate results or more insight
into the flow properties is needed, the RSM is considered to be an attractive alternative.

4.3. DISCRETIZATION
In order to apply the algebraic transport equations, the equations are discretized such that they can be ap-
plied on the grid for numerical evaluation. Fluent makes use of the Finite Volume Method (FVM), in which
the computational domain is divided into smaller control volumes. By applying the discretized transport
equations on these control volumes and solving the system of equations, one can obtain a solution for the
entire domain. To illustrate the basic idea behind dicretization, consider the following transport equation for
an arbitrary scalar quantity φ: ∫
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,where Γφ is a diffusion coefficient for φ , ~A a surface area vector and Sφ an additional source term. If one
applies the above formula to the two-dimensional control volume, as shown in Figure 4.2 one would arrive
at:
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The above procedure of transforming the algebraic expressions into discrezited equations can be applied for
any scalar transport equation and control volume topology. In Fluent, the scalar values, by default, are stored
at the cell centres. However, as can be observed from eq. (4.24), the term φ f arising in the convective term
implies that the scalar value at the face center needs to be known. In order to achieve this, the face value
is approximated using either central difference or upwind scheme. For convection dominant flows (Peclet
number Pe ≥ 2), an upwind differencing scheme should be preferred.

4.3.1. SECOND-ORDER UPWIND
In the case of an upwind scheme, it is assumed that the φ f at the downstream face is determined solely
by the upstream cell center. The most simple form of upwind approximation schemes is a first-order upwind
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Figure 4.2: Example of a two-dimensional control volume. Indicated are the cell centers c0 and c1, face area surface vector ~A and the
vectors between the cell and face centers ~r0 and ~r1 [10]

scheme, where it is assumed that the scalar value at cell center is the cell average and therefore equal through-
out the particular control volume. Since this is a crude approximation, a second order upwind scheme is
preferred in most cases. By truncating the Taylor series expansion after the second term, one arrives at:

φ f ,SOU =φ+∇φ ·~r +O2 (4.25)

The term on the right-hand side that remains is the error that is introduced by truncating the Taylor series.
The term is proportional to the control volume size squared, hence the name second-order upwind. In Fluent,
the gradient ∇φ is limited, to prevent the creation of a new maximum or minimum at the cell face.

4.3.2. QUICK
In order to reduce the error introduced by truncation of the Taylor series, higher-order schemes have been
developed. One of such schemes is the Quadratic Upstream Interpolation for Convective Kinetics (QUICK)
scheme. [58] With the QUICK scheme, φ f is determined by a quadratic interpolation using the adjacent cell
centers and an upstream cell. For a grid with uniform spacing, the interpolation is defined as follows:

φe = θ
(
φP +φE

)− (
1−θ)(

φW +φE −2φP
)

(4.26)

In the original QUICK scheme, the default value for θ is 1/8. However, in the case of Fluent, θ is used as a
variable to avoid the local creating of new maxima or minima. Note that if θ = 1, the QUICK scheme reduces
to a central differencing scheme, while for θ = 0 a second-order upwind scheme remains. Since the QUICK
scheme requires the cell faces to be more or less aligned with the flow direction, it is most suitable for struc-
tured quadrilateral or hexahedral schemes. In the case of unstructured grids, Fluent by default will adapt to a
second-order upwind scheme. Being a quadratic approximation, the truncation error of the QUICK scheme
is of the 3rd order.

4.3.3. MUSCLE
Another third-order scheme available in Fluent is the Monotome Upstream-Centered Scheme for Conserva-
tion Laws (MUSCL). The term monotome means that the MUSCL scheme is monotonicity preserving, which
means that:

i No local minima or maxima are created

ii Existing minima or maxima should be non-decreasing or non-increasing respectively.

In short, it implies that the scheme does not create new undershoots or overshoots of the solution and does
not exaggerate existing extremes. Mathematically, for monotonicity to be satisfied, it requires that the total
variation cannot increase and should diminish with time. Hence, such schemes are often referred to as Total
Variation Diminishing (TVD) schemes. As was shown by Sweby [59], the QUICK scheme does not satisfy the
conditions for TVD for certain values of r , which is defined as:
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Figure 4.3: Sweby’s diagram , showing the region for second-order TVD (hi-lighted in grey) [11]

r =
(
φP −φW

φE −φP

)
(4.27)

Or in words, r is the ratio between the upwind and downwind gradient of φ and can be viewed as a measure
for the smoothness of the data. A generalized form for a higher-order discretization scheme is introduced:

φe =φP + 1

2
Ψ(r )

(
φE −φP

)
(4.28)

The above can be viewed as an first-order upwind discretization scheme with an additional convective flux
added. By changing the function Ψ(r ), called the flux limiter function, one can describe various schemes.
With Ψ = 0 a first order upwind discretization is recovered and for Ψ(r ) = 1 a central discretization scheme
is obtained. Similarly, one can show that for Ψ(r ) = (

3+ r
)
/4 the QUICK scheme is represented. Sweby [59]

showed only for certain ranges ofΨ(r ) and r second-order schemes can meet the requirements for TVD. This
is reflected by the so-called Sweby-diagram, shown in Figure 4.3. As can be observed, each second-order
scheme should pass through the point (1,1) in the r −Ψ diagram in order to meet the TVD requirement.

In the case of the MUSCL scheme by Bram van Leer [60], the flux limiter function is given by:

Ψ(r ) = r +|r |
1+ r

(4.29)

,which is a smooth function passing through the point (1,1) in the Sweby diagram. In the case of the QUICK
scheme, the flux limiter function is a piecewise linear function, rather than a smooth function. The MUSCL
scheme implemented in Fluent [10] does not contain any flux-limiters. Instead, it is formulated as blending
function between a central difference scheme and a second-order upwind scheme:

φe = θ φe,C D + (
1−θ)

φe,SOU (4.30)

,where θ is again a blending parameter. Because this formulation does not contain a flux limiter, under-
and overshoots of the solution can still occur. However, the MUSCL scheme can be applied to any arbitrary
mesh, including unstructured tetrahedral meshes. Being third-order accurate, the MUSCL scheme reduces
numerical diffusion, improving the accuracy compared to second-order upwind schemes.

4.4. MODELLING OF THE BOUNDARY LAYER
The effect of a wall on the turbulent flow is quite significant. Not only due to affected velocity field to satisfy
the no-slip condition at the wall, but also by means of enhanced viscous effects. If one defines a Reynolds
number ReL based on the length scale in the flow direction, ReL for a free shear layer is usually very large
> 105. [11] Hence, the inertia forces acting on the flow are much more dominant than the contribution of
viscous forces. Similarly, if one defines the Reynolds number with respect to vertical distance to the wall y ,
the same holds true if y is sufficiently far away from the wall. [11] However, when the wall is approached
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the viscous forces become more relevant. Very close to the wall, when Rey is in the order of 1 and y ≈ 0, the
viscous forces become equal or larger than the inertial forces. As a consequence, the flow very near to the
wall does not depend on the free stream flow parameters, but is a function of the distance to the wall y , the
fluid density ρ and viscosity µ and the wall shear stress τw .

u+ = U

ut
= f

(
ρuτy

µ

)
= f

(
y+)

(4.31)

Above formula, eq. (4.31), is called the law of the wall [11]. Note that u+ and y+ are both dimensionless
quantities. Further away from the wall, the flow is not directly affected by viscosity, but rather by the wall
shear stress. The appropriate length scale in this case is the boundary layer thickness δ. It can be shown [11]
that the following relation holds true in this case:

Umax −U

µτ
= g

( y

δ

)
(4.32)

Eq. (4.32) is referred to as the velocity-defect law [11]. Near the solid surface of the wall the fluid is almost
stationary and any turbulent motion is dominated by viscous effects. This layer, called the viscous sub-layer,
is often very thin (y+ < 5). Therefore is can be assumed that the shear stress τ(y) is approximately constant
through this layer and equal to the wall shear stress τw :

τ(y) =µ∂U

∂y
≈ τw (4.33)

Using the boundary condition U = 0 if y = 0 and eq. (4.31) one can show that the following simple linear
relation holds true:

u+ = y+ (4.34)

For obvious reasons, this very thin flow layer directly adjacent to the wall is called the linear sub-layer. Further
away from the wall (30 < y+ < 500) a region exists where the viscous and turbulent effects are both important.
The shear stress τ varies only slowly with the wall distance y and therefore the assumption of eq. (4.33) is
maintained. Using an additional assumption for the turbulence length scale, it can be shown [11] that:

u+ = 1

κ
ln

(
y+)+B = 1

κ
ln

(
E y+)

(4.35)

,where κ is the von Karman constant and E (or B) an additional constant. For smooth walls, their values are
respectively κ ≈ 0.4 and E ≈ 9.8 (or B ≈ 5.5). These constants are valid for any turbulent flow over smooth
walls at high Reynolds number. With increasing wall roughness , the value of E decreases. Because of the
logarithmic scale of eq. (4.35) often called the log-law and the flow region the log-law region. In Figure 4.4,
expressions (4.34) and (4.35) are compared to the experimental results by Schlichting [61]. As one can ob-
serve, the approximate functions show close agreement with the experimental results by Schlichting. The
region between the linear sub-layer and the log-law region, (5 < y+ < 30) is called the buffer layer. Here
the viscous and turbulent stresses are of equal magnitude. Together, these three layers form the inner layer,
which is about 10%−20% of the total thickness of the boundary layer [11]. The most important characteristic
of the inner layer is that the shear stress is almost constant and equal to the wall shear stress. The log-law
has remains valid up to values of approximately y/δ ≈ 0.2. Beyond this the velocity-defect law takes effect.
This region is called the outer layer. Here, the viscous effects are no longer of direct influence on the flow but
rather inertial effects become dominant.

The above expressions form the basis for so-called wall functions. Since the two-equation k −ε and the k −ω
BSL models cannot be integrated right up to the wall and require a separate function, that describes the
flow at the inner layer of the viscous layer. Note that above formulations for the velocity profiles have been
derived based on two-dimensional Couette flow with the assumptions of a small pressure gradient, local
equilibrium of turbulence and a constant near-wall stress layer. [51] By turbulence equilibrium is meant
that the production of turbulence is equal to the amount of turbulence dissipation. Hence, on should take
care that the underlying assumptions of the so-called equilibrium or standard wall functions are applicable
to the the flow problem at hand. In the case of aerospace applications, where an adverse pressure gradient
is experienced by the boundary layer on the airfoil suction-side, standard wall functions may not produce
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Figure 4.4: Non-dimensional boundary layer velocity profile as a function of wall distance in comparison with experimental data [12]

.

accurate results. Instead, one should opt for a non-equilibrium wall function or select a turbulence model
(RSM, SA or k −ω SST ) that do not require wall functions. In the latter case, one should take special care of
the near-wall mesh, as will be discussed in 4.4.1.

4.4.1. NEAR-WALL MESHING GUIDELINES

In general, when using low Re adaptations of the RSM and k −ω, such that these can be evaluated right up
to the wall, the fineness and resolution of the near-wall mesh becomes very important. Because of the strong
interaction between the turbulence and the mean flow, the numerical results for turbulent flows are suscep-
tible to even small grid defects. In order to resolve the viscous sub-layer of the turbulent boundary layer, the
node of the first layer of cell adjacent to the wall should be with approximately positioned at y+ ≈ 1. A higher
y+ value for the first cell is tolerable, given that the cell node is still within the viscous sub-layer (y+ ≤ 5) [12].
Preferably, there should be five to ten layers of cells between the wall and the location y+ = 20, in order to
resolve the mean velocity an turbulent quantities in the near-wall viscous region. As mentioned, a high mesh
resolution is computationally quite expensive, often the cost of computation is of one order larger [12] com-
pared to the case when wall functions are used.

In the case that wall functions are employed, one can use a lower resolution mesh since the near-wall region is
not resolved directly. For standard and non-equilibrium wall functions, the cell node of the first wall adjacent
layer should be positioned in the log-law region. A value of y+ ≈ 30 is preferred [10]. In any case, one should
try to avoid that the wall adjacent cells are located in the buffer region, 5 < y+,30. The upper bound of the log-
law region is much dependent on the Reynolds number. However, one should make sure to have at least eight
to ten cells within the boundary layer to achieve a reasonable accuracy. A typical moderate Reynolds number
flow has a boundary layer that extends up to y+ values between 300 and 500. In order to check whether the
resolution of the mesh is adequate, one should perform a post analysis of the results of the boundary layer
thickness and adjust the mesh accordingly. Often a subsequent simulation with a finer mesh is performed to
analyse the grid-dependency of the result.

4.5. SOLUTION PROCEDURE
Referring back to the momentum equations (4.1), one can see that a pressure term is present in the trans-
port equation of each velocity component. Since the equations are coupled, the pressure is an additional
unknown that needs to be determined. Without a pressure-gradient available, the velocity field cannot be
computed. One way to solve this is to guess a certain pressure field p∗ and to use this to compute the mo-
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Figure 4.5: Block-schematic of the Fluent solver module for coupled and non-coupled solving methods

.

mentum equation. A pressure-correction p
′

is than later deduced from the convective term to update the
pressure field. In short, this is how the Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) by
Patankar and Spalding deals with the pressure-velocity coupling. [62].

The main approximation of the SIMPLE scheme is that, in the process of updating the intermediate velocity
field, only the pressure correction terms are used. Terms involving velocity corrections of neighbouring cells
are omitted for simplicity. For the final converged solution, when the guessed and actual pressure field should
be identical, this assumption does not affect the solution. However, the process of updating the pressure field
by the pressure correction p

′
can cause instabilities or even divergence of the solution, for example when

the guessed pressure field and final pressure field are to far apart. Hence, under-relaxation factors should be
applied to stabilize the computation. Under-relaxation factors do not affect the solution, but do increase the
computation time considerably. In Fluent, the default under-relaxation factor αpr ess = 0.30. Note that the
residuals in Fluent are directly scaled with the relaxation factors. Hence, one cannot rely simply on a certain
threshold for the residuals to asses if the solution has converged or not.

To reduce the need for relaxation factors, and therefore the computational time, a revised version of the SIM-
PLE algorithm was introduced. [63] Called the SIMPLE-Consistent (SIMPLEC) algorithm, the so-called d-
term, occurring in the process of updating the velocity components with the pressure correction term p

′
,

has been modified to reduce the effect of omitting terms. As a result, much larger relaxation factors for the
pressure-velocity coupling can be applied. In terms of accuracy, both schemes perform near identical. [10]

The SIMPLE and SIMPLEC algorithm’s utilize a segregated pressure-based solver. This implies that the pres-
sure values are stored at the cell centres, where-as the velocity scalars are stored at the face cells. As such,
the momentum and pressure correction equations can solved separately. This is in contrast to a coupled
approach, where all equations are solved at once. The coupled approach is sometimes experienced to be
perform better, but requires up to 2× the amount of computational memory [10]. An overview of the solving
procedure by the Fluent solver is shown in Figure 4.5. After solving the momentum and continuity equations,
the Fluent segregated solver continues to solve the energy equation followed by the turbulence transport
equations. Additional transport equations are solved in the last computation step. Having solved the trans-
port equations, the solver will proceed to a next iteration or abort if the convergence criteria have been met.





5
CFD CASE STUDIES

In order to gain confidence in the CFD simulations, a series of validation cases have been performed to iden-
tify the most suitable turbulence model, learn about proper mesh generation and discover solution tech-
niques to aid convergence of the solution.

5.1. NACA 0012
The first validation case that has been examined is a comparison of CFD with a NACA 0012 airfoil in an un-
bounded flow domain. The results are to be compared with a selection of experimental studies for validation
and verified with numerical results obtained by NASA. [13] The case under examination is a two-dimensional
NACA 0012 airfoil at incompressible flow conditions (M = 0.15) and Re = 6.0 million. The airfoil geometry is
adapted slightly to accommodate a sharp trailing edge. The latter is convenient for the creation of a struc-
tured grid. Although this changes the maximum thickness-to-chord ratio, the t/c is actual identical for the
aifoil with a blunt trailing edge and the chord extended. To limit the number of computations, a single condi-
tion (α= 10 °) was selected for comparison. At this angle of attack, the airfoil is still just within the linear part
of the lift-curve slope.

The flow domain used for modelling is a conventional structured C-grid, with the upper and upstream bound-
ary extending 12.5c in front and the downstream boundary 20c behind the airfoil. In order to guarantee that
the boundary layer is captured with sufficient accuracy, the cells are clustered around the body using a bias
ratio of the edge-meshing parameters. A growth ratio of r = 1.20 was adapted to ensure a smooth transition in
cell growth. As found in literature, a mesh size of 120,000 to 200,000 should be sufficient to reduce the error
introduced by grid dependency. [64] Although the studies used for validation consist of experiments where

Figure 5.1: Close-up of the structured grid around the airfoil body. Note that domain is split in a laminar part (grey) and a
turbulent part (orange)

41
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Figure 5.2: Detail of the mesh at the trailing edge of the NACA 0012

the flow was tripped at approximately x/c = 0.05, natural transition atα= 10 ° occurs upstream of the trip lo-
cation. [65] [19] [66] With the use of XFOIL, the transition location at the angle of attack under consideration
was determined to be at x/c = 0.015. Although by far the majority of the airfoil is submerged in turbulent flow,
it was found that the inclusion of a small laminar flow part had a significant effect on the simulated results.

In order to make sure that the calculation are converge steadily and no additional errors are introduced, spe-
cial care was taken to improve the quality of the mesh. For example near the trailing edge (see Figure 5.2), one
should make sure that the transition of cell volume size between the airfoil and the near-wake is smooth. In
order to quantify the mesh quality, several parameters of the mesh can be computed such as the orthogonal
quality and skewness of the cells. [10]. Both are a measure for the amount of skewness of the cells. In the
ideal case, the skewness is close to 0 and the orthogonal quality approximately equal to 1.0. For the meshes
used in this validation case the average orthogonal quality was ≈ 0.95 and average skewness 0.11, which is
considered to be a mesh of good quality. Since for this comparison two types of turbulence models are be-
ing investigated, namely models that resolve the flow up to the wall and models that require a separate wall
model, two grids have been developed. The grids are identical in topology, but differ slightly in the number
of cells and boundary layer resolution.

In terms of boundary conditions a far-field pressure boundary condition has been applied at all boundaries.
This implies that the free stream flow velocity and direction is specified at these locations. The turbulence
boundary conditions are specified by means of a turbulence intensity I and turbulent viscosity ratio µ/µt .
Since the experimental data was obtained in low-turbulence wind-tunnels, a turbulence intensity of I = 0.1 is
assumed. The eddy viscosity ratio was fixed at 3 and the airfoil walls were modelled as no-slip walls. Although
the case can be considered to be incompressible, compressible flow was assumed by inclusion of the energy
equation and ideal gas law. The SIMPLEC scheme was used for pressure-velocity coupling and a second-
order scheme for the pressure term. For spatial discretization, the MUSCLE scheme has been adopted for
the energy and momentum equation, while the QUICK scheme is selected for the turbulence quantities. A
least-squares cell-based method is adapted for gradient determination. Convergence was accepted when all
residuals were below 1.0e6 and no change in coefficient was observed after 500 iterations.

A comparison of the force measurements between CFD and experimental data is shown Table 5.1. As can be
observed, all simulation over-predict the lift and the drag by a significant amount. The SST model appears to
be able to match the result obtained by Ladson [19] the best. The Spalart-Allmaras follows second, while the
k − ε models perform significantly poorer. The Realizable model was used in this case to represent the k − ε
models. Of the various wall functions used, the Non-Equilibrium Wall-function (NEW) performs noticeably
better than the Standard Wall-function (SW) or Enhanced Wall Treatment (EWT). Due to the fact that near
the aft part of the airfoil significant flow separation is already present, wall models are not very well suited
for the flow case at hand. Nevertheless, the NEW should be wall model of choice due to it’s ability to handle
adverse pressure gradient better. Also tested was the RSM k−ωmodel, but unfortunately no converged solu-
tion could be achieved.
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Table 5.1: Comparison of coefficients at α= 10° for a NACA 0012 with experimental data [19] and numerical results obtained by NASA
[13]

Name type cL ∆% cD ∆%

Ladson [19] Wind-tunnel 1.0530 - 0.01146 -

Spalart-Allmaras CFD 1.0983 + 4.3 0.01273 + 11.1
SST k −ω CFD 1.0891 + 3.4 0.01267 + 10.6
Realizable k −ε + EWT CFD 1.1043 + 4.9 0.01391 + 21.4
Realizable k −ε + SW CFD 1.1040 + 4.8 0.01393 + 21.5
Realizable k −ε + NEW CFD 1.1096 + 5.4 0.01337 + 16.7

Spalart-Allmaras NASA FUN3D 1.0983 + 4.3 0.01242 + 8.4
SST k −ω NASA FUN3D 1.0840 + 3.0 0.01253 + 9.4

Also included in Table 5.1 are numerical results obtained by NASA using the FUN3D finite-volume CFD code
[13]. As can be observed, the results are very comparable. Note that the computational domain used in that
case are much larger, with the far-field boundary extending up to 500c away from the model. Next to FUN3D,
multiple CFD codes were assessed to simulate the flow around the NACA 0012. It was found that the differ-
ences between the codes were in the order of 1% for lift and 4% for drag. [13] This is explained due to different
implementations of the theory in each individual code. Hence, based on these observation the current results
have been positively verified and validated, albeit a some significant deviations from experimental data.

5.2. NACA 4412
Having established that the mesh-type and applied methods are adequate to model the flow around an air-
foil subjected to flow separation, a second validation study is performed. In this case the purpose is not to
establish which model is more accurate to determine the force coefficients, but rather to investigate its ability
to capture the flow qualitatively. The flow case that is considered, is a NACA 4412 airfoil at α = 13.89 °. [13]
Again, the airfoil has been modified to allow for a sharp trailing edge. Incompressible flow can be assumed
(M = 0.15), however compressibility was taken into account. Ambient flow conditions were set to yield to a
chord-based Reynolds number Re = 1.52 million.

The most important experimental data for this validation study are the velocity measurements of the sepa-
rated flow near the trailing edge. Shown in Figure 5.3, are the six velocity rakes placed near the trailing edge of
the airfoil. The velocity contours have been acquired from data provided by Coles and Wadcock. [14] Using
a computer-controlled hot-wire, thousands of samples were taken in the trailing edge and near-wake region
of the airfoil. Note than in Figure 5.3, the velocity has been normalized with a velocity approximately one
chord below and downstream of the trailing edge. This is different from traditional normalization with the
undisturbed free stream. To account for this, results obtained by CFD should be divided by 0.93 to arrive at
similar results. [13]

The grids used for this study are similar to the ones used for the NACA 0012 validation case. Namely, a C-grid
topology with upstream and upper/lower boundaries extending 12.5c away from the body. The downstream
boundary is located 20 chord lengths away. Pressure far-field boundary conditions were applied to all con-
tours of the domain and the mesh size consisted of 192,000 nodes. Sufficient capturing of the boundary
layer was ensured by setting y+ equal to approximately unity over the entire airfoil. The SIMPLEC algorithm
was applied, together with the MUSCLE scheme for the momentum and energy equations while the QUICK
scheme was adopted for turbulent quantities. Since the actual force measurements are not of prime impor-
tance for this study and transition is found to occur right at the leading edge, a fully turbulent domain has
been adopted. Instead, two transition turbulence models have been implemented next to the traditional
turbulence models as described in Section 4.2. The additional models are the Transition SST k −ω and the
k −kl −ω model. [10].

Shown in Figure 5.4 is a comparison of the result obtain by the SST k −ω model compared with the exper-
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Figure 5.3: Overview of the velocity rakes at the trailing edge of NACA 4412 at α= 13.89° [13]

imental data by Coles and Wadcock [14]. As can be observed, the results match the wind-tunnel data quite
well for the first few rakes. However, approaching the trailing edge further, the results start to deviate slowly.
Considering again Figure 5.3, one can see that the zone of recirculation begins approximately at x/c = 0.78,
the position of the third rake. Examining the vertical velocity component, shown in Figure B.10, one can see
that the v-velocity is not captured very well. This is not specific for the SST turbulence model, since non
of the applied turbulence models appears to be able to capture the vertical flow component accurately. An
overview of the performance of other turbulence models is presented in Appendix B. Interestingly, the Tran-
sition SST model does not provide a better representation of the flow compared to the standard SST model
(Figure B.5). Instead, the deviation from the wind-tunnel data is larger. The performance of the other transi-
tional turbulence model, the k −kl −ω model, is also not very promising. In contrast, the RSM k −ω model
performs quite well in this case, as can be observed from Figure B.7 and B.8. The Spalart-Allmaras model
also performed reasonably well (Figures B.1 and B.2). The Realizable k −ε model was also tested, in this case
with a Menter-Lechner [10] yplus independent wall model, such that it could be applied on the same mesh.
The results are mediocre at best. Having failed to approximate the lift and drag characteristics of the NACA
0012 with mild separation in the previous case, it must be concluded that the k −εmodels are most likely not
very suited for further application. Instead, the list of candidate turbulence models is reduced to: SST k −ω,
Spalart-Allmaras and RSM k−ω to narrow down the search and save time as the computations become more
computationally expensive.

Despite the fact that the force coefficients were not of prime interest for this study, it is interesting to note that
none of the models was able to predict the drag-coefficient by even a considerable margin. In all cases, the
drag level was under-predicted by about 55−60%. This is explained, if one examines the pressure distribu-
tion (see Figure B.13) The CFD results all predict that the flow recovers to approximately stagnation pressure
(Cp ≈ 0), where as in the experiment a zone of considerable lower pressure (Cp ≈ −1) exists at the aft part
of the airfoil. Hence, the additional pressure drag caused by the separated flow is not sufficiently taken into
account. In terms of lift coefficient, the model predictions are much more accurate ranging from 1.5−2%)
for the RSM k −ω and SST models to about 6−7% for the other turbulence models. As a check for possible
set-up deficiencies, the flow was also computed for a lower angle of attack (α = 8°). In this case, using the
Spalart-Allmaras model, the lift coefficient was within < 1% and the drag deviated about −6% of the experi-
mental data. The implication of this observation is, that in the case of severe flow separation, the CFD results
may not be capable of useful predictions.
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To verify is the implementation of the numerical models have been performed correctly, the current results
are compared with the data obtained by NASA [13]. Again, the data acquired by the NASA team with the
FUN3D software package has been selected for comparison. As can be observed, the current results is identi-
cal, or even slightly better, than the reference data. However, it must be noted that the same comparison with
the SST model was less favourable, as the predictions by NASA appear to be slightly more accurate (Figure
B.14). Nevertheless, it confirms that the current computations are reliable in terms of their correct imple-
mentation. However it does underline the limitations of the CFD model, for example in the case of significant
flow separation.

5.3. NACA 4412 IN GROUND-EFFECT
Having performed previous validation studies primarily to investigate the suitability of various turbulence
models and developed skill and confidence for the primary computations, the following validation case is
aimed to investigate the capability of the numerical models itself to model the ground effect. The study that
will be used for validation is a wind-tunnel experiment by Ahmed [15], investigating the flow over a NACA
4412 in ground effect. This study was chosen as there are very few extreme ground effects studies published,
especially if one considers the implementation of a correct ground boundary condition.

For the experiment, Ahmed used a conveyor belt system to replicate the moving ground. It should be noted
that the test-section was an open-test section rather than a closed section. The experiment was conducted at
incompressible conditions (V∞ = 30.48m/s) and a Reynolds number of Re = 0.3 million. A range of elevation
heights were examined, ranging from h/c = 0.05 to h/c = 1.00. The incidence angle, equal to the angle of at-
tack in this case, was varied between 0° and 10°. The model, with a chord of 150mm and span of 600mm, was
suspended between two plates. The plates extended 125mm in front of the leading edge and were of length
400mm. The dimensions of the square test-section was 800×800×1000 mm. The conveyor-belt system fea-
tured the same dimensions as the test-section floor. Since the angle of attack envisioned for the AeroCity will
be low, the case of α= 4° and h/c = 0.05 is selected for further examination.

The mesh used for this computation is essentially an H-grid with a local C-grid around the airfoil. A close-up
of the mesh is shown in Figure 5.6. The domain extends 8c upstream, 10c in upper direction and 15c down-
stream. A mesh-size of 395,000 nodes was adopted, influenced by refinement near the ground plane along
the entire distance of the domain. In terms of computational models, the SIMPLEC algorithm was applied
once again. Since pressure gradients are expected to play an important role, the Pressure Staggered Option
(PRESTO!) scheme for pressure-discretization was selected in favour of the default second-order scheme.
Discretization of the momentum terms was performed by the MUSCLE scheme, while the turbulent quanti-
ties are taken care of with the QUICK scheme.

Unfortunately, initial computations showed a very poor agreement with experimental data. Lift coefficients
where off by almost 25%, over-predicting the lift compared to the experiment conducted by Ahmed [15] Ex-
amining the pressure distribution, shown in Figure 5.7, it was found that the disagreement is caused by a large
degree by the difference in underside pressurization. The suction side matches relatively better, except that
the small suction peak near the leading edge is not observed in the experiment. Very similar observations
were made by Smith et al [67] in a limited numerical study. Although this could point to a possible limitation
of the numerical models, the difference could also stem from discrepancies in the experimental set-up. The
fact that an open test-section has been used, together with the use of a model that does not span the entire
width of the test-section, raise questions about the accuracy of the measured data.

In order to overcome the dilemma of which data to trust, a second experimental study was found that could
be used for validation. A group of Japanese researchers has been performing experimental research on airfoil
characteristics in extreme ground effect, to investigate their use for the a domestic development of a WIG ve-
hicle, called ’Aerotrain’.[16] As the article is Japanese written, some information regarding the test setup was
acquired from complementary studies. [68] [69]. Instead of having a fixed model and moving surroundings,
a different method is applied where the model is moving by means of towing. A dedicated facility was con-
structed to allow for this type of testing, namely the Hyuga Aerodynamic Research by Towing (HART) facility.
A schematic drawing of the test-setup is shown in Figure 5.8. The airfoil is suspended in a rig, which itself is
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Figure 5.4: Comparison of the non-dimensionalized horizontal u-velocity measured along the
velocity-rakes with wind-tunnel results [14]

Figure 5.5: Verification of Spalart-Allmaras results with CFD results obtained by NASA [13]
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Table 5.2: Comparison of force and moment coefficients with experimental data

Name type cL ∆% cD ∆% cM ∆%

Kikuchi et al [16] WT 1.1281 - NA - − 0.3739 -
Ahmed [15] WT 0.8696 − 22.91 0.01124 - NA -

Spalart-Allmaras CFD 1.1283 + 0.0 0.01097 − 2.4 − 0.4197 + 12.4
SST k −ω CFD 1.0976 − 2.7 0.01137 + 1.1 − 0.4032 + 7.8
Transition SST CFD 1.1379 + 0.9 0.00677 − 39.8 − 0.4232 + 13.2
RSM k −ω CFD 1.1006 − 2.4 0.01150 + 2.3 − 0.4047 + 8.2

mounted on a platform car. Using a set of levers, the angle of attack and elevation height is controlled. The
whole rig is than pushed along the 2km track by a passenger car. The test-section itself is fully enclosed and
515m long. The purpose of the towing method is to test at virtually zero free stream turbulence level, which
is not possible to achieve in a wind-tunnel and using a moving-belt system due to its unavoidable vibrations,
according to Kohama et al. [70]

The computational procedure was left intact, with only a change in velocity to comply with the chord-based
Re = 800,000 used in the study by Kikuchi et al. A mayor difficulty for validation is that unfortunately, the
presented data in the article is very difficult to read, leading, in the case of drag measurements, to unwork-
able data. Hence, validation could only be performed by means of lift- and moment coefficient. To get an
indication for the drag levels, the drag is compared with measured drag data by Ahmed [15], even though this
data cannot be fully trusted. An overview of the force predictions is shown in Table 5.2. As can be observed,
the simulations match the experimental results by Kikuchi et al much better. The Spalart-Allmaras model is
spot on in terms of lift coefficient. The deviation in terms of moment coefficient is larger, although the margin
of error is acceptable given the read-off errors involved. When comparing the drag coefficients with the drag
data by Ahmed, one can see that the results are surprisingly close in the case fully turbulent flow is assumed.
The Transition SST model actually under-predicts the drag by a significant margin. Although this drag data
cannot be used for validation purposes, as it stems from a different data set, is does inspire confidence that
the simulations are approximating the reference experiment well. More-over, it provides an indication that
transition turbulence models may not be suitable for analysis of WIG-craft due to the large deviation in drag.

Examining the pressure distribution over the airfoil, also shown in Figure 5.7, one can see that the CFD pre-
diction matches the measured data by Kikuchi reasonably well. Interestingly, the experimental data shows a
higher suction peak which is not resembled by the simulations. The pressure along the lower side of the air-
foil is on the other hand slightly over-predicted by the simulations. This is also noticed by Takashi et al, when
comparing the results with a potential flow solver combined with a proprietary boundary layer prediction
method. [68] The authors suggest that blockage effects of the test-rig could be the cause for this deviation.
Despite of all the unquantified uncertainties surrounding this close ground effect case study, is has been
shown that the three main candidate turbulence models are at least able to approximate the flow over an

Figure 5.6: Close-up of the NACA 4412 IGE mesh. The domain is divided into a laminar zone (grey) and a fully turbulent zone (green)
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Figure 5.7: Comparison of numerical results for pressure
distribution Re = 800,000 with experimental data [15][16]

Figure 5.8: Drawing of the test-setup as used in the experiment by
Kikuchi et al [16]

airfoil in extreme ground effect.

5.4. WING WITH END-PLATES
The previous validation studies were all focussed on the two-dimensional behaviour and validation of the
numerical models. However, since for the AeroCity, two-dimensional flow will not be of much interest for
the purpose of assessing the aerodynamic performance, a three-dimensional validation study should be con-
ducted. Even though the amount of wind-tunnel experiments regarding WIG-craft is very limited, two studies
are available for validation. [23] [17]. Since the study by Fink and Lastinger involves a geometry very similar
to the AeroCity and has been successfully used for validation purposes in previous CFD studies, their study
will be used for further analysis. [27] [8]

The purpose of the experiment by Fink and Lastinger was to evaluate the influence of aspect ratio in the aero-
dynamics characteristics of a wing in close ground proximity. As such, a series of wings with aspect ratios
varying from AR = 1 to AR = 6 were investigated in the wind-tunnel of the Langley Research Center. Part of
this investigation was to apply an end-plate to the lowest aspect ratio wing and measure the effectiveness. All
testing was conducted at Re = 490,000 and a image-wing was used to apply simulate the ground effect. The
airfoil selected for the wings was a Glenn Martin 21 airfoil, which is a moderate to high cambered airfoil of
22% thickness. In order to prevent the Venturi effect from occurring, the lower aft 30% of the airfoil had been
flattened. Unfortunately, the geometry of the end-plates is not described in detail. Instead, the geometry of
the end-plates was guessed by assuming a wedge-like shape with a rounded leading edge and finite thickness
trailing edge. The inner side of the end-plates was kept straight in order not to accelerate or decelerate the
flow and the upper-side was blended with the airfoil. The additional area was accounted for, as the end plates
are an extension of the plain wing.

For the mesh, an unstructured tetrahedral dominated mesh was selected. Although a multi-block structured
mesh was preferred, it was concluded to be too difficult to construct due to regions of curvature in all three
dimensions. Since a degree of flow separation and regions of high vorticity are expected, an unstructured
mesh may provide similar accuracy as alignment of the mesh with the flow will not be possible in critical ar-
eas. The downside is that in terms of memory allocation, an unstructured grid is much more demanding. An
initial mesh size of 3.4 million elements was selected for initial analysis. A prism layer consisting of 15 layers
was added such that the y+ of the wall adjacent cells was y+ ≈ 1. The same numerical models as used for the
2D ground-effect case have been applied here as well. The initial turbulence that was selected is the SST k−ω
turbulence model, as it consistently performed well in the previous validation cases compared to alternative
models. The Spalart-Allmaras remains a strong candidate as well, as it was developed with wall-bounded flow
in mind it may perform less in a three-dimensional scenario with considerable vortices.

Even though the fact that the mesh was not optimized, the initial results were disappointing. The deviation in
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Figure 5.9: Photograph of the wind-tunnel setup featuring the wing with
half-airfoil end-plates [17]

Table 5.3: Specifications of the aerodynamic model [17]

Property Value Dimension

Span 1219 mm
Chord 610 mm
Aspect ratio 2.0 -
Main airfoil t/c 0.12 -
Side-plate t/c 0.06 -
Reference area 772953 mm2

Table 5.4: Wind-tunnel blockage correction factors [17]

Contribution ∆u

Model and image wing 0.0040 U∞
Wake blockage 0.0010 U∞
Struts and fairings 0.0015 U∞

Total 0.0065 U∞

lift coefficient alone consisted of about 12% compared to the experimental data. It is believed that the main
cause for the deviation is confusion about the actual reference area. Hidden in a footnote, Fink and Lastinger
state that the reference area in the case of end-plates installed is adjusted to correct for any additional area.
Since the geometry is not accurately described, nor the procedure of the correction of the reference area, it
remains guesswork about the exact nature of the correction. Nevertheless, an adjustment of the reference
area based on the actual CAD model did not improve the results sufficiently. Carefully examining the vali-
dation studies based on the Fink and Lastinger experiment reveals that strangely enough the case without
end-plates has been used.[27] [8] Hence, it appears that case with end-plates is not fully reliable for valida-
tion. Since a solid basis of trust in the numerical models is required, and the case without end-plates is less
relevant, it has been chosen to refer to the second wind-tunnel experiment [17].

The experiment by Kumar [17] was aimed to investigate the general aerodynamic and stability characteristics
of a wing in close ground proximity. In terms of setup is was similar to the experiment described previously,
except that a different airfoil and aspect ratio (AR = 2.0) were used in this case. Testing was conducted in
the low-turbulence wind-tunnel of the Cranfield University. The test-section measures 2.4m by 1.6m and is
a closed section. The flow speed was set equal to 100ft/s, which equates to a chord-based Reynold number
of Re ≈ 1.3 million. A photograph of the test-setup is shown in Figure 5.9. Shown is the wing and the image
model, suspended on struts. Note that the gap, which was reported to be 0.5mm is negligible compared to
the model itself measuring 4× 2 ft. Since it was assumed that the amount of leak flow through the gap is
negligible, the gap height was ignored for the numerical model. The airfoil section used in the experiment is
a Clark Y section, with a thickness-to-chord ratio of t/c = 11.7%. Even though this section is thinner than the
AeroCity airfoil (t/c = 15%), the shape and Reynolds number are actually quite similar. The lowest elevation
height h/c ≈ 0.084 and α= 2 ° have been selected for further analysis. Note that the elevation height is mea-
sured with respect to the quarter-chord point in this case.

Unlike the study by Fink and Lastinger [23], the geometry and the reference area are well described. An
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Table 5.5: Mesh dependency study for three different mesh sizes.
Data compared with experimental data by Kumar [17]

.

# cells CL ∆% CD ∆%

4.7m 0.5937 + 6.59 0.00922 − 16.94
13.8m 0.5783 + 3.82 0.00990 − 10.86
18.6m 0.5767 + 3.53 0.00989 − 10.80
27.5m 0.5764 + 3.48 0.00993 − 10.54

Table 5.6: Comparison of CFD predictions with experimental data
by Kumar [17] using different turbulence models.

Model CL ∆% CD ∆%

SST 0.5783 + 3.82 0.00993 − 10.54
SA 0.5808 + 4.29 0.01020 − 8.09

RSM 0.5658 + 1.59 0.00933 − 15.92

overview of the model parameters is presented in Table 5.3. For the geometry of the end-plates, two differ-
ent designs where tested. One where the side-plate cross-section is a full Clark Y profile and a design where
the only the outer contour is given by a Clark Y profile, while the inner section is straight. The latter design
has been adopted in this case. The side-plates are half the thickness of the main element and blended with
the main wing. The reference area for this particular configuration was found to be 8.32 ft2 or 0.77 m2. To ac-
count for any blockage effects, the correction factors for the model solid and wake blockage, together with the
blockage by the struts, have been determined. However, as can be observed from Table 5.4, the total blockage
correction factor is less than < 1% U∞. Therefore the effect of blockage was neglected in the experiment [17].

The cross-section of the computational domain was kept identical to the test-section of the wind-tunnel.
Due to the relative computational cost of unstructured grids, the domain was extended only 4c upstream
and 8c downstream. Since the wake is expected to be limited and the blockage of the model has been shown
to be negligible, this limitation should not influence the results in a significant matter. Instead, it has been
opted to study the effect of the mesh size on the force predictions. By subsequent mesh refinement in close
proximity of the wing, the number of cells was gradually increased. An overview of the results is shown in
Table 5.5. As can be seen, the predictions by the CFD model over-estimate the production of the lift force
and under-estimate the drag. Utilizing the most coarse grid, the deviation of the numerical results with the
experimental data is too large, since a deviation of the drag coefficient of less than ∆CD ≤ 10% is strived for.
Refinement of the mesh yields to much more acceptable levels of the deviation with the wind-tunnel mea-
surements, even though the deviation is still just outside the bounds, set in Section 3.2.1. However, further
refinement of the mesh does not appear to significantly improve the results. The gain of doubling the total
cell count, is less than∆CD < 0.5%. Since the average time per iteration increases exponentially with the total
mesh size, a trade-off should be made. Comparison of the data in Table 5.5, shows that a mesh consisting
of about 13.8 million cells provides sufficient accuracy, given the required computational load. Although the
current analysis involves a single simulation, meaning that the computational time is of less importance, the
balance between refinement of the mesh for the increased accuracy at the cost of computational cost, will
become more important for the next phase of the project. For the current simulation, the most refined mesh
was selected in the end, disregarding the increased computational cost.

In order to investigate if the solution could be improved, the two other candidate turbulence models were
used to compute the flow field around the wing. The results are shown in Table 5.6. The Spalart-Allmaras
model appears to be more able to accurately predict the drag. However, in terms of lift coefficient the accu-
rate is less compared to the default SST k −ω model. In contrast, the RSM k −ω model is very close in terms
of lift predictions, but fails to compute the drag properly. The latter actually holds true for all three models,
as the difference in force coefficient is in all cases too large for quantitative analysis. The cause, for the over-
prediction of the aerodynamic efficiency by the numerical model, compared to the wind tunnel observations,
is unclear. Possibly, the interaction of the flow between the struts and the model caused the some degree of
separation in the vicinity of the mounts. Although not reported by Kumar, this could explain the lower drag
and higher lift values found by the CFD simulation, as the struts where absent in the numerical model.

Regardless of the small difference in force coefficients, it is interesting to investigate some of the physical
quantities. Shown in Figure 5.10 are the static pressure contours over the wing. Note that the pressure levels
indicated are not absolute, but relative to the ambient pressure. Looking at the contour levels at the vertical
symmetry plane, one can see the typical pressure contours, also found in 2D analysis of airfoils. The stagna-
tion region at the leading edge, accompanied with a zone of higher pressure in front of the wing, is clearly
visible. Towards the wing-tips, the regions of lower pressure reduce in size as the side-plates are of lower t/c.
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Figure 5.10: Contours of static pressure over the Clark Y wing using the k −ω SST model

Figure 5.11: Contours of skin friction coefficient over the Clark Y wing using the k −ω SST model

Figure 5.12: Streamlines around the Clark Y wing, coloured with the local velocity of the flow, using the k −ω SST model
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As a consequence, the suction levels on the side-plates are lower compared to the main element. If one looks
closely, a small region of low static pressure can be seen to exist at the upper portion of the side-plate leading
edge. This is explained by the fact that the flow approaches the stagnation zone on the wing, but instead
deflects around the edge of the wing. With strong local curvature, the flow is accelerated quickly causing a
strong, very local, zone of low static pressure. Similarly, a stagnation location at the inner side of the end-plate
can be spotted, as flow trying to escape around the wing-tip is trapped by the end-plates.

To investigate if the flow separates from the body, one could plot the streamlines over the body to reveal a
departure of the flow from the body. However, one could also examine the skin friction coefficient or wall
shear stress contours to identify separation zones. The latter is shown in Figure 5.11. As expected, the wall
shear stress is the highest in the regions with a strong curvature, for example at the leading edge just above
or below the stagnation line. The location where the the leading edge of the side plate and the main wing
join, is marked by a small zone of very high shear stresses. This is again explained by the flow of air deflecting
around the wing, rather than following the contour of the main airfoil. Directly below this small zone, the
wall shear stress can actually be seen to very low, approaching zero. This is an indication of flow separation.
As the side-plates have a contour that consists of an airfoil with a straight lower half, the leading edge of the
plates contains a sharp edge. Air flowing around the wing will face the side-plate at a non-zero angle of attack
and separate from the body as a consequence. After a short distance, the flow can be seen to re-attach to the
surface, indicated by a non-zero wall shear stress. Another zone of flow separation can be identified near the
trailing edge, where the wall shear stress is reduced to zero. Although the angle of attack (α= 4°) is small, the
flow faces an additional adverse pressure gradient due to ground effect. Interestingly, the flow does not ap-
pear to separate over the entire trailing edge. Near the blending region of the main airfoil and the side-plate,
a narrow stretch ,extending up to the trailing edge, exists where the wall shear stress is non-zero.

This could be explained examining the streamlines, shown in Figure 5.12, near the blending region between
the side-plate and the main wing. Air is flowing over the edge and accelerated, as it follows the strong convex
shape of the blending region. As such, the boundary layer locally experiences a less steep adverse pressure
gradient and it is able to remain attached to the surface for a longer period of time. Near the aft portion of
the wing, the curvature of the blending region becomes to large for the matured boundary layer. As a con-
sequence, the flow separates right at the blending region. Although the amount flow separation is relatively
small, it shows that careful design, by means of smaller curvatures near the aft portion of the wing, may at-
tribute to lowering the overall drag. Since the blending region for the wind tunnel model was not described by
Kumar [17], the aerodynamic phenomenon described above will have been of different severity in the actual
experiment. Next to the inclusion of support struts, this could explain the difference in force coefficients.

5.5. CONCLUSIONS FROM THE TEST-CASES
Reviewing the above simulation cases, it becomes apparent that the precise prediction of the drag force re-
mains very difficult with CFD simulation. This appears to originate from the limitation of turbulence models,
to model flow separation in a correct manner. In the case of the NACA 4412 (Section 5.2), very significant flow
separation was involved. Although some turbulence models, such as the Spalart-Allmaras and SST models,
were able to model the u-velocity of the separated flow with relative good accuracy. However, in terms of the
vertical v-velocity component, none of the tested models proved to be proficient. As a result, drag predictions
were of by almost 40% or worse. Although this is considered an extreme case, in general, a drag deviation of
approximately ∆D ≈ 10% should be accounted for. In terms of lift coefficient, the results are better. However,
still a deviation of a few percent should be reckoned with.

Although this may appear to be sobering conclusion, one should remember that the tolerances of the actual
wind-tunnels experiment could sometimes be of the same order of magnitude. As witnessed with the close-
ground effect studies, discrepancies in the experimental data or set-up do exist as well. More-over, it can be
hard to fully replicate the experimental set-up, as not all data is always provided. For example, the exact model
geometry was not described sufficiently in the three-dimensional WIG effect study by Fink and Lastinger
[23]. The uncertainty introduced into the simulation by these knowledge gaps, introduce uncertainties in the
final results as well. Hence, it is crucial that as much relevant data of the experiment is available in order
to distinguish model defects from experimental uncertainties. In the case of this project, this limitation is
hopefully minimized, as much of the experimental raw data is available for comparison.



6
SETUP AND PRE-SIMULATION

Having completed the various CFD test-cases for selecting the most suitable turbulence model, the actual
analysis phase of AeroCity is commenced. This chapter is divided into several parts. First, the set-up of the
wind-tunnel experiment is discussed in more detail. Next, the construction of the mesh and pre-simulation
steps are discussed in more detail. Finally, some initial results are presented that are used to make adjust-
ments for the final simulations.

6.1. EXPERIMENTAL SETUP
The wind-tunnel experiment that is replicated for the purpose of model validation is the experiment by Nas-
rollahi [2]. A general description of the experiment is given in Section 2.2.2. Only a single configuration will be
used to validate the model, namely the configuration with αbod y = 3°, h/c = 0.05 and a gap height hg = 7mm.
The choice for this configuration is motivated by the fact that the additional boundary layer measurements
performed in the experiment are limited to this configuration. The boundary layer data could be very useful
to explain any discrepancies between the model and the experiment, in the case these would arise. Note that
the gap height is a dimensional quantity, in contrast to the angle of attack and height to chord ratio. For ease
of analysis, the gap height from now on will be non-dimensionalized with elevation height. For the current
configuration, this yields to hg /h = 0.14.

The model was suspended on the roof of the test-section and mounted directly on the balance scale by means
of four bolts. A photo of the model installed in the test-section is shown in figure 6.1. Since the bolts are not
expected to have a significant impact on the flow around AeroCity, they are not incorporated in the CFD
model. The force measurements conducted during the experiment are obtained directly from the balance
readings. This implies that no correction factors to account for model or wake blockage have been applied,
which is actually confirmed in the report of the experiment [2]. Although disregarding the correction factors
reduces the credibility of the experimental findings, it makes a direct comparison between the experimental
and numerical data a more straight forward. Flow speeds were varied between 10m/s to 100m/s, which is
near the upper limit of the LTT wind-tunnel. These velocities translate to a Reynolds number ranging from
Re = 0.7 to Re = 6.8 million. Note that for the highest flow velocities, flow compressibility becomes impor-
tant. This is however not accounted for, by assuming incompressible flow only. During the CFD simulation,
the inlet velocity will be limited to 80 m/s in order to justify the assumption of incompressible flow.

During the wind-tunnel experiment, force and pressure measurements were conducted with both an undis-
turbed and tripped boundary layer. In the latter case, transition was invoked at x/c = 0.05 by means of a layer
of dual-sided tape. Due to presence of the ground boundary layer, it will not be possible to divide the com-
putational domain into a laminar and turbulent zone, hence a full turbulent domain is adopted. Although
several transition models are available in Fluent, it was shown (see Section 5.3) that these models appear to
be less accurate for the prediction of extreme ground effect flows. Since it was found in Section 2.2.2 that the
difference in terms of force measurements is actually very small, this decision should not affect the accuracy
of the model significantly. The turbulence model that was found to be most consistent and accurate during
the previous investigations of the ground effect (Chapter 5) is the k −ω SST model. Turbulence boundary
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Figure 6.1: Photograph of the aerodynamic model installed in the wind-tunnel test-section [2]

conditions were set to resemble the turbulent conditions of the LTT, namely with a turbulence intensity of
I = 0.10%. It should be noted that the actual LTT turbulence intensity is lower, depending on the flow velocity
(I = 0.015% at 20 m/s). However, as the model is not subjected to the undisturbed free stream but rather par-
tially submerged in the wall bounded flow, the slightly higher value for I has been adopted. To complement
the turbulence intensity, an eddy viscosity ratio of 3 has been selected. [71]

Since the model is not equipped with any pressure ports, measurements of the local pressure are obtained
with a Pitot-static tube, rather than manometer of the LTT wind-tunnel. The Pitot-tube was connected to
a digital pressure gauge. By mounting the Pitot-tube on the model upper surface, the pressure distribution
over the upper surface was investigated. Since the Pitot tube was elevated above the surface, the height from
the surface varied slightly depending on the surface curvature. According to Nasrollahi, the height of the
Pitot-tube above the surface varied between 4mm to 10mm. A consequence of this manual approach is, that
measurements at the pressure side of the vehicle, are very difficult. Therefore no pressure measurement have
been conducted at the pressure side. The same applies for the side plate, of which no static pressure data
is available. This is a limitation for the validation process, as the pressure side is of most importance when
designing a WIG vehicle.

In terms of ambient conditions, the data is well recorded. An overview of the ambient conditions is presented
in Table 6.1. It should be noted that these conditions apply to the measurements conducted with a fixed lo-
cation for boundary layer transition only. For the natural transition experiment, conducted the same day, the
temperature was lower at 13.9°C . Whether or not the temperature continued to increase during the exper-
iment is unclear. Nevertheless, it assumed that any temperature variation within the time-frame of experi-
ment can be safely neglected. The reference pressure P∞ is set as reference pressure during the experiment.
No gauge pressure is applied. The density and dynamic viscosity are entered as constant values, instead of
obtaining these values from the ideal gas law. Since heat losses are expected to be of minor influence, this
simplification should be justifiable, as it removes the need to compute an additional PDE, namely the energy
equation. Instead, the change in temperature is computed by means of isentropic relations, as the density is
assumed to remain constant.

Table 6.1: Reference values for ambient conditions, as recorded during the wind-tunnel experiment [2]

Property Symbol Value unit

Pressure P∞ 102190 Pa
Temperature T∞ 289.4 K
Density ρ∞ 1.230 kg/m3

Kinematic viscosity ν 1.46 ·10−5 m/s−2

Dynamic viscosity µ 1.79 ·10−5 m/s−2
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Figure 6.2: Schematic drawing of the Low Turbulence Tunnel (LTT) facility of the TU Delft [18]

6.2. WALL BOUNDARY LAYER
Since it is suspected that influence of the wind-tunnel wall boundary layer played an important role in the
experiment, it can prove useful to investigate the characteristics of this boundary layer in more detail. If one
examines the design of the LTT tunnel, shown in Figure 6.2, one can identify the settling chamber and test-
sectioned denoted by A and E respectively. After the bend, the flow passes through a series of flow straight-
eners to break up any larger scale turbulence and straighten the flow lines. Right after the flow straighteners,
often a series of hexagonal meshes, a fresh boundary layer will start to develop. Since the settling chamber
contracts, the boundary layer will be subjected to a favourable pressure gradient. As such, the boundary layer
growth will be less substantial than in the case of a flat plate. Measuring the distance between the last flow
straightener and beginning of the test-section, the length is approximately 7.40 meters. Since the model is
placed in the center of the test-section, the total boundary layer length near the model will approximately be
equal to 8.2 meters. A model length of 1.00m has been assumed in this case.

Fortunately, the boundary layer thickness in the test-section of the LTT has been measured in a previous
experimental campaign conducted in the LTT (courtesy of W.A. Timmer). Shown in Figure 6.3 are the non-
dimensionalized velocity profiles of the upper wall boundary layer at various positions in the test-section.
Note that the reference position x = 0 is taken at the beginning of the test-section. The free-stream velocity
of the flow was kept equal at V = 77.5m/s during the measurements. As can be observed from the figure, the
displacement thickness δ99 is already quite thick right after the entrance of the test-section and continues to
grow steadily. Plotted in Figure 6.4 are the actual displacement thickness’s, as measured at the various loca-
tions. According to the figure, the displacement thickness at the leading edge of the model should be around
26mm. Using a curve-fit, one can approximate the location where the displacement thickness is equal to
zero. This location will be referred to as the ’virtual origin’ of the boundary layer. According to this regression
curve, the virtual origin would be positioned approximately 2.5 m upstream of the test-section.

However, this position is located inside the settling chamber, upstream of the contraction region. Since the
boundary layer experiences a favourably pressure gradient, the distance cannot be directly translated into a
flat plate length. The latter is important, since the wind-tunnel wall will be modelled by a flat wall. In order
to predict the corresponding flat plate boundary layer length, an approximation can be obtained by using a
Blasius [72] solution for a flat plate. The formulation for laminar and turbulent flow are given by:

δl am = 4.91xp
Rex

, δtur = 0.37x
5
p

Rex
(6.1)

Since the computational domain is fully turbulent, only the turbulent formulation will be of interest in this
case. Hence, the relatively small laminar part is neglected. These assumptions only hold true for flat plate,
without any pressure gradient and constant velocity. Using these approximations, one would arrive at a plate
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Figure 6.3: Velocity profiles of the LTT upper wall measured w.r.t.
the start of the test-section

Figure 6.4: Plot of a regression curve of the displacement
thickness’s of the LTT upper wall

length in the order of 1.2m. This is considerably less than the prediction based on the LTT data, which sug-
gests an upstream distance of 2.5m, measured from the start of the test-section.

In order to investigate whether the estimation, that the equivalent turbulent flat plate length is approximately
equal to L = 1.20m, is valid, the measured boundary layer profile is compared with an analytical solution.
This is indicated by the dotted line in Figure 6.3. The plotted profile computed with the so-called power-law,
where the power n ≈ 7 [61]. Note that the actual velocity profile does not coincide with the measured velocity
profile. Since the power-law method assumes a constant velocity profile, regardless of the local length-based
Reynolds number Rex , this is inevitable. Although it is possible to derive an analytical velocity profile that
accounts for a varying shape factor, such as the entrainment method proposed by Head [73], the implemen-
tation is much more cumbersome. Since the equivalent turbulent flat plate is of main interest in this case,
a confirmation of the approximate displacement thickness is deemed sufficient. Comparing the locations
where the velocity ratio u/U is close to unity, one can observe that the boundary layer thickness’s are indeed
approximately equal. Hence, it can be concluded that the approximated equivalent turbulent flat plate length
of L = 1.20 is a good initial guess.

6.3. MESH CONSTRUCTION
The computational domain is constructed to resemble the LTT wind-tunnel test-section. The width and
height are identical to the wind-tunnel dimensions. However, a compromise is made in terms of the cross-
section. The wind-tunnel cross-section, at the test-section, is octagonal, while the computational domain is
rectangular. It is assumed that this decision will not affect the flow around AeroCity significantly. Whether
this assumption is justified will need to be confirmed at a later stage. In order to reduce the computational
cost, the domain is split at the XZ-plane. By means of a symmetry boundary condition, only one half of the
model is simulated.

The up- and downstream boundaries of the computational domain are located 5c and 8c downstream of
the model respectively. An overview of the computational domain is shown in Figure 6.5. The downstream
boundary is modelled by means of a pressure-outlet with zero back-pressure. The boundary should be lo-
cated far-enough downstream in order not to influence the flow field upstream and allow the wake structure
to fully develop. In case of the upstream boundary, it is assumed that a distance of 5c is sufficient from pre-
venting the model pressure field to alter the inlet conditions and vice versa. It should be noted that a larger
distance between the model and the inlet plane would be preferred. However, for the sake of computational
expense, the domain has been confined to these limits. Nevertheless, it is assumed that the influence the
boundaries of the domain are extended sufficiently far away, to neglect their influence on the results. The
inlet itself is modelled by a velocity inlet with zero gauge pressure. A uniform velocity profile is specified. The
boundary layer length of the ground wall is controlled by splitting the ground surface in a slip and no-slip
zone.
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Figure 6.5: Overview of the computational domain

In order to minimize the computational load, the fluid volume has been divided into three separate zones.
This allows the cell size in the vicinity of the model and the wake to be refined further, while the surrounding
flow is captured in less detail. Again, the size of these refined volumes needs to be restricted, as the total
number of cells grows very rapidly when the local cell size is reduced. The volume directly surrounding the
AeroCity model, referred to as the body of influence, needs the highest level of refinement. The local cell
size should be sufficiently small to capture all relevant flow phenomena occurring around the body, such as
the formation of vortices and local separation of flow. An image of the generated mesh is shown in Figure
6.6. As an example, one can observe a refinement of the mesh on parts with a strong or complex curvature,
such as the joint between the leading edge of the wing and side-plate. The latter can be more clearly seen
in Figure 6.7. Similarly, near the trailing edge (Figure 6.8), the local mesh is refined to capture the potential
separation of flow accurately. As the wake directly behind the trailing edge is also modelled inside the body
of influence, the near to intermediate wake can be captured by a slightly less refined mesh. Since the typical
wake structures, such as vortices, grow rapidly in size downstream of the body, the cell size can be increased
accordingly. The rest of the flow domain, such as the upstream and wake in the far-downstream, is modelled
by a coarser mesh. This is acceptable, as the gradients of the flow properties are relatively small in these areas.

6.3.1. BOUNDARY LAYER MESH
In order to allow the turbulence models to capture the boundary layers, on both the AeroCity model and
the ground plane, with sufficient accuracy, prism layers have been applied. The first important aspect of
the prism layers is that the first cell height is small enough such that Y + ≈ 1. Although one can usually only
check if the mesh is refined enough after the simulation has been completed, one can make a reasonably
guess by looking at the wall shear stress of a flat plate [74]. Secondly, the total number of layers within the
boundary layer should be sufficient to capture the flow properly. This has been explained in Section 4.4.1 in
more detail. Although the boundary layer characteristics are different on every location on AeroCity, a uni-
form prism layer mesh has been applied. Ideally, one would construct a varying prism layer mesh to capture
the boundary layer in the most ideal way, regardless of the location. However, this is very demanding, as a
smooth transition of the layers is required at all locations.

The region of the gap between the ground and the end-plate should be given special care. Since the vertical
height available (7mm) is limited, there is not enough space for prism layers over the AeroCity model and the
ground-plane to co-exist. By locally reducing the number of layers by means of stair-stepping and compres-
sion of the layers, intersection of the prism layers can be avoided. Since the velocity gradient of the local flow
is expected to be large, due to the significant pressure difference on either side, one needs to make sure that
the quality of the cells involved is optimized. This can be achieved by a series of smoothing operations, both
locally and globally. To limit the number of prism layers required, a global prism height ratio of r = 1.30 has
been selected. Admittedly, this ratio is quite large since a ratio of r = 1.10 to r = 1.20 is more common. For
cases where boundary layer resolution is of utmost importance, ratios down to r = 1.05 are even used. How-
ever, selection of this relatively large growth ratio enables the use of fewer prism layers, reducing the total
number of cells in the mesh considerably. The increased numerical error is the cost that is paid for the gain
in computational efficiency.
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Figure 6.6: Capture of the surface mesh of AeroCity

Figure 6.7: Close-up of the surface mesh near the leading edge of AeroCity

Figure 6.8: Close-up of the surface mesh near the trailing edge of AeroCity
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Figure 6.9: Wall Yplus contours of the AeroCity model and the near-ground plane at V = 40m/s

As mentioned in Section 4.4.1, the yplus value needs to be Y + ≥ 300 to Y + ≥ 500 in order to resolve the lower
part of the velocity defect region of the boundary layer sufficiently. As such, one should take care that the
faces of the last prism layer indeed confirm to Y + ≥ 500. In this case, this results into a prism layer thick-
ness of h > 5mm. Note that the Y + values have been obtained from an calculation tool and are therefore
only estimates of the actual Y + value. Post-processing of the simulation data will have to reveal whether the
boundary layer is indeed resolved with sufficient accuracy. Unfortunately, the Fluent software does not com-
pute the yplus value for interior cells. Hence, a direct analysis of the yplus value is not possible.

Equal care should be taken to resolve the viscous sub-layer with sufficient accuracy. For a low Reynolds tur-
bulence model, this requires the wall adjacent cells to conform to Y + ≈ 1. Shown in Figure 6.9 are the Y +
contours over the body of the AeroCity model. As can be observed, the actual yplus values are varying quite
a bit due to the differences in local velocity. In this case it can be seen that over a large portion of the upper
surface Y + ≈ 1. However, at the side plate, the contours show Y + ≤ 0.50 due to the locally reduced velocity
of the flow. Although very small values of yplus should also be avoided, it is inevitable in this case. In con-
trast, higher values of yplus can be observed on the leading edge of the side-plate. Due to the higher than
free-stream velocity, the yplus requirement is more stringent in this particular area. Still, with the maximum
Y + < 2.00 the viscous sub-layer of the boundary layers should be well resolved.

6.4. CONVERGENCE
Another concern one has to deal with when performing CFD calculations, is the convergence criterion. To
assure that the solution found is indeed the steady-state solution of the flow problem, a set of objective con-
vergence criteria need to be set. A common approach is to define a minimum threshold for the residuals ri

of the PDE’s, for example ri ≤ 1E −4. However, this can lead to pre-mature acceptance of the solution as one
should focus on the convergence rate of the force coefficients instead. The residuals of the PDE’s, at least in
Fluent, are the scaled residuals. This means that they are directly dependent on the relaxation factors applied.
In the case that considerable relaxation is applied, this can lead to a false indication of the convergence of the
solution. To avoid this, the force coefficients are taken as a convergence indicator instead. If the lift and drag
no longer change after a period of time, one can safely assume that the solution has converged. The criteria
for convergence that have been adopted for this project are the following:

• Change in lift coefficient after 1000 iterations ∆cL ≤ 1E −4

• Change in drag coefficient after 500 iterations ∆cD ≤ 1E −5
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Figure 6.10: Example of convergence history of CL Figure 6.11: Example of convergence history of CD

Figure 6.12: Dependency of force coefficients on total mesh size Figure 6.13: Average time per iteration for various mesh sizes

The values of the residuals in this case are an indication of the credibility of the solution. If the residuals are
still relatively large but no longer decreasing, than the numerical errors involved could have prevented solu-
tion from further convergence. On the other hand, if the residuals are sufficiently small and still decreasing
after convergence of the force coefficients, then one be can certain that solution has reached a steady-state
solution. The threshold for the residuals that has been adopted in this case is ri ≤ 5E −5. Typically, the above
convergence criteria were met after approximately 5000 iterations, depending on the relaxation factor for the
higher-order terms. An example of the convergence of the lift and drag coefficient is shown in Figure 6.10 and
6.11. As can be observed, both coefficients are already within 10% of their respective steady-state values after
approximately a 1000 iterations. In general, the lift coefficient converges after about 3000 iterations, where
as the drag coefficient takes significantly longer before it reaches a true steady-state value. Hence, the con-
vergence criterion for the drag coefficient is, for these cases, the critical factor to accept convergence of the
solution.

6.5. MESH DEPENDENCY OF RESULTS

Since the amount of computational power is constrained by the hardware available, one should strive to op-
timize the balance between precision and computation time. In order to investigate which mesh size should
be selected and where local refinements are required, a mesh dependency study has been conducted. In
terms of mesh refinement, one has multiple options where to refine the mesh. After a few mesh variations, it
was found that the solution is most sensitive to changes of the mesh directly surrounding the model, the so-
called body of influence. Variations in mesh size of the AeroCity surface mesh did show some deterioration
of the results when coarsening the mesh, however the impact on the total mesh size was small. As such, it
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was decided to have a fairly refined surface mesh on the AeroCity body. With the surface mesh kept constant,
a sweep of simulations was performed using different cell volumes for the body of influence.

The results of the mesh dependency study are shown in Figure 6.12. Shown is the deviation of lift and drag
coefficient with the experimental data for various mesh sizes. As can be seen, the results are converging
to a fixed deviation as the mesh size is increased. Clearly, the smallest mesh size of about 3.5 million cells
is limiting the solution due to insufficient refinement of the mesh. However, when the mesh size is raised
above approximately 10 million cells, the gain in accuracy with further mesh refinement becomes marginal.
The difference in deviation of drag coefficient between approximately 10 and 15 million cells is about 0.50%.
The latter mesh size approached the upper limit of mesh size, since the unstructured mesh consumes a lot
of computational memory. As such, extending the trend-line to larger mesh sizes was not practically possible.

Aside from memory allocation, there is another practical consideration that one must make when picking a
suitable mesh size. As the mesh increases in size, the computation time increases rapidly. this is shown in
Figure 6.13, where the average time per iterations is plotted versus the number of cells. As can be observed,
the average time per iteration grows exponentially with the number of cells. Considering that the solution is
seen to converge after approximately 6,000 iterations, the difference in computation time becomes signifi-
cant. The mesh of 10 million cells will take about 23 hours to converge, while the mesh containing 15 million
cells will be seen to converge after almost 42 hours. Considering that the aim of the project is to use the CFD
simulations as analysis and design tool, meaning that any changes to the design or operational conditions
should be assessed at a regular basis, the mesh of 10 million cells is preferred. The trade-off between accu-
racy and computational cost is balanced best in this case.





7
SIMULATION RESULTS

In this chapter the results of the CFD simulations performed on the aerodynamic model of AeroCity will be
presented. In the first and most elaborate part, the results from the replicated wind-tunnel experiment [2] will
be presented. After a thorough analysis of the aerodynamics of the AeroCity, the ground boundary condition
is altered to a moving ground boundary condition to asses the influence of the boundary condition on the
aerodynamic performance of the AeroCity model. Finally, a track wall is added to the model to determine
what influence the addition of a side wall has on the characteristics of the flow around the model.

7.1. FORCE MEASUREMENTS
Before assessing the flow characteristics of the AeroCity model, it is first examined how the performance in-
dicators of the simulated model compare with the experimental data. Both the lift and drag coefficients are
of prime interest here, as together these determine the lift-over-drag of the AeroCity. A high lift to drag ratio is
required, in order accomplish the ambition of an energy efficient transportation system. Although the energy
efficiency of the system as a whole will also depend on other factors, such as the propulsion system, the L/D
ratio will play a crucial role.

The results for the lift and drag coefficient are shown in the Figure 7.1. Starting with the lift coefficient, one
can observe that the lift predictions agree well with the experimental data at the lower flow velocity range.
However, when the flow velocity is increased, the two data-sets start to deviate. The numerical data in this
case over-predicts the lift. The growing deviation of experiment and simulation data is explained by the oppo-
site trend with flow velocity. During the wind-tunnel experiment, it was found that the lift coefficient slowly
decreases with increasing flow velocities. The simulations however shows an opposite trend, namely a small
positive trend with the free stream flow speed. The latter is more in line with expectations, namely a modest
positive trend with Reynolds number Re.

Turning the attention to the drag coefficient, a similar observation can be made. That is, a reasonably good
agreement of the drag prediction at lower flow velocities, but which increasingly deviates from the experi-
mental values, when the velocity of the free-stream is increased. Where-as the lift coefficient was approxi-
mately invariant of the free-stream velocity of the flow, the simulations actually predict a decrease of the drag
coefficient. Although it is promising that the CFD simulations agree well with the experimental force mea-
surements in the lower part of the flow velocity domain, it is the aerodynamic performance at higher flow
speeds which is most relevant for the AeroCity. With cruise-speeds varying between approximately 40 m/s to
80 m/s, the accuracy of the drag prediction by the CFD model weighs more heavily. Especially, considering
that the required power scales with the cubed power of the velocity.

In order to examine the relative deviation, the deviation of the numerical data with the obtained wind-tunnel
measurements are show in the upper part of Figure 7.3. The deviations are expressed in terms of percent-
ages. Again, it can be observed that the agreement at the lowest part of the velocity range is quite good.
However, after increasing the flow velocity beyond 20 m/s, the curves of the relative deviation depart from
each-other. Approaching 80 m/s, the deviation amounts to +6% and −16% for the lift and drag coefficient
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Figure 7.1: Comparison of lift and drag coefficients with
experimental data [2]

Figure 7.2: Comparison of pitching moment coefficient and
relative deviation with experimental data [2]

Figure 7.3: Relative deviation with experimental data [2]and
graphical location of the centre of pressure

Figure 7.4: Comparison of Cp pressure distribution at z/c = 0 with
experimental data at 40m/s [2]

respectively. Translated to lift-over-drag ratio, the deviation of the CFD prediction with the experiment is off
by ∆L/D = 26%. The magnitude of the aerodynamic efficiency, shown in Figure 7.2 varies between L/D≈ 11
to L/D≈ 14. This is on pair with the observations made by Nouwens [1].

Also shown in Figure 7.2 is the development of the moment coefficient. Note that moment coefficient is taken
at the the quarter-chord point, at the lowest point of the side-plate. The moment coefficient shows only a
small variation with flow velocity, increasing in absolute magnitude. Again, this is opposite to the observa-
tions made during the wind-tunnel experiment. The difference between the moment coefficients increases
up to ∆CM ,0.25 ≈ 10%.

In order to investigate how the pitching moment CM ,0.25 is affected by the lift and the drag, the centre of
pressure is computed. By convention, the centre of pressure is assumed to be on the chord line of the mean
aerodynamic chord. For the AeroCity, at α = 3° and h/c = 0.05, the chord line is suspended about y/c≈ 0.10
of the ground. The chord-wise position of the centre of pressure is found to be xcop /c ≈ 0.40. To illustrate the
position of the centre of pressure, for the current configuration, the location is schematically shown in Figure
7.3. Although the centre of pressure shifts downstream when increasing the velocity of the flow, the difference
in chord-wise location only amounts to a few millimetres. Since the aerodynamic moment induced by the
lift force is dominant, and both the lift force and moment arm increase with the flow speed, the magnitude
of CM ,0.25 increases. The decrease of the drag force cannot offset the lift induced aerodynamic moment.
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Figure 7.5: Pressure distribution at various span-wise locations,
measured at U = 40m/s

Figure 7.6: Comparison of the pressure distribution at z/c= 0.00
and z/c= 0.15 for two flow velocities with experimental data [2].

However, during the wind-tunnel experiment, where the lift decreased in magnitude and the drag remained
almost constant, the magnitude of CM ,0.25 was decreased by the same mechanism.

7.2. PRESSURE DISTRIBUTION
To examine the flow around the AeroCity in more detail, the distribution of the pressure is plotted in Figure
7.4. The obtained pressure data, given by CP , is compared with the pressure measurement conducted dur-
ing the wind-tunnel experiment [2]. As can be observed, the two data-sets show good mutual agreement. At
approximately x/c=0.30, the experimental pressure measurement shows a small bump in the pressure distri-
bution. Although this could suggest the presence of a small separation bubble, this was actually not observed
by Nasrollahi during the experiment. More likely, the data point is slightly off due to a measurement error.
As explained in more detail in Section 6.1, the height variation of the pitot-tube was in the order of several
millimetres and dependent on the local curvature of the body.

Taking a closer look at the aft portion of the AeroCity, it can be observed that the CP levels during the wind-
tunnel experiment were slightly more negative. Whether this is once again due to measurement errors or due
to a differences in boundary layer development will need to investigated later. Since the pressure distribu-
tion on the upper surface matches well with the experimental data, the difference in terms of lift coefficient
should originate from a difference in pressure at the lower surface. Unfortunately, there is no experimental
data available for this surface, to be used for comparison.

Note that the pressure distribution of Figure 7.4 was obtained at the mean aerodynamic chord (z/c= 0.00).
Since this is the centre section of the wing, the influence of the tip vortices on the local pressure distribution
is limited. To investigate how the pressure distribution is affected by the finite span, the CP distribution at
two outboard span-wise positions are plotted. This is shown in Figure 7.5, with the pressure distribution of
the mean chord as reference. As can be seen, the pressure distribution at half-span (z/c= 0.10) is affected the
slightly. Most noticeable is the reduced suction on the front part of the upper surface. Also, the CP values near
the trailing edge can be seen to be different. The adverse pressure gradient along the chord-line is lower up
till x/c≈ 0.90, after which the pressure increases at a higher rate. Like the pressure distribution at z/c= 0.00,
the pressure converges to a value of CP ≈ 0.30 at the trailing edge.

However, looking at the pressure distribution at 3/4 semi-span (z/c= 0.15), it can be observed that the CP

distribution is altered significantly. The pressure on the upper surface is less negative, up to x/c≈ 0.60 of the
chord. After this point, the CP values remain lower compared to inboard wing sections. Again, at around
x/c= 0.90, the pressure increases suddenly and recovers to CP ≈ 0.20. The flattening of the upper side portion
of the CP curve, followed by a sudden increase in pressure could indicate a separation bubble. However, con-
sidering that the location is far aft and the adverse pressure gradient is low, this is not very likely. Instead, it is
suspected that a tip vortex is responsible for enhanced negative CP values at the aft portion of the AeroCity.
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Figure 7.7: Pressure contour plot of the upper (left) and lower (right) surface for U = 40 m/s

Figure 7.8: Pressure contour plot of the upper (left) and lower (right) surface for U = 80 m/s

This will be investigated in more detail in Section 4.2.

All of the above pressure distribution comparisons were conducted at a single velocity, namely 40 m/s. How-
ever, was as found in the previous section (Section 7.1), the lift and drag coefficients varied with the free
stream velocity. Hence, it is interesting to see how the pressure distribution is affected by the free stream
velocity. This is shown in Figure 7.6, for z/c= 0.00 and z/c= 0.15. If one examines the figure closely, it can be
seen that the the CP values on the upper surface are slightly more negative in the case of 80 m/s. Since the
velocity of the free-stream is doubled, the boundary layer on the upper surface will be reduced in thickness.
As a results, the air will experience a slightly stronger curvature flowing over the airfoil. Note that the pressure
distribution on the lower surface is almost identical. The reduced thickness of the vehicle boundary layer
has an almost negligible effect, although in theory the boundary layer reduces the flow channel between the
ground plane and the vehicle.

Although the slow increase of the lift coefficient with the free-stream velocity can be explained on the basis
of the above figures, the steady decrease of the drag coefficient cannot. In order to obtain a better overview
of the pressure distribution, a contour plot of CP is shown in Figure 7.7 and 7.8 for U = 40 m/s and U = 80
m/s respectively. Examination of these contour plots reveals that an area of very low pressure exists at the
leading edge of the side-plate. Due to the large adverse pressure gradient at the lower side of the vehicle, a
part of flow will flow around the vehicle. Since the curvature of the side plate’ leading edge is very strong,
the local velocity of the flow will be significantly higher than the free-stream. Judging from the zone of low
pressure directly after the side plate’ leading edge, the flow locally separates before it attaches again further
downstream. Comparing the two contour plots, it appears that the zone of locally separated flow is slightly
larger at U = 40 m/s compared to U = 80 m/s. This could be a clue why the drag coefficient is reducing at
higher free stream velocities.

Similarly, it can be seen that around the wing-tip edge, a narrow band of relative low pressure progresses
downstream. Approximately at x/c≈ 0.50, the zone extends partially over the upper surface. As a result, the
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Figure 7.9: Isometric views of the streamlines around AeroCity from the front (left) and (right) at U = 80 m/s

pressure levels in the vicinity of the wing-tip edge remain more negative for a prolonged chord-wise distance.
This matches the observations made earlier in this section, when it was found that the CP distribution at
z/c= 0.15 shows a region of lower CP values starting from about x/c≈ 0.60. This appears to be caused by
a small vortex that transitions inboard downstream. The local velocity due to the strong swirling motion is
larger than in the direct vicinity, explaining the reduced values for CP . Further analysis on vorticity will be
performed in Section 7.3 and 4.2

7.3. FLOW VISUALISATION
To gain more insight into the actual flow around the AeroCity model, visualization of the flow is a powerful
tool. Although several experimental techniques are in existence to visualize the flow, such as PIV and the
fluorescent-oil film method, the range of options to visualize a certain flow aspect without introducing any
disturbance to flow is limited. Although the flow predictions by CFD are not always as accurate when com-
pared to a wind-tunnel experiment, it can be very useful tool to visualize the flow. To investigate how the
mean flow pattern around the AeroCity looks like, the streamlines can be computed. This is shown in Figure
7.9. Starting from the front section of AeroCity, three distinct observations can be made.

First, is can be seen that the local velocity of the flow around the leading edge of the side-plate is indeed sig-
nificantly higher compared to the global velocity range. As mentioned earlier, this is explained by the shape
of the side-plate’ leading edge. The shape resembles a semi-cylinder. Using potential flow theory, it can be
shown that the local velocity at φ= 90° is equal to 2U . Note that the stagnation point is at φ= 0° and U the
free-stream velocity. Unlike a potential flow, the flow behind a cylinder in a high Reynold number viscous
flow will separate and form a turbulent wake. Since the stagnation point on the cylinder is located on the
inner side of the end-plate, the flow is likely to separate on the outer side of the end-plate. Looking at the
streamlines more carefully, it can indeed be observed that the these do not follow the contour of the body.

A second aspect that becomes apparent from Figure 7.9, are the streamlines over the upper surface, closest
to the wing edge. Shortly after the leading edge, the flow curves towards the wing tip. This can be explained
by zone of low pressure on the side-plate, as shown in Figure 7.7. When the air flows over the wing edge, it is
accelerated quickly over a short distance. After the thickest point of the wing has been past, the streamlines
curve inboard again and the flow decelerates over the aft portion of the wing. The inboard movement of the
flow past the thickest point is clearly visualized in the right of Figure 7.9. Notice how the band of streamlines
is narrowed in the aft section of the upper surface.

A third distinct feature of the flow that can be observed from Figure 7.9 is the creation of a relatively large
vortex. Due to the large adverse pressure gradient underneath the vehicle, the vortex does not have the typ-
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Figure 7.10: Comparison of upper surface oil flow pattern between the wind-tunnel (U = 100 m/s) and CFD model (U = 80 m/s)

ical horseshoe shape. Instead it is a single vortex, originating from underneath the side-plate (referred to as
’ground vortex’). Looking at the streamlines just in front of the AeroCity, one can see the strong bending of
the streamlines close to the ground plane, towards the wing edge. Initially the flow has a low momentum, as
it has been slowed down by the high pressure region underneath the wing, but is quickly accelerated once it
’leaks’ to the lower pressure side of the end-plate. The high curling of the flow increases the local vorticity
and as a consequence a vortex is created. The vortex can be seen to grow in size as it travels downstream. The
vortex roll-up can be clearly seen in the right picture of Figure 7.9. A more elaborate analysis of the vortex
structure is presented in Section 4.2.

Aside from the above observations, the streamlines of the flow around AeroCity do not reveal any significant
flow defects. The flow appears to follow the contours of the upper surface well, with no signs of significant
flow separation to be seen. Also in front of the AeroCity model, there are no signs of a separation bubble on
the ground plane. To compare the flow close to the AeroCity surface in more detail, a surface particle track
is made and compared with fluorescent oil film photographs, made during the wind-tunnel experiment [2].
The results is shown in Figure 7.10. Do note that the oil film patterns have been obtained at a non-identical
free-stream velocity. However, for the upper surface this is not considered to be a problem, as the CP distri-
bution (Section 7.2) appeared to be invariant of the free-stream velocity. Although the particle tracks in the
numerical result are not continuous, which makes them less clear to identify, it can be seen that the surface
flow pattern is almost identical. In both case, flow is curling over from the wing’ side to the upper surface at
approximately x/c≈ 0.23. Downstream, the stream-lines narrow towards the wing centreline and straighten
out near the trailing edge. Outside of this band of streamlines, a zone is distinguished were the streamlines
show a clear curl. As will be show in Section 4.2, this is caused by a region of negative lateral velocity.

Next to the striking similarity between the experimental and numerical result, one can spot a small zone of
disturbances at the trailing edge in the wind-tunnel model. No explanation was given by Nasrollahi [2] for
this specific flow phenomenon. Possibly, it is caused by local flow separation. However, referring back to
Figure 7.4, this does not immediately become apparent from the measured pressure distribution. Moreover,
it should be noted that the fluorescent oil film photograph is an instantaneous capture of the flow. In contrast
to the CFD results, which is a time-averaged solution of the flow. Nevertheless, examination of the boundary
layer profiles will have to conclude about the nature of the disturbance (Section 7.5).

To enhance the comprehension of the flow characteristics, the particle tracks in Figure 7.10 are color coded
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Figure 7.11: Surface particle tracks obtained by CFD of the the front potion of
AeroCity (U = 80m/s)

Figure 7.12: Close-up of the fluorescent oil film of the
front region of the side-plate.[2]

with the skin friction coefficient. This reveals that the skin friction coefficient decreases over the concave part
of the upper surface. As the flow decelerates, the pressure gradient becomes adverse and as a consequence,
the shape factor of the boundary layer increases. The velocity gradient near the surface is therefore reduced,
which in turn decreases the local wall shear stress. The lowest skin friction coefficient is observed near the
trailing edge, where C f ≈ 5.0 · 10−5. Note that the aft region near the wing edge features significant higher
values for the skin friction coefficient. This is again explained by the larger local velocity induced by the rota-
tional motion of the tip-vortex. The highest wall shear stress, or skin friction coefficient, can be found at the
leading edge of side plate being C f ≈ 0.0221.

Besides a close comparison of the top surface, the flow past the side of the Aerocity is investigated in more de-
tail. Shown in Figure 7.11 are the surface particle tracks of the front region of Aerocity. Observing the particle
traces, one can immediately spot the zones of flow circulation near the leading edge of the wing’s side-plate.
If one compares the particle traces with the fluorescent oil film picture, shown in Figure 7.12, one can see
that core of the first circular zone is approximately equal in size and location, namely slightly above the main
wing leading edge joint with the end-plate. However, the size of the surrounding recirculation zone appears
to extend further downwards compared to the numerical result. Although it is difficult to observe, it can be
seen that the second recirculation zone is located further down in the case of the wind-tunnel model. Fur-
thermore, there appears to be a strong upward flow component originating from the bottom of the end-plate’
leading edge. Unfortunately, the resolution of the CFD particle traces in this particular region is poor, making
it hard to determine whether this is also found in the numerical result. However, close examination reveals
that the particle traces are curved upwards only in the middle portion of the side-plate leading edge, feeding
into the second recirculation zone. Hence, the size of the two recirculation zones appears to have been larger
in the wind-tunnel experiment compared to the CFD result.

7.4. TURBULENCE
Up to this point the flow characteristics of the numerical and the wind-tunnel model differ mainly on the size
of the recirculation zone after the side-plate leading edge. However, in order to estimate how much this may
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Figure 7.13: Contours of the total pressure loss coefficient at various chord-wise locations (U = 40 m/s)

Figure 7.14: Contours of lateral w velocity-component at various chord-wise locations (U = 40 m/s)

have affected the total drag prediction of AeroCity, the relatively contribution of the drag coefficient needs to
be determined. This can be approximated by computing the total pressure loss coefficient, shown in Figure
7.13. The total pressure loss is an indication for the amount of friction losses inside the fluid. Immediately,
from Figure 7.13, one can observe a region of significant total pressure loss at the location of the separa-
tion bubbles on the AeroCity side-plate. The highest level of the total pressure loss coefficient is as high as
CT PL ≈ 0.029. The effect of the separation bubble on the total pressure loss can be seen to remain present
downstream up to even x/c≈ 0.60.

A second source of total pressure loss that can be identified is the ground vortex (or horse-shoe vortex). Espe-
cially within the vortex core a significant amount of total pressure loss can be seen to occur. The intensity of
the loss reduces downstream, as the vortex is growing and the swirling of the flow becomes less. Although the
tip vortex can also be seen to contribute to the total pressure loss, the level of frictional losses are much lower
compared to the ground vortex. Interestingly, the frictional losses in the boundary layer of the upper surface
can also be observed in Figure 7.13. The magnitude of the total pressure loss is largest near the surface and
reduces away from the surface. Zooming in on the trailing edge, it can be seen that the zone of total pressure
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loss grows relatively thick. This is an indication of the boundary layer development, which , based on the
observations from Figure 7.13, is quite significant. A more detailed analysis of the boundary layer profiles will
be presented in Section 7.5.

In addition to the above observations, one can also observe from Figure 7.13, that the lower tip vortex travels
downstream in lateral direction, away from the vehicle. This is unusual, as a typical trailing vortex of a wing
follows a path at a much smaller angle to the free-stream flow direction. To explain this, it is interesting to
examine the lateral velocity component of the flow around AeroCity. This is shown in Figure 7.14. Apart from
the obvious lateral flow around the leading edge of the side-plate, one can identify spurs of high velocity flow
stemming from underneath the side-plate. This is ’leakage flow’, that is accelerated from underneath the ve-
hicle due to the large pressure difference on both sides of the side-plate. As was found by Nouwens [1], the
magnitude of the local velocity is not only influenced by the magnitude of the pressure difference, but also
strongly affected by the gap height between the side-plate and the ground plane. The jets of high velocity air
’push’ the vortex out in lateral direction, which reduces the influence of the vortex on the flow over the upper
surface. More-over, it prevents the lower and upper tip-vortex from merging downstream, even though the
strength of the vortex itself is increased.[8]

To balance the mass-flow in lateral direction, a zone of re-circulation in opposite direction exist directly above
the area of leakage flow. Another zone of negative lateral velocity can be seen to exist on the aft upper sur-
face. Caused by a potion of the flow bending inboard over the wing’s edge, a significant amount of cross-flow
exists over the aft upper surface. The cross-flow over the wing’ edge induces the tip vortex, which originates
at approximately x/c≈ 0.40. Further downstream, a uniform zone of negative lateral velocity can be seen to
exist. The zone extends almost up to the wing centreline, and therefore is expected to have a significant effect
on the boundary layer at the aft section of AeroCity.

7.4.1. VORTEX VISUALIZATION
From the previous observations, it becomes obvious that at least two vortices per side exist in the case of
AeroCity. To gain further understanding of the vortices, it is helpful to visualize them by means of an iso-
surface. In order to do this, the so-called Q-criterion is selected to define the vortex [75]. The Q-criterion
states:

Q = 1
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)
> 0 (7.1)

,where Q is the second invariant of ∇u. Explained by words, the Q-criterion defines the vortex as the regions
where the vorticity magnitude is larger than the strain-rate magnitude. As a secondary requirement, it re-
quires the pressure to be lower than the ambient conditions [76]. The results is shown in Figure 7.15. For
better comprehension of the vortex structure, contours of the turbulence kinetic energy have been plotted on
the iso-surface.

The lower tip vortex can be clearly noticed, originating from the side-plate’ leading edge. Aside from the lat-
eral displacement of the vortex core, it can be observed that the vortex starts to dissipate further downstream,
still ahead of the trailing edge. The reason for this is two-fold. Primarily, the vortex core transitions away from
the vehicle in lateral direction. As a result, the influence of the ’jet-like’ flow from underneath the side-plate
is reduced. This is enhanced by the fact that the momentum of the leakage flow is reduced downstream of
x/c≈ 0.60, due to a reduction of the pressure difference between both sides of the end-plate. This can be seen
more clearly in Figure 7.16, where the turbulence kinetic energy of the leakage flow ahead of this location are
higher. Note that the flow from underneath the side-plate is not a uniform flow, but appears to consist of a
series of smaller vortices.

Further, the zone of flow separation near the side-plate leading edge can be clearly seen. As already noticed in
Figure 7.11, this region consists of two separate recirculation zones, stacked closely together. The upper recir-
culation zone can be seen to be more prominent in terms of size. The turbulence kinetic energy is high inside
and towards the end of the bubble. However, if the free-stream velocity is increased, referring the reader to
Figure 7.17, the size of the separation bubbles can be seen to decrease. Note that the turbulence kinetic en-
ergy has been scaled accordingly. The lower situated separation bubble appears to have diminished at U = 80
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Figure 7.15: Iso-surface of Q-criterion
(
Q/Qmax = 0.001

)
and contours of turbulence kinetic energy (U = 40 m/s)

Figure 7.16: Iso-surface of Q-criterion
(
Q/Qmax = 0.001

)
and contours of turbulence kinetic energy (U = 40 m/s)

Figure 7.17: Iso-surface of Q-criterion
(
Q/Qmax = 0.001

)
and contours of turbulence kinetic energy (U = 80 m/s)
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m/s. Apart from the reduced separation bubbles, the flow characteristics and the scaled contours of turbu-
lence kinetic energy appear to be identical. This could explain the decreasing trend of the drag coefficient
with the free-stream velocity, while the pressure distribution over the wing remains approximately constant.

Aside from the tip vortices and the separation bubbles situated at the side-plate, a few other interesting flow
aspects can be identified from Figure 7.15 to 7.17. First, a small horse-shoe vortex can be seen to exist just in
front of the side-plate. It is very small in size and diminishes quickly downstream. More importantly, a wake
structure can be identified at the rear of the side-plate. The side-plate has a blunt trailing edge, hence the
Kutta condition is not met, until a virtual point downstream of the trailing edge. As a consequence, the flow
separates from the body. A local zone of reversed flow exists behind the vehicle, causing additional pressure
drag. To reduce this drag component, the trailing edge of the side-plate should be shaped such that the flow
leaves the trailing edge in a smooth manner.

7.5. BOUNDARY LAYER PROFILES
Up till now, the numerical results have been compared with the wind-tunnel data on a vehicle-based scale.
In order to investigate how the flow over the AeroCity compares on a local level, the boundary layers are
compared with the measurements conducted by Nasrollahi [2]. The measurements were conducted by means
of a Pitot tube, parallel to the surface and aligned with the direction of the flow. According to the report, testing
was conducted at U = 75 m/s [2].

7.5.1. UPPER SURFACE

In order to survey the upper surface of AeroCity, five measurement locations have been selected over the
centre-line of the wing. [2]. Although the number of measurement locations are too few to fully capture the
boundary layer development of the wing, it is sufficient to capture the general trend. The measured boundary
layer profiles are originally presented in terms of total pressure, although this was not specified by Nasrollahi
[2]. The comparison between the CFD results and the wind-tunnel measurements are shown in Figure 7.18 to
7.21. Before examining these figures more closely, it should be noted that the CFD results were obtained with
a free-stream velocity U = 65 m/s. Since the total pressure levels obtained at U = 75 m/s were found to be
significantly higher, it is suspected that the wind-tunnel velocity noted in the report is erroneous [2]. Without
any other reference or indication about the actual wind-tunnel conditions, it was found that for U = 65 m/s
the total pressure levels match approximately. Since the ambient conditions were not stated either, an exact
match of the pressure curves was not obtained. Conversion of the pressure profiles to a velocity profile, us-
ing the static pressure measurement obtained during measurement of the pressure distribution, shows that
assumption of U = 65 m/s is indeed correct.

With the above in consideration, a closer look is taken at the boundary layer profiles of Figure 7.18 to 7.21.
Starting with the boundary layer profile measured at x/c= 0.21, it can be seen that the experimental and
numerical results are in very good agreement. The displacement thickness is approximately equal and mea-
sured δ99 = 3.7 mm in the wind-tunnel. Proceeding to x/c= 0.46, shown in Figure 7.19, is can be seen that a
discrepancy between the numerical and experimental data exists. Most obvious is non the non-smooth pres-
sure profile, obtained by CFD simulation. The result is a non-smooth,non-physical boundary layer profile.
Although the lower part of the boundary layer appears to be modelled well, the outer region of the boundary
region is significantly off. As such, it is not possible to determine the displacement thickness of the simulated
boundary layer. The displacement thickness of the boundary layer measured in the wind-tunnel is equal to
δ99 = 8.8 mm. The same observations hold true for the boundary layer profile at x/c= 0.65. However, in this
case it can be seen that the velocity gradient of the boundary layer measured in the wind-tunnel, is lower.
This is an indication that the CFD model does not capture the adverse pressure gradient sufficiently. Exam-
ination of the boundary layer profile near the trailing edge (x/c= 0.98) shows that the boundary layer of the
wind-tunnel model is on the verge of separation. Note that for the computation of the velocity profile in Fig-
ure 7.21, the local static pressure was unknown. Instead, the static pressure measured at x/c= 0.95 has been
used. Hence, the actual velocity profile might deviate slightly.

From the above observations, it can be concluded that the boundary layer development in the CFD model is
approximately equal to wind-tunnel experiment, at least in a qualitative sense. The displacement thickness
and edge velocity match reasonable well, as expected on the basis of the pressure distribution. However, in a
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Figure 7.18: Measurement of velocity profile perpendicular to the
surface at z = 0

Figure 7.19: Measurement of velocity profile perpendicular to the
surface at z = 0

Figure 7.20: Measurement of velocity profile perpendicular to the
surface at z = 0

Figure 7.21: Measurement of velocity profile perpendicular to the
surface at z = 0

qualitative sense there are significant differences between the measured and modelled boundary layers. Most
significant is the difference in boundary layer shape factor, over the aft section of AeroCity. It appears that
the modelled boundary layer is not very sensitive to the adverse pressure gradient. As this affects the velocity
gradient near the surface, a difference in local skin friction drag is to be expected. Another distinct obser-
vation are the non-smooth velocity profiles in the outer region of the simulated boundary layer. Since the
behaviour is not physically correct, an explanation should be sought in the numerical models. Whether the
typical behaviour is a consequence of an improper mesh or a bug elsewhere inside the software is examined
in Chapter 8.

7.5.2. WALL BOUNDARY LAYER
In Section 6.2, it was estimated that the virtual origin of the boundary layer on the wind-tunnel, in CFD,
should be located approximately 1.9 m upstream of the AeroCity model. Since the wall boundary layer char-
acteristics directly influences the flow field upstream of the model, it should be verified whether the assump-
tion is indeed correct. To test the assumption, the AeroCity model was removed from the computational
domain and the boundary conditions adapted to meet the conditions of the LTT boundary layer measure-
ments. The result is shown in Figure 7.22. As can be seen, the non-dimensionalized velocity profiles are not
in good agreement. Most noticeable is the discontinuity in the velocity gradient, in the upper portion of the
simulated boundary layer. This is similar to the observations made with Figure 7.19 and 7.20. As a result,
the displacement thickness of the boundary layer is difficult to determine accurately. Extrapolation of the
velocity profile before the ’kink’ yields to a displacement thickness approximately equal to the wind-tunnel
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Figure 7.22: Comparison of the boundary layer velocity profile at
x = 115 measured with respect to the start of the LTT test-section

Figure 7.23: Comparison of ground velocity profiles at various
stations upstream of the AeroCity model (U = 40 m/s)

measurement. Nevertheless, the velocity profile in the outer region of the boundary layer significantly devi-
ates from the measured velocity profile in the LTT.

Aside from the deviation in the outer region, the velocity of the entire boundary layer profile is slightly higher
compared with the LTT measurement. Hence, besides the non-physical behaviour in the outer region of the
simulated boundary layer, some additional fine-tuning could be performed to obtain a better match of the
results. However, considering the fact the measurement locations with respect to the model are not exactly
known, but approximated instead, the global result is considered to be good enough. Still, the non-physical
behaviour in CFD of the outer region of the boundary layer should be investigated to increase the validity of
the CFD result.

Having established that the virtual origin of the wall boundary layer is approximately the correct distance up-
stream of the AeroCity model, the boundary layer development close to the model can be examined. Shown
in Figure 7.23 are the velocity profiles of the ground boundary layer at various stations upstream of the Ae-
roCity model. As expected, the boundary layer develops gradually, in terms of thickness, when it progresses
downstream. Note how the shape of the velocity profile alters when the boundary layer thickness increases.
The discontinuity in the velocity gradient, existing between approximately y = 10 to y = 20 mm, is not found
in the velocity profile of x/c = −0.025. Instead, the latter velocity profile shows a smooth variation of the
velocity up to the boundary layer edge, located at y ≈ 36 mm. Since the boundary layer mesh of the ground
plane has a thickness of h ≈ 16 mm, it appears that the transition between the prism and tetrahedral mesh
influences the outer region of the boundary layer. As mentioned, this will be further examined in Chapter 8.
Apparently, when the transition of mesh type occurs before the blending region with the edge conditions, the
interference does not occur. Since the velocity profile of the ground boundary layer that the AeroCity model
encounters is smooth and the development of the boundary layer does not appear to be affected, it is as-
sumed that the numerical error has no significant impact on the aerodynamics of the AeroCity model in this
particular case. This is due to the fact that the leading edge of the wing is situated approximately y = 120 mm
above the ground plane, as such the direct influence of the ground plane boundary layer is mainly limited to
the lower portion of the end-plates

Another distinctive observation that can be made from Figure 7.23 is that the flow is decelerated significantly
when approaching the AeroCity model. At half a chord-length upstream, the edge velocity of the boundary
layer is still approximately equal to the undisturbed free-stream U∞. However, just upstream of the model
at x/c = −0.025, the flow has decelerated to about U /U∞ ≈ 0.65. Since the flow is decelerated strongly in
the channel underneath the AeroCity model, the flow near the ground plane is affected already relatively far
upstream. Although an adverse pressure gradient exists, the ground boundary layer does not show a tendency
towards separation. Hence, a separation bubble at the ground plane near the leading edge, as observed in
numerous occasions in literature [5] [15], is not found for this particular configuration.



76 7. SIMULATION RESULTS

Figure 7.24: Samples of total pressure inside the separation bubble
at y/c= 0.12 and x/c= 0.04 compared to experimental data [2]

Figure 7.25: Samples of total pressure inside the separation bubble
at y/c= 0.12 and x/c= 0.08 compared to experimental data [2]

Figure 7.26: Samples of total pressure inside the separation bubble
at y/c= 0.12 and x/c= 0.15 compared to experimental data [2]

Figure 7.27: Samples of total pressure inside the separation bubble
at y/c= 0.12 and x/c= 0.25 compared to experimental data [2]

7.5.3. SEPARATION BUBBLE

Next to the boundary layer measurements on the upper surface of AeroCity, measurement were also taken
during the wind-tunnel experiment at the end-plate [2]. The goal of these measurements was to provide vali-
dation data for a future CFD study. Unfortunately, uncertainty exists about the exact location of the measure-
ments. Although the chord-wise location of the measurements is documented well, confusion exists about
the vertical position on the end-plate. Stated in the report by Nasrollahi is that the measurements have been
conducted at a distance of d = 150 mm with respect to the end-plate lower surface. However, a CAD drawing
and photographs of the experimental model suggest a different vertical location. However, sampling at either
of these locations reveals that there is no resemblance between the numerical and experimental measure-
ments of any kind. Most likely, this is due caused by an offset of the location of the separation bubble in the
experiment and simulation. Instead, it is opted to sample along a line through the middle of the separation
bubble, in order to make a qualitative comparison between the two data sets.

The vertical position of the separation bubble centre in the CFD result was found to be y/c= 0.12 with respect
to lower side of the end-plate. Sampling of the total pressure along the centre line of the bubble reveals valu-
able information about the flow characteristics inside the bubble. Shown in Figure 7.24 and Figure 7.25 are
the comparisons of the total pressure profiles inside the separation bubble between the CFD result and the
wind-tunnel measurements [2]. In the case of the first measurement location x/c= 0.04, it can be seen that
the CFD result predicts a much lower, negative, total pressure. Note that the ambient pressure, or operating
pressure, has been used as a reference pressure. Presumably, this is identical to the reference pressure used
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Table 7.1: Comparison of force coefficients between two ground boundary conditions for U = 40 m/s

B.C. CL CD CM L/D

Stationary ground 0.6106 0.04751 −0.08510 12.85
Moving ground 0.6122 0.04707 −0.08338 13.01

+0.2% −0.93% −2.02% +1.81%

during the wind-tunnel measurements, however this is not documented. Although the pressure profile fea-
ture a similar shape, the quantitative differences are significant.

Most noticeable, is the much higher pressure close to the surface, measured during the wind-tunnel experi-
ment. Unfortunately, only measurements of the total pressure have been conducted. Since the static pressure
is not available for these locations, no distinction can be made between the static and dynamic pressure. It
appears that the flow velocity close to the wall is significantly higher than the free stream velocity and shows
a distinct reduction near z= 20 mm. Further away from the side-plate, the velocity increases again up to free-
stream levels. The CFD result shows a similar profile shape, however the location of lowest velocity is closer to
the surface, in the region of z= 10 mm. This is an indication that the size of the separation bubble was signif-
icantly higher during the experiment than found in the CFD analysis. This supports the hypothesis that the
under-prediction of the separation bubble on the side-plate is a mayor contributor to the under-prediction
of the drag coefficient by the current CFD model.

Further downstream, at x/c= 0.08, the experimental data shows that the size of the bubble continues to in-
crease with the total pressure becoming negative at z≈ 30 mm. Despite the non-smooth profile of the CFD
result, caused by an increasing mesh cell size away from the body, the outer region of the separation bub-
ble appears to be captured well by the CFD model when compared to the wind-tunnel measurements. Note
that the location of minimum total pressure, in the case of CFD, has not been altered significantly. Further
downstream, at x/c= 0.15, the wind-tunnel measurements show that the separation bubble still exists. The
simulated flow field however indicate that the flow has reattached, as can be observed in Figure 7.26. At the
next measuring location (x/c= 0.25) the separation bubble has been diminished in experimental results as
well. However, as shown in Figure 7.27, the total pressure levels are observed to be higher in the case of the
CFD prediction. Hence, the momentum of the boundary layer after the separation bubble appears to be lower
for the wind-tunnel model compared to the numerical model. However it should be stressed that, as the ver-
tical location of the measurements is different, the magnitude of the total pressure cannot be compared one
to one.

Nevertheless, despite the uncertainties and different measurement location, which prohibits a validation of
the current results, a few conclusion can be drawn from the comparison. First, that the separation bubble
during the wind-tunnel experiment was significantly larger in size. Both in terms of thickness as in diameter.
This is in agreement with the observations from Figure 7.11 and 7.12, which showed that the zone of recir-
culation close to the surface was larger in the experimental set-up. A second conclusion that can be draw is
that the cell size further away from the body prohibits a smooth transition to the free-stream flow parameters.
Although it is not expected that this is of mayor influence on the results, local refinement of the mesh could
improve the capture of the separation bubble.

7.6. EFFECT OF A MOVING GROUND
Although the CFD model does not replicate results of the wind-tunnel experiment to a full extent, it is still
of interest to examine the influence of the boundary condition applied to the ground plane. Since the de-
viation of the CFD prediction with the experimental results are believed to be predominantly caused by an
under-prediction of the separation bubble and the effect of the adverse pressure gradient on the upper sur-
face boundary layer, a relative comparison between a stationary and moving ground boundary condition can
be made. In order to simulate the moving ground, the ground plane was given an absolute velocity equal to
the free-stream velocity. The mesh, operating conditions and other boundary conditions were kept constant.

The influence of the ground boundary condition on the force coefficients is presented in Table 7.1. Examina-
tion of the results yields that the differences are small, with a minor increase of the lift coefficient and a small
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Figure 7.28: Pressure distribution at z/c= 0.00 for two different
ground boundary conditions (U = 40 m/s)

Figure 7.29: Pressure distribution at z/c= 0.15 for two different
ground boundary conditions (U = 40 m/s)

Figure 7.30: Velocity profile of the boundary layer on the upper
surface measured at x/c= 0.02 and U= 40 m/s

Figure 7.31: Non-dimensionlized velocity profile of flow channel
underneath Aerocity at x/c= 0.10 and U= 40 m/s

reduction of the drag coefficient. Nevertheless, in terms of aerodynamic efficiency, it translates to an increase
of ∆L/D = 1.8%. Given the order of magnitude of the absolute deviation of the CFD results with the experi-
mental data, the difference between the two boundary conditions is almost negligible. Still, the comparison
shows that the boundary condition imposed on the ground plane has a direct influence on the performance
characteristics of AeroCity. This effect is expected to be enhanced when the height-to-chord ratio is reduced
further, as the boundary layer of the ground plane occupies a larger portion of the duct underneath the Ae-
roCity. In terms of moment coefficient, it is found that the magnitude of the pitching moment is reduced.

To investigate this further, the pressure distributions for bot cases are compared, as shown in Figure 7.28 and
7.29. Starting with the pressure distribution along the centreline of AeroCity, it can be seen that the Cp values
in general are slightly lower for the case of a moving ground boundary condition. The pressure profiles are
very much comparable, except in the front part of the lower surface. The difference in Cp can be explained
by the overall higher momentum flow encountered by the AeroCity model, in the case of the moving ground
boundary condition. With a displacement thickness of over δ∗ = 35 mm, the momentum loss introduced
by the ground boundary layer is significant at this scale. More outboard, at z/c= 0.15, similar observations
can be made. However, a small deviation of the Cp distribution profile can be observed between x/c≈ 0.65
and x/c≈ 0.80. The inflection point of the Cp -curve is shifted upstream, compared to the results obtained
with a stationary ground. However, comparison of the boundary layer profiles has shown that these are vir-
tually identical. Only the boundary layer profile at x/c= 0.02, shown in Figure 7.30, is affected in a significant
manner. In the case of a moving ground boundary condition, the velocity over the leading edge is noticeably
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higher. This is an indication for a shift of the stagnation point downstream, in the case when the moving
ground boundary is condition applied. As such, the effective angle of attack is marginally larger and the suc-
tion peak more pronounced, in the case the moving ground boundary condition.

Aside from the increased suction over the upper surface, the pressure on the lower surface is increased as
well. As mentioned, the momentum loss in the ground boundary layer is an important factor for explaining
the difference in force coefficients between the two ground boundary conditions. To illustrate this, the non-
dimensionalized velocity profiles underneath the AeroCity are plotted in Figure 7.31. Immediately, it can be
observed that the ground boundary layer occupies over 25% of the height between the lower surface of Ae-
roCity and the ground plane. In contrast to the stationary ground scenario, the velocity remains more or less
constant over the entire height of the flow channel, except very close to the walls. Very close to the ground
plane, a large velocity gradient can be observed, as the velocity at the wall is equal to the velocity of the ground
plane. Note that the velocity of the flow, over the main portion of the duct underneath the AeroCity, is lower
for the moving ground boundary condition. This can be explained by the fact that the ground boundary layer
reduces the effective eight of the channel. Hence, to accommodate a comparable mass-flow underneath the
vehicle, the flow outside the boundary layer needs to have a higher velocity. In turn, this yields to a slightly
lower pressure underneath the vehicle, as was already observed in the CP -distributions shown in Figure 7.28
and 7.29.

Having explained the source for the marginally added lift, a closer look of the vortex structures around the
AeroCity is taken to examine if any significant differences can be identified that attribute to the lower overall
drag of the case with a moving ground boundary condition. The iso-surface plots of the Q-criterion for both
boundary conditions are shown in Figure 7.32 and 7.33. At a first glance, the two figures appear identical.
However, a few observations can be made. Most noticeable are the apparently larger tip vortices, in the case
of the moving ground boundary condition. However, the turbulence kinetic energy contours are comparable.
The same holds true for the laminar separation bubbles on the side-plate, which both appear to be larger
in size. This is confirmed when the samples of the velocity inside the bubble are compared with the results
involving a stationary ground plane. The difference in bubble radius is approximately ∆r ≈ 20%. Hence, the
drag contribution of the separation bubble is expected to increase. However, this is offset by a lower overall
turbulence kinetic energy over the upper and lower surface of AeroCity, combined with a small drag reduc-
tion due to the enhanced suction peak.

Nevertheless, the differences are very small given the numerical accuracy. Despite this, it can be concluded
that the applying a moving ground boundary condition has a marginal beneficial effect on both the lift and
the drag, yielding to a minor improvement in the lift-to-drag ratio. However, this conclusion only applies to
the current aerodynamic model. Due to the scale of the model, the boundary layer of the ground plane has
a limited impact on the actual aerodynamics around the wing. If the absolute elevation height would be re-
duced, either by decreasing the scale of the model or by reduction of the height-to-chord ratio, the effect of
the ground boundary layer will become more evident. Although fairly accurate results can still be obtained
from wind-tunnel experiments involving a stationary ground plane, application of a moving ground bound-
ary condition should always be preferred.

7.7. INCLUSION OF A TRACK WALL
Up to this point, it has been established that the CFD results and the data from the wind-tunnel experiment
[2] show a reasonable commonality. Furthermore, it was found in the previous section, that the use of a sta-
tionary ground boundary condition did not introduce a large discrepancy with the moving ground boundary
condition case, according to the present CFD results. However, in terms of the exploration of the aerodynamic
characteristics of AeroCity, these results have not introduced any radical new aspects about the aerodynamic
configuration of AeroCity. Both Nouwens [1] and Nasrollahi [2] already conducted numerical and experimen-
tal research into the aerodynamic model of AeroCity with either a stationary or moving ground boundary
condition. Although both studies were conducted independently and used a different aerodynamic model,
the general characteristics and sensitivity with respect to height and angle of attack are well documented.

However, one important aspect of the AeroCity has not been investigated yet, or been overlooked. In order to
provide lateral guidance, the AeroCity is envisioned to fly inside a U-shaped track. [1] Electro magnets incor-
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Figure 7.32: Iso-surface of Q-criterion
(
Q/Qmax = 0.001

)
for U = 40 m/s and stationary ground b.c.

Figure 7.33: Iso-surface of Q-criterion
(
Q/Qmax = 0.001

)
for U = 40 m/s and moving ground b.c.

Figure 7.34: Iso-surface of Q-criterion
(
Q/Qmax = 0.002

)
for U = 40 m/s and moving ground b.c. and track wall
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Figure 7.35: Effect of track wall inclusion on CP distribution at
z/c = 0.00 and U = 40 m/s

Figure 7.36: Effect of track wall inclusion on CP distribution at
z/c = 0.15 and U = 40 m/s

porated inside the track wall are to be used for both propulsion and lateral guidance. However, since neither
the propulsion system or the lateral guidance control system is known yet, no track design currently exists.
As such, a simplified track geometry is designed, to be able to investigate the effect of a track wall inclusion to
the aerodynamic characteristics of the AeroCity. In theory, the track wall could attribute to the aerodynamic
performance of AeroCity, by preventing flow leakage from underneath the vehicle. This would reduce the tip
vortices and increase the pressure on the lower surface. Therefore, ideally, the track should be very close to
the end-plate, with a minimum gap distance to allow for a margin of clearance. With no reference study or
design as a starting point, a track was designed, such that for the full-scale model (c = 20 m) the lateral gap
between the end-plate and the track wall would amount to zw = 0.30 m. A wall height of hw = 1.00 m was
assumed. Or in non-dimensionalized terms: zw /c = 0.015 and hw = 0.05. Although a further reduction of the
lateral gap may be achievable, the current geometry of the track was considered to be a realistic estimation of
a possible track wall design.

To investigate the impact on the aerodynamic characteristics of the AeroCity model, the track wall was mod-
elled in CFD by means of a no-slip wall, with an absolute velocity equal to the free-stream. As it turns out,
the impact of the track wall is quite significant. An overview of the force and moment coefficients is given in
Table 7.2, were the results are compared with those of the simulation without a track wall present. Note that
in both cases a moving ground boundary condition was applied. As can be observed from Table 7.2, the lift
coefficient is indeed slightly increased compared to the model without a track wall present. However, the drag
coefficient is found to be significantly increased, reducing the lift-to-drag ratio by more than ∆L/D ≤−6.0%.
Also, the magnitude of the pitching moment was reduced, although the decrease was more more modest. To
investigate how the flow around the AeroCity was affected, the pressure distribution is compared with the
results with a without a track wall. A the centreline of model z = 0.00, the CP values up to x/c= 0.20, are very
much comparable to the configuration without a track wall present. However, further downstream a few dif-
ferences can be noticed. On the upper surface, the pressure becomes less negative, up to about x/c= 0.80. On
the lower surface the opposite can be observed, namely slightly less positive pressure over the lower surface.
Near the trailing edge, the flow can be seen to leave the body at a lower pressure. Hence, from the pressure dis-
tribution measured along the centreline of the vehicle, it appears that the lift would decrease slightly, rather
than to increase. However, if one examines the pressure distribution further outboard, at z/c= 0.15, as shown
in Figure 7.36, one can observe that there is a significant zone of lower pressure on the aft upper surface. This
zone of aft suction at the outboard portion of the wing is responsible for the lift increase of the total vehicle
and offsets the minor reduction in lift distribution over the majority of the wing’s surface.

To explain the sudden decrease of the pressure of the upper surface, the behaviour of the vortices is exam-
ined. An iso-surface plot of the Q-criterion is shown in Figure 7.34. Note that the non-dimensional Q-ratio
has been increased to enhance the visibility of the results. Incorporation of the track wall has indeed reduced
the strength of the lower tip vortex, judging from the reduced turbulence kinetic energy contours. However,
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Figure 7.37: Close-up of the vortices near the aft portion of AeroCity on the inside of the track wall (U=40 m/s)

the vortex is not suppressed by the track wall, but rather deflected vertically. In the case without a track wall,
the vortex showed a lateral displacement away from the body in downstream direction. In this case, the vor-
tex remains attached to the vehicle and merges with the upper tip vortex, just after mid-chord. Together, the
two tip vortices form one big vortex, disrupting the flow over the upper surface. Although the vortex induces
a down-wash over the wing, thereby reducing the effective angle of attack, the added vortex lift causes a pos-
itive net effect on the lift coefficient.

The smaller leak flow vortices, which otherwise would be dispersed in lateral direction, are also deflected
upwards. Moreover, a ’jet-like’ flow of highly turbulent flow can be seen to exist between the wall and the ve-
hicle. Once near the trailing edge, the stream of highly turbulent flow is given the space to curl into a separate
vortex. This is visualized in Figure 7.37. Together with the merged vortex over the upper surface, the pressure
drag on the AeroCity model is increased considerably. In total, the pressure drag amounts to approximately
80% of the total drag, versus 20% viscous drag. Aside from the tip vortices, it could be also be observed from
Figure 7.34, that the separation bubble over the side-plate has increased in size. This will in turn also attribute
to the higher drag. Since the flow channel between the side-plate and the track wall is limited, a portion of
the flow around the side of AeroCity will be deflected upwards. As such, the separation bubble on the lower
portion of the side-plate is translated upwards and seen to merge with the upper separation bubble.

In summary, it appears that the current track design has a negative impact on the performance of the AeroC-
ity. Unlike expectations, the inclusion of the track wall did not yield to an increase of the pressure on the lower
side, by preventing flow leakage through the gap underneath the end-plate. Instead, the track wall deflects the
lower tip-vortex upwards and prevents it to be dispersed in lateral direction. As a result, the tip vortices merge
and enhance the vortex lift over the aft section of the vehicle. Admittedly, only a single track design has been
investigated. Reduction of the gap between the track wall and the side-plate of the wing could improve the
results, by further preventing the lower tip vortex to develop. However, this imposes significant requirements
to the lateral control system, since the margin between the vehicle and the wall is further reduced. Another

Table 7.2: Comparison of force coefficients for a moving ground boundary condition with and without track wall inclusion for U = 40
m/s

Case CL CD CM L/D

without track 0.6122 0.04707 −0.08338 13.01
with track wall 0.6170 0.05075 −0.08247 12.16

+0.78% +7.80% −1.10% −6.51%
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option would be to select a different track design, such as the V-shape track mentioned by Nouwens [1]. An
alternative solution could also be to use a guardrail type design. The advantage of such a system, as-side from
potential cost savings, is that it still allows the lower tip vortex to be dispersed in lateral direction.





8
MODEL ADAPTATION

As discussed in Chapter 7, the CFD simulations and the experimental data obtained during the wind-tunnel
experiment [2], are in reasonable agreement. However, it was also found that for certain aspects, the results
differed considerably. Not only by a growing deviation of the force coefficients towards higher flow velocities,
but also in terms of separation bubble size and boundary layer profiles. On top of this, it was observed that
the numerical results showed some peculiar behaviour in the outer region of the boundary layers. Although
the results obtained so far give a reasonable estimation of the aerodynamic characteristics of the AeroCity
model, improvement of the CFD predictions is considered to be essential to gain confidence for future CFD
analysis. To improve the results, several aspects of the CFD model have been investigated. The most impor-
tant changes to the CFD model that have tested will be discussed in this chapter.

8.1. REFINEMENT OF THE PRISM LAYER
One of the most crucial aspects that prevents a full validation of the CFD model with the experimental data,
is the deviation in boundary layer profiles. Both in terms of shape factor as well as an apparent numerical
defect in the outer region of the boundary layer, observed in some cases. As mentioned in Chapter 6, the
growth ratio of the prism layer mesh was selected to be r = 1.30, due to reasons of computational efficiency.
By doing so, it was accepted that this would introduce a possible numerical error, since the growth ratio is
typically well below r ≤ 1.20. Hence, it should be investigated whether this decision is justified by comparing
the gain of computational efficiency with the possible reduction in accuracy.

To do this, the mesh was adapted by selecting a prism layer growth factor of r = 1.15. Since an exponen-
tial growth law was selected, the number of prism layer increased from 22 to 32 layers. As a result, the total
cell size increased from approximately 10.1 million to around 15.7 million cells. This has a significant effect
on the computational efficiency, as shown in Table 8.1. As a consequence of the increased cell count, the
time per iteration is increased by more than 70% . Considering the number of simulations that have been
performed, this translates to a significant increase in overall computation time. The effect of the increased
boundary layer mesh on the predicted force coefficients is however considerable, as can be observed from
Table 8.2. Although the lift coefficient remains almost invariant of the mesh refinement, the drag coefficient
is affected significantly. The reduction of the drag by more than ∆CD = 5% has a significant positive effect on
the predicted lift to drag ratio.

Table 8.1: Influence of prism growth factor r on computational
parameters

r n #cells t/iteration

1.30 22 10.1m 14 s
1.15 32 15.7m 24 s

+45.5% +55.4% +71.4%

Table 8.2: Influence of prism growth factor r on predicted force
coefficients and aerodynamic efficiency

r CL CD L/D

1.30 0.6106 0.04751 12.85
1.15 0.6131 0.04497 13.63

+0.4% −5.3% +6.1%
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Figure 8.1: Boundary layer velocity profile at x/c= 0.21 and U = 65
m/s for two mesh configurations

Figure 8.2: Boundary layer velocity profile at x/c= 0.21 and U = 65
m/s for two mesh configurations

Since the difference in drag coefficient is larger than anticipated, the source of the drag reduction needs to
be investigated further. To do this, the iso-surface plots of the Q-criterion of the two mesh configurations are
compared, since these plots present a clear inside into the flow mechanisms around the vehicle. These are
shown in Figure 8.3 and 8.4. Immediately, it can be spotted that the separation bubble on the side-plate of the
vehicle has been reduced considerably. The lower, smaller separation bubble has even been diminished in
the case of r = 1.15. Investigation of the drag build-up, reveals that the viscous drag is identical in both cases.
Instead, the drag reduction is found to be driven by an decrease of the pressure drag. In line with the previous
observations, it is suspected that the decrease of the pressure drag is a direct consequence of the reduction
of the separation bubbles. Why exactly the separation bubble has decreased for the refined mesh is not well
understood.

In order to confirm this hypothesis, it needs to be established that other factors contributing to the drag have
not been affected by the decreased prism growth ratio factor. To do this, the profiles of the boundary layer
over the upper surface are compared. This is presented in Figure 8.1 and 8.2. As can be observed, the inner re-
gion of the boundary layer profiles are identical. Since the drag component due to skin friction is identical in
both cases, this is in line with expectations. In the outer portion of the boundary layer however, small changes
between the two results can be identified. Unfortunately, the refined mesh also features the discontinuous
velocity gradient in the region were the boundary layer profile is blended with the free-stream. The severity
of the non-smoothness of the profile does appear to be reduced. This suggests that further refinement of the
prism layers could improve the smoothness of the boundary profiles to an acceptable level. However, for the
current project, this would increase the computational time beyond workable levels. Since the discrepancy
of the boundary layer profile appears to be in the vicinity of the location between the transition of the prism
layer mesh to the tetrahedral mesh, it is suspected that the error is mesh-dependent.

Since the boundary layer profiles are nearly identical, it should follow that the pressure distribution has re-
mained unchanged. A quick comparison of the two data-sets reveals that this is indeed the case. Without any
other indication for reduction of pressure drag, it can be concluded that the reduced size of the separation is
in all likelihood responsible for the under-prediction of the drag coefficient, if compared to the original figure
measured during the wind-tunnel experiment.[2]

8.2. TRANSITION MODEL
Since the separation bubble on the side-plate appears to provide a significant contribution to the total ve-
hicle drag, additional attention is paid to proper modelling of the flow over the side-plate’ leading edge. As
discussed briefly in Section 7.3, the leading edge of the side-plate is a half-cylinder. Hence, the local flow can
be regarded as flow over a cylinder. Despite the fact that a plethora of experimental and numerical studies
have been conducted on the flow past a cylinder, it remains an active research topic due to the complex aero-
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Figure 8.3: Iso-surface of Q-criterion (Q/Qmax = 0.001) and turbulence kinetic energy contours at U = 40 m/s for r = 1.30

Figure 8.4: Iso-surface of Q-criterion (Q/Qmax = 0.001) and turbulence kinetic energy contours at U = 40 m/s for r = 1.15

Figure 8.5: Iso-surface of Q-criterion (Q/Qmax = 0.001) and turbulence kinetic energy contours at U = 40 m/s obtained by
Transition SST model
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Figure 8.6: Skin friction coefficient over the upper surface along
z/c = 0.00 at U = 40 m/s

Figure 8.7: Velocity profile of upper surface boundary layer at
x/c = 0.21 and U = 65 m/s

dynamics involved. Although an in-depth analysis of the flow past a cylinder at this point should be avoided,
it is useful to gather some more insight into the aerodynamic phenomena involved.

As discussed, the flow past a cylinder in a higher Reynolds number flow is marked by a laminar or turbulent
wake. Middleton and Southard [77] showed that the location of flow separation on a cylinder shifts further
to the back of the cylinder when the Reynolds number is increased. It was found that for Red = 1.0 ·105, the
separation point is located at approximately φ = 80°. Furthermore, it is found that a non-periodic laminar
zone exist in the wake around Red = 5.0 ·103 [77]. The fluid within this laminar wake is ’trapped’ within the
turbulent wake. Up till Red ≈ 400,000 the boundary layer is, depending on the surface roughness, usually
laminar and separation takes place downstream of the separation point.

The diameter based Reynolds number for the side-plate’ leading edge is found to be between Red = 1.7 ·104

and Red = 1.4 ·105. Hence, during the experiment the flow around the side-plate leading edge will have been
most likely laminar. This is an important notion, as the separation point for a turbulent cylinder wall bound-
ary layer is further downstream. As a consequence, the wake of a sub-critical flow past a cylinder is wider than
for a super-critical flow. Moreover, the drag coefficient of a cylinder in sub-critical flow is about CD = 1.20, of
which 90% is due to pressure drag, while the CD value for a cylinder in super-critical flow is ’only’ CD ≈ 0.30.
Although the total drag coefficient of the AeroCity model consist of many other drag contributions, it is clear
that simulation of the flow by means of a fully turbulent domain may cause an underestimation of the drag
component due to under-prediction of the separation bubble . A transitional turbulence model or splitting
the computational domain into a separate laminar and turbulent zone, may improve the drag prediction.

Since splitting of the computational domain into a laminar and fully turbulent zone is very cumbersome for
this particular case, it is opted to use a transition turbulence model. Although four different transition mod-
els are available in ANSYS Fluent, the Transition SST model has been found in Section 5.2 to provide the best
results. Although it should be noted, that for an airfoil in extreme ground effect (Section 5.3), the Transition
SST model failed to predict the drag with sufficient accuracy. With this in mind, the simulation involving a
stationary ground is re-computed using the Transition SST model. Note that the mesh with the increased
density of prism layers is used in this case. The resulting force coefficients are shown in Table 8.3. As can be
observed, the lift-to-drag ratio is increased further with respect to the SST model utilizing the same mesh.
The lift coefficient is observed to increase further, while the total drag coefficient shows a small decrease in
magnitude. In earlier computations involving the transition SST model, a similar trend was observed in terms
of force coefficients (Section 5.3). However, if one examines the way the total drag coefficient is build up, it is
discovered that the pressure drag is increased by more than 330 drag counts. In contrast, the drag due to skin
friction has been reduced by almost 370 drag counts. The latter is due to the fact that the laminar flow yields
to lower skin friction coefficients, as the flow over the AeroCity model is no longer fully turbulent. Shown in
Figure 8.6 are the skin friction coefficients measured along the centre-line of the model. Around x/c = 0.37
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Figure 8.8: Oil flow particle traces overthe side-plate of AeroCity, obtained
with Transition SST model at U = 40 m/s

Figure 8.9: Close-up of the fluorescent oil film at the
front region of the side-plate (U = 100 m/s).[2]

a sudden increase of the skin friction coefficients can be observed. This implies that transition of the upper
surface boundary layer does occur around this location. This is significant further downstream than as ob-
served by Nasrollahi during the wind-tunnel experiment, where the flow was found to transition to turbulent
flow at x/c ≈ 0.25.

Hence, the Transition SST model is too much biased towards laminar flow in this particular case. As a con-
sequence, the drag is under-predicted further. Due to the reduced thickness of the laminar boundary layer,
the effective curvature of the wing is enhanced, explaining the modest increase of the lift coefficient. The
difference in displacement thickness of the boundary layer can clearly be observed in Figure 8.7. Aside from
the difference in displacement thickness, the velocity profile is very different. As such, the application of a
transition turbulence model does not prove to be useful in the validation of the CFD model. Nevertheless, it
does show how the size of the separation bubble is affected by the inclusion of laminar flow. Sampling of the
velocity profile inside the separation bubble reveals that the centre is located approximately 20 mm from the
surface. Although the total pressure profile does not resemble the measurements performed by Nasrollahi,
the size of the bubble is more on pair with the experimental findings than as found with the fully turbulent
SST model. [2] More interestingly, the oil flow particle track pattern is much more on pair with the oil low
pattern obtained during the wind-tunnel experiment. A comparison between the two sets of surface traces
can be made from Figure 8.8 and 8.9. Although there remain some dissimilarities, such as the location of the
bubble centre, the overall pattern is very similar. Since the oil flow pattern stemming from the wind-tunnel
experiment was obtained at a higher flow velocity, perfect commonality is not to be expected.

Table 8.3: Comparison of Transition SST results with force coefficients obtained by SST model and r = 1.15 (U = 40 m/s)

CL CD CD,vi sc CD,pr ess L/D

SST 0.6131 0.04497 0.03450 0.01046 13.63
SST Transition 0.6196 0.04464 0.03786 0.00677 13.88

+1.1% −0.7% +8.9% −35.2% +1.8%
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Figure 8.10: Comparison of velocity profile over a zero pressure
gradient flat plate at x = 0.97 with numerical data by NASA [13]

Figure 8.11: Comparison of skin friction coefficient over a zero
pressure gradient flat plate with numerical data by NASA [13]

Figure 8.12: Comparison of viscosity ratio over a zero pressure
gradient flat plate using a refined boundary layer mesh (r = 1.10)

Figure 8.13: Plot of SST blending functions for a zero pressure
gradient flat plate at x = 0.97 with numerical data by NASA [13]

8.3. VERIFICATION OF BOUNDARY LAYER MODELLING

Aside from the apparent under-prediction of the separation bubble, the current CFD model also appears to
contain a numerical error in the modelling of the outer region of the boundary layer. At this point, the cause
for the discrepancy in the numerical result is not known. However, it is suspected that the transition of the
prism layer to the tetrahedral mesh is of influence on the blending of the boundary layer with the outer-flow.
Despite various mesh alterations, including incrementing the total prism layer thickness, no cure has been
found for the problem. To investigate the problem in more detail, a verification study with numerical results
provided by NASA is conducted. [13] The same mesh, only with the AeroCity model removed, is used for this
comparison. As such, any mesh defects that may play a role, are incorporated in the analysis.

The case involved is a flat plate subjected to a zero pressure gradient. The analysis is focussed on the bound-
ary layer profile at x = 0.97m with respect to the start of the flat plate (x = 0.00m). The plate was subjected
to a subsonic flow (M = 0.2) and the plate length based Reynold number ReL = 5.0 million. Although the
numerical results provided by NASA were obtained with compressible flow solvers, incompressible flow has
been assumed for the current case. Since the flow is still low subsonic, the error introduced by neglecting
compressibility of the flow should be small. More-over, incompressible flow is also used for the analysis of
the AeroCity model. For the boundary conditions, the turbulence viscosity ratio was set equal to µt /µ= 0.009
and the free-stream velocity equal to U = 69.4 m/s. Further, it should be noted that the NASA results were
obtained using a two-dimensional grid, in contrast to the three-dimensional mesh used in the current CFD
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model. Multiple mesh sizes were used throughout the numerical verification by NASA. For this comparison,
the results obtained by a 545×385 grid were selected. Furthermore, it should be noted that the prism layer
growth factor for the three-dimensional mesh was reduced from r = 1.30 to r = 1.20 to reduce the numerical
errors in the boundary layer mesh.

Shown in Figure 8.10, is the comparison between the velocity profile obtained with the current three dimen-
sional mesh and the results by NASA. [13] Note that velocity profiles are almost identical, only a small devi-
ation of the results is observed in the most outer region of the boundary layer. Like observed earlier in the
current work, there appears to be a discontinuity in the velocity gradient of the velocity profile in the region
where the boundary layer is blended with the free-stream. However, aside from this anomaly, the correspon-
dence between the two data-sets is good. Similarly, the development of the skin friction coefficient over the
plate length, shown in Figure 8.11, is very much on pair with the numerical data provided by NASA. Only at
the very front of the plate, a discrepancy between the results is observed. Considering the relatively coarse
surface mesh of the ground upstream of the AeroCity model, this could be resolved by additional mesh re-
finement near the start of the no-slip ground. The development of the skin friction coefficient is very useful
for the analysis of a flat plate, since the friction coefficient is directly related to the velocity gradient near the
surface. Although not directly useful for the investigation of the non-smoothness of the velocity profile in the
outer region of the boundary layer, it does provide verification regarding the overall accuracy of the boundary
layer mesh.

Referring back to the measurement of the boundary layer profile at x= 0.97, the ratio of the viscosity and
turbulence viscosity is plotted in Figure 8.12. The development of the eddy viscosity can be seen to be on
pair in the region closest to the wall. Close to the location of maximum eddy viscosity, the eddy viscosity
for the three-dimensional mesh is subjected to some non-smooth changes. These are likely to be caused
by the increased size of the outer prism layer cells, as the growth rate with respect to each previous cell is
exponential. The maximum viscosity ratio achieved in the boundary is not exactly equal, however the two
curves can be seen to reunite further away from the wall again. Remarkably, a ’bump’ in the eddy viscosity
ratio can be observed in the result provided by NASA. According to the comment by NASA: "This behaviour
is due to the SST blending between omega and vorticity in the denominator of the equation for eddy viscosity,
and is only noticeable on extremely fine grids for this flat plate case." The formulation for the eddy viscosity,
given by Eq. (A.35), is repeated below:

µt = ρk

ω

1

max
[

1
α∗ , SF2

α1ω

] (8.1)

The bump is not noticeable in the current CFD result, although a slight kink in the viscosity ratio profile can
be observed at the same distance from the wall. The location of the bump is in the region where the blending
functions F1 and F2 are transitioning from one to zero. As can be seen in Eq.(8.1), the blending function F2 ap-
pears in the denominator of the eddy viscosity formulation. The blending function is a hyperbolic function,
with the purpose to transition smoothly from the k −ω model constants and the k − ε model constants for
the exterior flow. To illustrate this, the blending functions are plotted over the height of the boundary layer,
shown in Figure 8.13. As can be seen, the blending functions are equal to one over the entire inner region of
the boundary layer. At approximately y = 10 mm, the function F2 starts to decrease, up till zero at the edge
of the boundary layer. Note that the ’bump’ as observed in the eddy viscosity ratio, is located at roughly the
same distance away from the wall. Hence, the blending function F2 is believed to cause a small disturbance
in the otherwise smooth profile of the eddy viscosity. Note that the blending functions are plotted only for the
numerical data provided by NASA. [13]Unfortunately, the behaviour of F1 and F2 cannot be extracted from
Fluent without writing a custom script to access the solver. As such, no comparison of the blending functions
for the current simulation can be presented.

Reviewing the above observations, it appears that the non-smooth velocity profile in the outer region of the
boundary layers is caused by a ’non-synchronized activation’ of the blending function F2. Since the blending
function is given by tanh(φ2)2, the error should be traced back to φ2. Given by Eq. (A.35), the parameter φ2 is
determined by:

φ2 = max
[

2

p
k

0.09ωy
,

500µ

ρy2ω

]
(8.2)
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Aside from the scalar values k and ω and semi-empirical constants, the dimensional distance to the wall y
appears both terms within the brackets of Eq.(8.2). Since it was already noticed that the error occurs in the
proximity of the transition between the prism and tetrahedral cells, it is suspected that the error stems from
a faulty calculation of y when switching between the last prism cell to the first tetrahedral cell.

8.4. DAMPING OF THE EDDY VISCOSITY
Next to the numerical error occurring in the outer region of the boundary layer profiles, it was also observed
(Section 7.5) that the numerically obtained boundary layer is less sensitive for the adverse pressure gradient.
As such, the shape of the boundary layer profile is significantly different over the aft portion of the AeroCity
model. Hence, the lift coefficient is over-predicted and the onset of flow separation postponed. According to
Chitsomboon and Thamthae , this is caused by an over-prediction of the eddy viscosity by the ST model. [78]
When investigating the stall behaviour of wind turbine blades, it was found that the SST model postponed
the onset of stall to much higher angles of attack, compared to available experimental data. In a response it is
stated by the researchers that: "...these over-predictions were due to the fact that the turbulence levels (hence,
turbulent eddy viscosities) in the boundary layers were too high, thus enhancing a momentum transfer to the
near wall regions which helped the boundary layer to push through the adverse pressure gradient regions more
easily than otherwise". In order to reduce the discrepancy between the CFD calculations and the wind-tunnel
measurements, an additional damping function for the eddy viscosity, close to the wall, was proposed. The
results that were achieved with the modified model are promising. Not only was it observed that the lift co-
efficient was on pair with the experimental results up to high angles of attack, but also the drag was in better
overall agreement. Comparison with the Transition SST model showed that the regular SST model with the
custom damping function performed significantly better as well.

In order to investigate if such an approach would enhance the results for the AeroCity case, especially the
boundary layer profiles over the aft upper surface, a User Defined Function (UDF) is written. The UDF, in-
cluded in Appendix C, allows the formulation of the eddy viscosity by Fluent to be over-ruled by a user-defined
eddy viscosity. Aside from an improvement of the upper surface boundary layers, it is hoped that the damp-
ening of the eddy viscosity close to the wall also enhances the simulation of the separation bubble over the
side-plate. The damping function was slightly modified with respect to the original damping function [78]
and is as follows:

FSST = 0.09+
(
1−0.09∗ tanh

(
(0.03Y +)4))∗ (

0.91+0.09tanh
(
(0.05Y +)8)) (8.3)

Examination of (8.3) shows that the damping function is a product of two hyperbolic tangents. Note that it is
based on the Y + . Unfortunately, in Fluent Y + is only defined at the wall adjacent cells and not for the cells
further away from the wall. In order to obtain a value for Y + nevertheless, the non-dimensional wall distance
is determined by means of an empirical relation of the Y + and dimensional wall distance y . Although this is
not in all cases accurate, it is believed to be sufficient for a proof of concept study. Nevertheless, for future
work a more precise formulation for Y + will be required. Using the fixed relation for Y +, the blending func-
tion can be computed, as shown in Figure 8.14. Note how the damping function is activated rapidly in the
buffer region and gradually returns to one around Y + ≈ 100.

Before examining the effect of the damping function on the actual flow around the AeroCity model, the UDF
is applied to the zero-pressure gradient flat plate case of Section 8.3. Since there is no pressure gradient in-
volved, the results should be identical. Note that the mesh with a prism layer growth ratio r = 1.20 has been
used to allow direct comparison of the results. A comparison of the velocity profile of the boundary layer is
presented in Figure 8.15. The velocity, in the case of the damping function enabled, is slightly higher com-
pared to the previous result, however the difference is considered to be negligible. Although it is still hard to
see, it can be observed that the velocity profile of the case with the UDF enabled is more continuous, where
as the previous result shows multiple inflection points. The final blending to the edge velocity is still abrupt
for both cases however. The numerical result by NASA is not included in Figure 8.15 for reasons of clarity.
However, with the velocity profile of the previous result being slightly recessed compared to the NASA result,
the current result is actually in good agreement with the velocity data provided by NASA [13].

Continuing to the distribution of the eddy viscosity ratio through the boundary layer thickness, it can be ob-
served from Figure 8.16 that the eddy viscosity has been reduced, due to the damping of the eddy viscosity
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Figure 8.14: Plot of blending function FSST versus Y + of the
boundary layer at x = 0.97

Figure 8.15: Comparison of the velocity profile of the boundary
layer at x = 0.97 with and without the damping function FSST

Figure 8.16: Plot of the eddy viscosity ratio along the boundary
layer at x/c = 0.97 with and without the UDF activated.

Figure 8.17: Plot of the blending function F2 along the boundary
layer at x/c = 0.97 of the current result with UDF enabled and data

by NASA [13]

close to the wall by FSST . Note that the eddy viscosity profile, obtained with the UDF activated, shows a
smoother transition to the edge flow conditions compared to the result of the UDF disabled. This is in agree-
ment with the observations of the velocity profile in Figure 8.15, where the velocity profile at the boundary
layer edge was found to be more continuous and smooth for the present result. As the UDF is designed to
calculate a custom eddy viscosity, the blending function F2 is required. The value for F2 was obtained by di-
rectly invoking the function concerned with the computation of F2 from the solver code. Although the value
of F2 cannot be accessed from within the UI, the UDF allows insight into the behaviour of F2 by storage of F2

as a separate scalar in an allocated memory slot. A comparison of the blending function behaviour in Fluent
with the data by NASA is shown in Figure 8.17. Immediately, it can be observed that the two curves do not
match. The blending function, for the current result, starts to decrease from unity at a smaller distance to
the wall. The reason for this is not know at this point, although the enabling of the Low Re correction and
Kato-Launder correction might play a role in this case, since the φ2 parameter is determined directly by both
k and ω. [10]

Aside from the fact that the blending function is activated closer to the wall, their behaviour is fairly similar,
with only a slight deviation in the gradient of F2. Striking is however the observation that the blending func-
tion does not appear to reduce to zero near the edge of the boundary layer. Instead, it remains non-zero well
outside the boundary layer. As a consequence, the velocity outside the boundary layer is slightly higher than
free-stream, with the non-dimensional velocity ratio outside the boundary layer typically being u/U = 1.01.
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Figure 8.18: Plot of the calculated wall distance ’CWallDistance’
and the actual wall distance y

Figure 8.19: Velocity profiles of the boundary layer at the upper
surface of Aerocity at x/c= 0.98 and U = 65 m/s

Noticing again that prism mesh transitions to a tetrahedral mesh around y = 15 mm, the suspicion of a faulty
calculation of the dimensional wall distance y is strengthened by these latest observations. The wall distance
is computed by Fluent internally with a function called ’C̄WallDistance’. Plotting of the calculated and actual
wall distance, as shown in Figure 8.18, reveals that the gradient of the curve is discontinuous at the location
of the last prism layer. As a consequence, since the calculated wall distance y by Fluent suddenly increases
disproportionally with respect to the local values of k and ω (see Eq. (8.2)). Therefore, the gradient of the F2

curve is increased disproportionally as well.

Why the dimensional wall distance y is not calculated correctly in Fluent, at least in the present case, is not
clear. Although the root of the problem is unknown, the symptoms may be weakened if the relative changes
in cell size perpendicular to the wall are reduced. Possible workarounds include:

• Reduction of the prism growth ratio will reduce the size of the prism cells

• Limitation of the size of the tetrahedral cell directly adjacent to the prism cell

• Changing the prism layer growth law from exponential to a linear growth of the cell height

The downside of these measures is that the total cell count is increased in each case, assuming that the other
mesh parameters remain unchanged. Since it was found that reduction of the prism growth factor from
r = 1.30 to r = 1.15 did not eliminate the problem, further refinement of the mesh is expected to be required.
Since the computational time would even become significantly larger, this is kept as a future recommen-
dation. Instead, it opted to investigate if the addition of the damping function FSST does indeed affect the
boundary layers subjected to an adverse pressure gradient.

For this purpose, the refined mesh with r = 1.15 has been used. The results are unfortunately marginal, with
the lift coefficient remaining unchanged and a minor increase of the drag coefficient by ∆CD ≈ 1%. Hence, it
does not appear that the addition of the damping function for the eddy viscosity has any significant impact
on the aerodynamics of the model. Comparison of the boundary layer profiles over the aft upper surface of
AeroCity confirms this impression, since the boundary layer profiles are virtually identical. In fact, the latest
velocity profile shows a marginal higher velocity across the height of the boundary layer, while the opposite
was expected. Hence, damping function does not appear to be effective for the current case. This may be
caused by the determination of the Y + within the UDF, which is invariant of the actual local flow. However,
despite efforts to create a custom formulation for Y +, that does take the local flow properties into account,
this cannot be achieved at this point in time. Examination of the separation bubble on the side-plate of the
AeroCity model, reveals that the UDF had a minor impact on the size of the separation bubble. However,
the increment is very modest and not on pair with the separation bubble, as modelled by the Transition SST
model.
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Figure 8.20: Velocity profiles of the boundary layer at the upper
surface of Aerocity at x/c= 0.46 and U = 65 m/s

Figure 8.21: Velocity profiles of the boundary layer at the upper
surface of Aerocity at x/c= 0.65 and U = 65 m/s

Since the wall distance calculated by the Fluent algorithm remains inaccurate in the mesh transition region,
the only solution is to bypass the problem. By increasing the total thickness of the prism layer mesh suffi-
ciently, such that the discrepancy in the wall distance y is not in the blending region of the boundary layer, a
smooth boundary layer profile should be obtained. This hypothesis has been investigated by creating a new
mesh utilizing a prism layer of 12 mm in total thickness. A larger total thickness would be preferred, as the
boundary layer grows to a larger displacement thickness. However, this increases the challenge to arrive at a
decent quality mesh, given the current geometry of the model. In order to limit the growth in total number of
cells, a wb-exponential growth law was adopted. The growth ratio r = 1.15 was maintained, leading to a total
number of 40 prism cell layers.

The effect of the increased prism layer thickness on the boundary layer velocity profiles can be observed
in Figure 8.20 and 8.21. In the previous case (h = 5mm), the velocity profiles at x/c = 0.46 and x/c = 0.65
were affected most significantly by the erroneous wall distance calculation. With the increased total prism
layer thickness mesh, the discontinuity appears to be no longer present. Both new velocity profiles show
a smooth and gradual transition of the velocity to the boundary layer edge conditions. Hence, although the
requirement of Y + ≤ 300−500 was met, a much larger prism layer thickness is required to model the boundary
layer with sufficient accuracy. The adjusted boundary layers did not appear to have influenced the lift and
drag coefficients, although this is impossible to verify, since the separation bubble over the side-plate was
affected by the adjusted prism layer mesh. Clearly, the formation of the separation bubble is very sensitive
to changes to the mesh. As such, there remains a direct dependency of the results to the mesh, which was
overlooked during the initial mesh dependency investigation 6.5.





9
CONCLUSION

The aim of this thesis project was to investigate the aerodynamic characteristics of the AeroCity model, by
means of Computation Fluid Dynamics (CFD) simulation of the flow around the vehicle. The research has
been a continuation of previous efforts to analyse the aerodynamic configuration of AeroCity. This included
a CFD study into the main design parameters of AeroCity [1] and a separate wind-tunnel experiment, con-
ducted in the LTT wind-tunnel of Delft University of Technology. [2] Despite the previous research, several
questions and uncertainties about the validity of the results remained.

An important aspect of the project was to obtain a solid basis of validation for the numerical results. To
achieve this, several test-cases were simulated with CFD and compared with experimental and reference nu-
merical data (Chapter 5). These test-cases helped to identify the most suited methods and models for the
simulation of the Wing-in-Ground (WIG) effect. More-over, it revealed the limitations of the numerical mod-
els for certain flow types, such as in the case of severe flow separation. A three-dimensional model of a WIG
vehicle, showing strong resemblance with the AeroCity model, was modelled (Section 5.4) for final validation
of the CFD model, before proceeding to the analysis of AeroCity.

For the analysis of the AeroCity model, the wind-tunnel experiment was replicated within the CFD model.
A single configuration, for which measurements of the boundary layer and separation bubble was available,
was selected for this task. In general, the predictions by the CFD model and the data obtained by the previous
wind-tunnel experiment were in good agreement. However, as will be discussed in Section 9.2, the CFD
predictions also deviated significantly in several aspects. Further, the influence of the boundary condition
for the ground plane on the aerodynamic characteristics was examined. Similarly, a U-shaped track wall was
added to the model to study the interaction of the vehicle and the track wall.

9.1. AERODYNAMIC PERFORMANCE
Comparison of the lift and drag characteristics between the CFD predictions and the wind-tunnel measure-
ments, reveals that the predictions in the lower velocity range are in good agreement with the experimental
data.[2] However, at the medium- to high velocity range, the deviation between the predictions and mea-
sured data grows significantly. Especially the drag coefficient, which is under-predicted by the CFD model by
almost 20% at the highest velocity (U = 80 m/s) tested. Since the cruise speeds, envisioned for the AeroCity,
are located in the upper velocity range, the drag prediction is not accurate enough for quantitative analysis.

The under-prediction of the drag coefficient, appears to be caused by an under-prediction of the separation
bubble, existing on the side-plate of the AeroCity. The size of the separation bubble appears to diminish
when the velocity of the free-stream is increased. Since contours of the total pressure loss indicate that the
separation bubble is a mayor contributor to the overall pressure drag, this explains the decrease of the drag
coefficient when the free-stream velocity was increased beyond U = 40 m/s. The underlying cause for the
insufficient capture of the separation bubble, is the assumption of fully turbulent flow. Implementation of
the Transition SST model yielded to a significantly larger separation bubble over the side-plate. Direct com-
parison of fluorescent oil film photographs, made during the previous wind-tunnel experiment, and particle
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surface traces, obtained with CFD, showed a strong mutual resemblance, in both shape and size. Unfortu-
nately, the overall result did not improve by the inclusion of a transition turbulence model, since the flow over
the upper surface remained laminar too far downstream.

Despite the formation of a separation bubble, the side-plate is beneficial, as it helps to maintain the ’cushion
of air’ underneath the vehicle. Nevertheless, a small portion of the air is observed to flow through the gap
between the ground plane and the end-plate, due to the difference in pressure on either side of the end-plate.
This lateral flow component displaces the horseshoe-vortex outboard in lateral direction. As a consequence,
the horseshoe-vortex is prevented to merge with the tip vortex. The latter vortex originates on the upper
surface of the vehicle and grows in thickness towards the trailing edge. A reasonable amount of vortex lift is
generated, as for a significant portion of span, the aft upper surface is directly submerged by the vortex.

One uncertainty for the results of the previous wind-tunnel experiment [2], was how the use of a station-
ary ground may have influenced the aerodynamic characteristics of the AeroCity model. Simulation of the
AeroCity model, including a moving ground boundary condition, showed that the influence on the aerody-
namic characteristics is small. Only a very modest improvement of the lift-to-drag ratio was observed, mainly
due to a small shift of the stagnation point in the direction downstream. Although the velocity profile in the
channel ,between the lower surface and the ground plane, was significantly affected by the presence of the
wind-tunnel wall boundary layer, the main body of the AeroCity was not directly affected. It is believed that
the influence of the ground boundary condition will become more pronounced, when the absolute elevation
height is reduced. As such, inclusion of system to simulate a moving ground in the case of experimental test-
ing should always be preferred.

Although the AeroCity is envisioned to operated on a U-shaped track, the influence of the track on the aero-
dynamic characteristics of the vehicle had not yet been investigated, neither for the AeroCity nor in literature.
Hence, a single geometric track design was adopted and applied to the CFD model. The CFD simulations re-
vealed that the lift-to-drag ratio had decreased, despite a modest increase of the lift coefficient. Two main
causes for the significant increase of the drag could be identified. First, the horseshoe-vortex was restricted
by the presence of the track wall to disperse in outboard direction. Instead, the vortex was deflected upwards
and observed to merge with the tip-vortex. Second, the flow channel between the end-plate and the track
wall gave rise to a significant amount of additional pressure drag. Although only a single track geometry was
studied, alternative track designs may be more suitable.

9.2. VALIDATION OF THE RESULTS

Despite a successful validation of the CFD model during the test-cases (Section 5.4), the results obtained for
the AeroCity model, do not meet the criteria for the lift- and drag-coefficient (Section 3.2). Aside from the
separation bubble on the side-plate of the AeroCity model, which is not captured to a satisfactory extent,
other discrepancies between the CFD predictions and the wind-tunnel data were found. Most noticeably, is
the comparison of the boundary layer profiles over the aft portion of the upper surface, with the experimental
results. Although the absolute displacement thickness’s are very much comparable, the shape factor of the
boundary layers are not.

During the wind-tunnel experiment [2], it was measured that the boundary layer near the trailing edge was
on the verge of separation, whereas the CFD prediction reveals a boundary layer seemingly indifferent of
the adverse pressure gradient. Implementation of a damping function for the eddy viscosity, with the aim to
make the boundary layer more susceptible for flow separation, did not improve the result. Although no ac-
tual flow separation over the upper surface was observed during the wind-tunnel experiment, the limitation
of the CFD model to predict boundary layer separation might give rise to a further under-prediction of the
drag, for example when the angle of attack is increased. Adding to the uncertainty was a numerical error, in
the region where the boundary layer was blended with the boundary layer edge conditions. In the end, it was
discovered that this was caused by a faulty calculation of the absolute wall distance by the Fluent algorithms.
Although the numerical artefact did not appear to influence the overall results, a solution was explored. By
increasing the total thickness of the prism layer mesh, the problem was successfully overcome.
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9.3. RECOMMENDATIONS
Summarizing the above, it can be concluded that the current results have attributed to the knowledge about
the aerodynamic characteristics of AeroCity and that the current CFD model is able to predict many aspects
of the flow around the AeroCity sufficiently. However, in order to gain further insight into the aerodynamic
characteristics and move forward with the design, both the aerodynamic model of the AeroCity and the nu-
merical model should be improved.

For the the aerodynamic model of AeroCity, the following improvements are suggested:

• The shape of the side-plate should be adapted, to prevent the formation of a laminar separation bub-
ble. Preferably, one should adopt a half-profile of the main wing airfoil. The thickness-to-chord ratio
should be kept low, as well as maintaining a straight profile on the pressure side of the side-plate. This
approach was taken by Kumar [17]. As was shown in Section 5.4, no separation bubble was predicted
for this model.

• The elevation height of the model should be reduced for future research. The current level for the lift-
to-drag ratio is only moderate, being in the order of L/D= 12−14. Operating closer to the ground, for
instance h/c≤ 0.025 should increase the aerodynamic efficiency. Particularly, if the separation bubble
on the side-plate can be diminished by alteration of the side-plate design.

• The height-to-chord ratio of the current AeroCity model was actually equal to h/c= 0.065. Note that
this is higher than the h/c= 0.05 as stated by Nasrollahi [2] and throughout this report. However, the
reference point used by Nasrollahi is located below the trailing edge and as such under-estimates the
height-to-chord ratio. Since the same CAD model was used, this does not subtract from the credibility
of the results.

• Careful shaping, of the transition between the upper surface and the side-plate plate, may weaken the
strength of the tip vortex. By applying a more gradual and smooth curvature, the air flowing from the
side-plate towards the upper surface will be accelerated less. However, this will decrease the interior
volume of AeroCity. Alternatively, the side-plates can be extended in height, after the location of maxi-
mum thickness, to offset the tip-vortex from the upper surface of the main wing. Nevertheless, this will
introduce additional friction drag and may give rise to interference problems.

• The use of a trailing edge flap, as proposed by Nouwens [1], should be investigated in more detail. The
trailing edge flap should increase the lift, by artificially reducing the height-to-chord ratio. Ideally, this
should be combined with a study of the dynamic stability characteristics of the AeroCity. By utilizing
the flap as a means to adjust the amount of generated lift, vertical oscillations could be dampened.
More-over, it will allow for vertical trim of vehicle in case of various loading conditions.

• The design of the track should be given more attention. As shown in Section 7.7, the current track design
has a negative effect on the aerodynamic efficiency. Hence, both the vehicle and the track design should
be optimized in order to minimize the negative effects of the track on the aerodynamic performance of
AeroCity. Other track designs, such as a guard-rail, are advised to also be investigated. Incorporation of
the lateral control system should ideally be incorporated during this analysis.

Aside from the recommendations regarding the AeroCity concept, there are several recommendations to im-
prove the CFD model. Although, with the current CFD model and methods, the aerodynamic characteristics
of the AeroCity have been investigated partially successful, improvement of the predictions are deemed nec-
essary to use the CFD model for further analysis.

• Design a hybrid mesh, consisting of hexahedral and tetrahedral cells to enhance the computational
efficiency. Use the hexahedral cells to fill the large volumes in the computational domain and apply the
tetrahedral cells only near the body or in regions of strong curvature.

• A more elaborate study with transition turbulence models in combination with surface roughness pa-
rameters might result in better results. By controlling the surface roughness of the model, the location
of boundary layer transition may be influenced. As such, the transition location on the upper surface
and the side-plate may be controlled individually.
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• Improve the quality of the mesh. Although the overall quality of the mesh, after multiple smoothing
iterations, was reasonably good, the mesh quality could be improved on a local level.Especially the
area between the bottom of the end-plate and the ground plane could require additional attention.

• Refinement of the prism layer mesh, by reducing the prism layer growth factor to r≤ 1.05 should in-
crease the resolution of the boundary layer. A minor improvement of the skin friction drag prediction
is to be expected. Furthermore, it might improve the sensitivity of the numerical boundary layer to the
adverse pressure gradient.

• Increase the mesh density in the region of the separation bubble. By locally refining the volume of the
cells, the prediction of the separation bubble may be improved, without increasing the total cell count
excessively.

• Use of a different software package, other than Fluent, is recommended. Although the interface is user-
friendly, more efficient or precise CFD codes may be available for the computation of aerodynamic
flows.



A
TURBULENCE MODELS

In this Appendix, the theory behind a selection of the turbulence models, used throughout this project, are
discussed in more detail.

A.1. SPALART-ALLMARAS
The Spalart-Allmaras [48] is a one-equation turbulence model that has specifically been designed for aerospace
applications. It utilizes a modelled transport equation of the eddy viscosity. The transport equation is given
by:
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,where ν̃ is equal to the eddy viscosity µ, except at the near wall region. The last two terms of eq. (A.1) are the
terms for turbulent production and destruction respectively. The turbulent viscosity is modelled by:

µt = ρν̃ fv1 (A.2)

and the scalar quantity S̃ for the rate of strain:

S̃ ≡ S + ν̃

κ2d 2 fv2 (A.3)

,where fv1 and fv2 are coefficients accounting for viscous damping, equated by:
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χ3 +C 3
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1+χ fv1
, χ= ν̃

ν
(A.4)

Furthermore, d is the distance to the wall and S is a based on the local vorticity magnitude. In the original
model by Spalart and Allmaras [48] it is given by:

S =
√

2Ωi jΩi j (A.5)

However, it was discovered that only including the generation of vorticity in the turbulence production term
was not accurate, as one should also include the effect of the mean strain rate of the flow. Hence, the improved
formulation of S by Bradshaw et al [49] is given by:

S ≡ |Ωi j |+Cpr od min
(
0, |Si j |− |Ωi j |

)
(A.6)

,where the magnitude of the strain rate and rotation tensor are given by:

|Ωi j | =
√

2Ωi jΩi j , |Si j | =
√

2Si j Si j (A.7)

The definition for S of eq. (A.6) is adopted by Fluent [10]. The values of the coefficients used are as follows:
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Cb1 =0.1355, Cw1 = Cb1

κ2 +
(
1+Cb2

)
σν̃

Cw3 = 0.3 σν̃ = 2

3

Cb2 =0.662 Cw2 = 0.3 Cpr od = 2.0 Cν1 = 7.1 κ= 0.4187

(A.8)

A.2. k − ε STANDARD
The k − ε turbulence model focusses on the mechanisms that affect the turbulence kinetic energy. The in-
stantaneous kinetic energy of a turbulent flow k(t ) is the sum of the mean kinetic energy K and the turbulent
kinetic energy k.

k(t ) = K +k (A.9)

,where the kinetic energy is simply given by:

K =1

2

(
U 2 +V 2 +W 2)

k =1

2

(
u′2 + v ′2 +w ′2) (A.10)

Because of viscous effects, turbulent flows are dissipative. Kinetic energy is converted to heat due to shear
stresses acting on the flow. Hence, if no energy is supplied to the flow, the flow disturbances or eddies die
out quickly. The rate at which the turbulence dissipates is called the dissipation rate ε. To obtain values for
k and ε two separate equations need to be solved. First, the equation for the kinetic energy K is treated. The
governing equation for K can be found [50] to be:
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,where in the above expression Si j represents the mean rate of deformation tensor. On the left hand-side of
the above expression entails the rate of change of K plus the transport of K by convection. The right hand-
side term is more elaborate. The first term is equal to the transport of K by pressure and viscous stresses
minus the transport of K by Reynolds stresses. The next term is the rate of dissipation of K , while the last
term describes the production of turbulence. Hence, in the case of turbulence, kinetic energy of the mean
flow it transitioned into kinetic turbulent energy. The equation of k is very similar:
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,where s′i j is the fluctuating component rate of deformation tensor. Note the plus sign for the last term on the

right hand-side. The above expression contains additional fluctuating terms, such as p ′, which are unknown.
Instead, often a more simplified model equation for k is used:
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The left hand-side remained unchanged, however the right hand-side now states that the change increase of
k should be equal to the diffusive transport of k plus the rate of production of k minus the rate of destruction.
The Prandtl number σk connects the diffusivity of k to the turbulent viscosity µk . Typically, a value of 1.0 is
used. [51]

The dissipation of k is described by the sixth term of eq. (A.12), as this captures the work done by the smallest
eddies against the viscous stresses. One can now define the dissipation rate per unit mass ε as:

ε= 2νs′i j s′i j (A.14)

The analytical equation is fairly long and contains some unknown higher order terms and cannot be solved.
Instead, a simplified model equation is derived by multiplication of the k equation with ε/k, which results to:
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The Prandtl number σε connects the diffusivity of the dissipation ε to the eddy viscosity µt . Typically, a value
of 1.30 is used. [51]. The model constants C1ε and C2ε have typically values of 1.44 and 1.92. Once the local
values for ε and k are known, the turbulent viscosity is calculated by:

µt = ρCµ
k2

ε
(A.16)

,where Cµ is often set equal to 0.09. [51] In order to solve the model equations for k and ε one must specify
the initial values for at the inlet boundary of the domain. The turbulence kinetic energy is usually prescribed
as:

k∞ = 1.5
(
TiU∞

)2 (A.17)

,where Ti is the free stream turbulence intensity. Depending on the flow application, the free stream tur-
bulence can vary anywhere between Ti = 0.0001 to 10 percent of the mean velocity. Similarly, the turbulent
viscosity is specified as a percentage of the free stream viscosity. Usually, the initial turbulent conditions are
only specified at the inlet of the domain, as the values at the outlet are obtained by extrapolation. At a solid
surface, the values for k, ε and µt are set equal to zero.

The advantage of the standard k − ε model is that is relatively simple to implement and leads to stable, rel-
atively fast converging solutions. On the downside, it is not able to predict solutions for flows with a strong
degree of rotation and separation very well. [11] This is partially caused by the fact that the equations of the
standard model become numerically unstable when integrated to the wall. [51] For such cases, a separate
model should be used to capture the turbulent behaviour of the flow near a wall. This is discussed separately
in Section 4.4. Furthermore, the model assumes fully turbulent flow. As such, it is only relevant for high Re
flows. Various adaptations of the standard k −ε model have been proposed which add Reynolds number de-
pendency functions f1 and f2 to the last two terms of eq. A.15, plus introduce an extra term to the k and ε

equations to account for the fact that the dissipation process may not be isotropic. [51].

A.3. k − ε RNG
An improved version of the standard k−εmodel was introduced by Yakhot et al. [52] The underlying principle
of this improved model is that the RANS equations are re-normalized to account for the effect of smaller scales
of eddies. In the standard model the eddy viscosity µt is determined for a single turbulence length scale. This
implies that the turbulent diffusion only occurs at the pre-described length scale and ignores the effect of
other scales of motion. To re-normalize the RANS equations, a mathematical statistical technique called Re-
normalization Group Method (RNG) is applied. The RNG procedure expresses the effect of the small scales
of motion in terms of larger scale motions. [11] The mathematics behind the derivation is very elaborate and
will not be discussed here. Instead, the final formulation for high Reynolds number flows derived by Yakhot
et al are presented below:
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,where τi j is the Reynolds Stress term according to the Boussinesq hypothesis [47]:

τi j = ρu′
j u′

i = 2µt Si j − 2

3
ρkδi j (A.19)

Note that in eq. (A.18) the effective viscosity is defined, given by:

µe f f =µ+µt µt = ρCµ
k2

ε
(A.20)

The following coefficients are to be used [11]:

Cµ = 0.0845 αk =αε = 1.39 C1ε = 1.42 C2ε = 1.68 (A.21)

Furthermore:
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C∗
1ε =C1ε− η(1−η/η0)

1+βη3 ,η= k

ε

√
2Si j ·Si j η0 = 4.377 β= 0.012 (A.22)

Note that in the above expression, only the value of β is adjustable. The current value is obtained from near
wall turbulence data. [11] All other values are to be computed by the RNG process. With the standard k − ε
model, it is believed that the ε model equation is one of the causes for limited accuracy in the case of flows
that experience large strain rates. The strain-dependent correction term for the C1ε constant tries to capture
the interaction between the mean shear and the turbulence dissipation ε. Indeed, Yakhot et al [52] showed
that the improved k − ε model is able to obtain good predictions for flow over a backward facing step. Other
users have also experienced improved performance for flows with a high streamline curvature and strain
rate. Also, transition is reported to be capture better. [11]. However, some of the limitations of the standard
are maintained for the RNG model as well.

A.4. k − ε REALIZABLE
Like the RNG k − ε model, the Realizable k − ε focusses on improving the turbulent dissipation ε equation.
The governing equation for the turbulent kinetic energy k is however identical to the standard k −ε model. It
also entails a new formulation for the turbulent viscosity. The Realizable turbulence model is developed by
Shih et al. [53] The term ’realizable’ means that the satisfies the mathematical and physical constraints on the
Reynold stresses, which is not the case for the standard or RNG k − ε model equations. To understand this,
one should combine the Boussinesq relation of eq. (A.19) and the expression for the eddy viscosity, given by
eq. (A.20). By doing so, one obtains the following relation for the normal Reynolds stress in an incompressible
strained mean flow [10].
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(A.23)

,where the relation νt = µt /ρ was used to obtain the above result. It can now be shown [10] that the normal

stress u2 , which is by definition a positive quantity, can become negative when:

k

ε

∂U

∂x
> 1

3Cµ
≈ 3.7 (A.24)

Hence, the system becomes "non-realizable". The Realizable k−εmodel fixes this by instead of having a fixed
coefficient Cµ, making it into a variable:

Cµ = 1

A0 + As
kU∗
ε

, U∗ =
√

Si j Si j +Ωi jΩi j (A.25)

,where Ωi j is the mean rotation tensor viewed from a rotating reference frame with an angular velocity ωk .
The constants A0 and As are functions of the velocity gradients. For briefness, the exact formulations are not
shown here. It can be shown that the eddy viscosity, described by eq. (A.25), is equal to the standard value of
0.09 in the case of the inertial (log-law) layer in a equilibrium boundary layer. The inertial sub-layer is a part
of the turbulent boundary layer where the velocity gradient in is governed solely by turbulent momentum
exchange, as the direct effect of viscosity has become negligible. With the improved formulation for the eddy
viscosity the new transport equation for the turbulence dissipation rate is :

∂(ρε)

∂t
+ ∂

∂xi
(ρεU ) = ∂

∂x j

[(
µ+ µt

σε

)
∂ε

∂x j

]
+ρC1Sε−ρC2

ε2

k +p
νε

(A.26)

In the above equation any additional source terms and the effect of buoyancy are ignored. The second term
on the right-hand side is the generation of ε and the last term describes the destruction of ε. Note that the
destruction term does not have a singularity if k vanishes (e.g. k = 0), in contrast to the previous k − ε mod-
els. Also, the production term does not involve k, which is believed to better representation of the energy
transfer [10]. The Realizable has been shown to produce more accurate results [53] for a wide variety of flows,
including separated and boundary layer flows [11].
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A.5. k − ω BSL
Next to the various k −ε models, the k −ω Baseline (BSL) model developed by Wilcox [55] uses the transport
equation for k. The second model equation of the k −ω model describes the transport of ω, the specific tur-
bulent dissipation rate, sometimes also referred to as the turbulent frequency. Instead of using the governing
equation of fluid motion, the equation for ω is constructed based on the known physical process of turbu-
lence. The process of turbulent dissipation takes place at the level of smallest eddies. However, the rate of
dissipation ε is rate of energy transfer between the turbulent kinetic energy to the smallest eddies. Since the
larger eddies determine the turbulent kinetic energy, the dissipation rate ε is set by the properties of the large
eddies. The specific turbulent dissipation rate ω can thought of as the ratio of turbulent dissipation rate to
the turbulent mixing energy or the rate of dissipation of turbulence per unit energy. The k − ε equations are
transformed into a k −ω formulation by using:

ε=β∗ωk (A.27)

Using the above transformation, the new transport equations for the k −ω model can be derived to be: [55]:

∂(ρω)

∂t
+ ∂

∂xi
(ρωU ) = ∂

∂x j

[
(µ+σµt )

∂ω

∂xi

]
+αω

k
τi j∇U −βρω2 (A.28)

and

∂(ρk)

∂t
+∇· (ρkU ) = ∂

∂x j

[
(µ+σ∗µt )

∂k

∂xi

]
+τi j∇U −β∗ρωk (A.29)

with

α= 5

9
β= 3

40
β∗ = 9

100
σ= 1

2
σ∗ = 1

2
(A.30)

Note that the term τi j∇U is the production of turbulent kinetic energy k. The k−ω has been reported to show
improved accuracy for various complex flows, such as an attached boundary layer flow under an adverse
pressure gradient [55]. Moreover, the turbulence model can be integrated through the viscous sub-layer,
removing the need for additional wall functions.

A.6. k − ω SST
The previous discussed standard k−ωmodel has shown to outperform the k−ε turbulence models in laminar
sub-layers and the logarithmic region of the boundary layer [55]. However, the model appears to be strongly
influenced by the specified free stream value of ω outside the boundary layer [51]. As such, the k −ω model
is not very suited for boundary layer wake flow. The k −ε model on the other hand is quite accurate for these
regions of the flow [51]. By combing the two models on can add the strengths and remove the weaknesses of
each individual model. This was done by Menter [54], by developing the k −ω Shear Stress Transport (SST)
model. The model name stems from the modified turbulent viscosity equation, which has been modified
to account for the transport of the principal turbulent shear stress. The k −ω equations are multiplied by a
blending function F1 and the equations of k −ε by

(
1−F1

)
.

∂(ρω)

∂t
+ ∂

∂xi
(ρωui ) = ∂

∂x j

[
(µ+σω2µt )

∂ω

∂x j

]
+α2

ω

k
τi j∇U −β2ρω

2 +2(1−F1)ρσω2
1

ω
∇k∇ω (A.31)

and

∂(ρk)

∂t
+ ∂

∂xi
(ρkui ) = ∂

∂x j

[
(µ+σk2µt )

∂k

∂xi

]
+τi j∇U −β∗ρωk (A.32)

Note that an additional term has emerged in the ω transport equation, which can be viewed as a cross-
diffusion term. The following coefficients have been introduced in eq. (A.31) and (A.32):

σk2 =
1

σk
σω2 = 1

σε
β2 =β∗(Cε2 −1) β∗ =Cµ α2 = (Cε1 −1) (A.33)



106 A. APPENDIX A: TURBULENCE MODELS

In the combined equation of eq.(A.31) F1 is the so-called blending function. It is designed such that near the
wall the function F1 is equal to one, such that the k−ωmodel is used, and equates to zero away from the wall.
in the latter case, the k−ε equations are used. In compact form, the constant used in eq. (A.32) are expressed
as:

φ= F1φ1 + (1−F1)φ2 (A.34)

,where φ1 represents the constants associated with the k −ω model (F1 = 1) and φ2 the constants of the k −ε
model (F1 = 0). The blending function F1 itself is given by the following relation:

F1 = tanh(φ4
1)

φ1 =min

[
max

( p
k

0.09ωy

500µ

ρy2ω

)
,

4ρk

σω,2D+
ωy2

]
, φ2 = max

[
2

p
k

0.09ωy
,

500µ

ρy2ω

] (A.35)

,where D+
ω is the positive part of the cross-diffusion term given by:

D+
ω = max

[
2ρ

1

σω,2

1

ω

∂k

∂x j

∂ω

∂ω
∂x j ,10−10

]
(A.36)

A new eddy viscosity was derived to be able to handle adverse pressure gradient flows better for the new
model. However, since the new formulation does not hold for the complete flow field, it is blended with the
eddy viscosity term used by the k −ε model.

µt = ρk

ω

1

max
[

1
α∗ , SF2

α1ω

] , F2 = tanh
(
φ2

2

)
(A.37)

,where α∗ is a coefficient that damps the eddy viscosity in low Re flow and S the magnitude of the strain rate.

A.7. REYNOLD STRESS MODEL

The Reynolds Stress Model (RSM) calculates the individual Reynold’s stresses u′
i u′

j using six differential trans-

port. The exact form of the Reynold stress transport equations are given by:

∂

∂t
(ρu′

i u′
j )+ ∂

∂xk
(ρuk u′

i u′
j ) = DT,i j +DL,i j +Pi j −Gi j +φi j −εi j −Fi j (A.38)

,where the turbulent diffusion DT,i j and the molecular diffusion DL,i j are given by:

DT,i j = ∂

∂xk

[
ρu′

k u′
j u′

i +p
(
δk j u′

i +δi k u′
j

)]
DL,i j = ∂

∂xk

[
µ

∂

∂xk
(u′

j u′
i )

] (A.39)

,the stress production Pi j and the buoyancy production Gi j by:

Pi j =−ρ
(
u′

i u′
k

∂u j

∂xk
+u′

j u′
k

∂ui

∂xk

)
Gi j =−ρβ

(
gi u′

jθ+ g j u′
iθ

) (A.40)

Further, the pressure strain φi j and the turbulent dissipation ei j are given by:

φi j =p

(
∂u′

i

∂x j
+
∂u′

j

∂xi

)

εi j =2µ
∂u′

i

∂xk

∂u′
j

∂xk

(A.41)

and finally Fi j , the production of turbulence due to system rotation is given by:

Fi j = 2ρΩk

(
u′

j u′
mεi km +u′

i u′
mε j km

)
(A.42)
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Of the various terms stated above, DL,i j , Pi j and Fi j are exact formulations and do not require any modelling.
However, the expressions for DT,i j , Gi j , φi j and εi j require some assumptions and simplifications in order to
close the formulations.

To model the transport of the turbulent diffusivity, the following simplified expression [79] is used by Fluent
[10]:

DT,i j = ∂

∂xk

(
µt

σk

∂u′
j u′

i

∂xk

)
(A.43)

The eddy viscosity µt is determined by by eq. (A.16), similar as computed in the k − ε models. The pressure
strain term can be modelled in various ways. In Fluent, one can either opt for the linear [56] or the quadratic
[80] pressure strain model. In the case of the linear pressure strain model by Launder, an additional low Re
formulation needs to be adopted for near-wall flows. Since the quadratic formulation by Speziale [80] has
been shown to be more effective, for example in predicting rotating shear flow [80] the latter is explained in
more detail. The formulation derived by Speziale is given by:

φi j =−ρ(
C1ρε+C∗

1 P
)
bi j +C2ρε

(
bi j bk j −

1

3
bmnbmnδi j

)
+

(
C3 −C∗

3

√
bi j bi j

)
ρk§i j

+C4ρk
(
bi k S j k +b j k Si k −

2

3
bmnSmnδi j

)
+C5ρk

(
bi kΩ j k +b j kΩi k

) (A.44)

,with the following coefficients:

C1 = 3.4 C∗
1 = 1.8 C2 = 4.2 C3 = 0.8 C∗

3 = 1.3 C4 = 1.25 C5 = 0.4 (A.45)

Further, in eq. (A.44), the Reynolds-stress anisotropic tensor bi j is defined as:

bi j =−
(−ρu′

i u′
j + 2

3ρkδi j

2ρk

)
(A.46)

The formulations for the mean strain rate tensor Si j and the mean rate-of-rotation tensor Ωi j are given by
the terms of eq. (4.5). Note that in the above formulation, δi j is the Kronecker delta, being either δi j = 1 if
i = j or δi j = 0 if i 6= j . Further, the term gi is the local component of the gravitational vector in the direction
of the flow component. As one can observe from eq. (A.44), the turbulent kinetic energy k and the turbulent
dissipation rate ε occur in the expression. The turbulent kinetic energy is obtained by:

k = 1

2
u′

i u′
j (A.47)

,which is modelled in this case by Fluent [10]:

∂

∂t
(ρk)+ ∂

∂xi
(ρkui ) = ∂

∂x j

[(
µ+ µt

σk

) ∂k

∂xi

]
+ 1

2

(
Pi j +Gi j

)−ρε(1+2M 2
t

)
(A.48)

,where σk = 0.82 and Mt =
p

k/a2 the turbulent Mach number. The ε equation, a similar expression as used
in the k −ε model is used. Modelling of the buoyancy term is obtained by assuming the use of an ideal gas:

Gi j =− µt

ρσ

(
gi

∂ρ

∂x j
+ g j

∂ρ

∂xi

)
(A.49)

,where gi is the component of the gravitational vector g in the direction of the local velocity component. In

terms of boundary conditions the RSM requires input values for the Reynolds stresses u′
i u′

j and the turbulent

dissipation rate ε at the inlet of the computational domain. In Fluent, these can be specified directly or by
means of turbulence intensity. At the walls, the Reynolds stresses and ε are computed in Fluent by use of
wall functions (described in Section 4.4). By assuming equilibrium and using the log-law [81], the Reynolds
stresses at the cells near the wall are computed by:

u
′2
τ

k
= 1.098,

u
′2
η

k
= 0.247,

u
′2
λ

k
= 0.655, −u

′2
τ u

′2
η

k
= 0.255 (A.50)



108 A. APPENDIX A: TURBULENCE MODELS

Note that for the above expression, a local coordinate system has been introduced, where τ is the tangential
coordinate, η the normal coordinate and λ the bi-normal coordinate. The value for κ is obtained by solving
eq. (A.48)

A.8. WALL FUNCTIONS
Since the standard (equilibrium) wall function are not very suited for modelling a turbulent boundary layer
with experiencing an adverse pressure gradient, only the non-equilibrium wall function implemented in Flu-
ent is discussed here in more detail. The implemented model is a two-layer model developed by Kim and
Choudhury [82]. Compared to the standard wall function, it has been adopted to be sensitized for pressure-
gradient effects. The modified log-law formulation is summarized as follows [10]:

ŨC 1/4
µ k1/2

τw /ρ
= 1

κ
ln

(
E
ρC 1/4

µ k1/4 y

µ

)
(A.51)

,where the pressure-gradient adjusted mean velocity Ũ is given by:

Ũ =U − 1

2

d p

d x

[
yv

ρκ
p

k
ln

( y

yv

)
+ y − yv

ρκ
p

k
+ y2

v

µ

]
(A.52)

,with yv being the physical viscous sub-layer thickness given by:

yv ≡ µy∗
v

ρC 1/4
µ k1/2

p
(A.53)

,where y∗
v = 11.225 is the dimensionless thickness of the viscous sub-layer, or the distance y+ from the wall

at which the log-law region starts in Fluent. Note that this is significantly earlier than the y+ values between
30−60 as used for the original log-law equation.

The non-equilibrium wall function uses the two-layer concept for the determination of the turbulence ki-
netic energy k at the wall-neighbouring cells. These are assumed to consist of a viscous sub-layer and a fully
turbulent region. The following assumptions are made:

τt =
{

0, y < yv .

0, y > yv .
, k =

{( y
yv

)2kp y < yv

kp y > yv
, ε=

{ 2νk
y2 y < yv

k3/2

C`y y > yv
(A.54)

,where C` is a coefficient for the turbulence length scale given by C` = κC−3/4
µ . Note that kp is the kinetic

energy at a certain point p in the flow. With these assumptions about the profiles of k, ε and τt the cell-
averaged production of k, denoted by Gk and cell-averaged dissipation rate ε can be determined.

Gk = 1

yn

∫ yn

0
τt
∂U

∂y
d y ≡ 1

κyn

τ2
w

ρC 1/4
µ k1/2

p
ln

( yn

yv

)
(A.55)

and

ε= 1

yn

∫ yn

0
ε d y ≡

[
2ν

yv
+

k1/2
p

C`
ln

( yn

yv

)]
kp (A.56)

The above integrals are valid for quadrilateral and hexahedral cells, as the cell volume average can be approx-
imated with a depth average [10]. For other cell shapes different approximations of the cell volume have to be
used. Note that in (A.56) the height of the cell is indicated by yn . Since the non-equilibrium model described
above accounts for pressure-strain effects and non-equilibrium conditions, it is capable to predict flows with
occurrence separation, recirculation and reattachment of the wall layer. This is especially noticeable in the
predicted values for the skin friction coefficient compared to the stand equilibrium wall functions. Note that
the non-equilibrium wall function implemented in Fluent, as described above, is only available for the k − ε
and RSM.
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ENHANCED NEAR-WALL TREATMENT
Wall functions are an computationally cost-effective solution that yields to reasonable accurate solutions for
most high Reynolds number wall-bounded flows. However, for flow cases that depart too much from the ideal
conditions, such as flows involving strong separation or three-dimensionality in the near-wall region, the ac-
curacy starts to significantly decrease. For such flows, one should use additional measures such as enhanced
mesh resolution in the near-wall region. In this case the wall adjacent cells should be fine enough (y+ ≈ 1) to
capture the laminar sub-layer. However, this requires a lot of computational power when this is applied over
the entire near-wall region. Instead, Fluent offers the choice of ’Enhanced Wall Treatment’, which combines
a Two-Layer model with enhanced wall functions. The Enhanced Wall Treatment is an option for the k − ε
model and RSM, for the k −ω models only the enhanced wall functions are available.

Two-Layer model In the Enhanced Wall Treatment, the whole domain is divided into a viscous-effected
and a fully turbulent region. The border of the two regions is determined by the formulation of a Reynolds
number Rey based on the distance to the wall y :

Rey = ρy
p

k

µ
(A.57)

Note that y is the shortest distance between the cell centroid an the nearest wall. When Rey > 200, the flow
is assumed fully turbulent and the flow field is resolved by either the k − ε model or RSM. For the case that
Rey < 200, a one-equation model by Wolfstein [83] is used. The same equations for momentum and k are
used by the k − ε model and RSM respectively. However, the eddy viscosity term is modelled in a different
way:

µt ,2L = ρCµ`µ
p

k (A.58)

The length scale in (A.57) is given by: [84]

`µ = yC∗
`

(
1−e−Rey /Aµ

)
(A.59)

The two-layer turbulent viscosity formulation of eq. (A.58) is used to blend with the high-Reynolds number
eddy viscosity µt , given by eq. (A.16), of the outer region. The blended viscosity term is used for the enhanced
wall treatment and given by [85]:

µt ,enh =λεµt +
(
1−λε

)
µt ,2L (A.60)

The blending function λε is defined such equal to one far away from the wall and zero very near the wall. The
blending function utilized by the Enhanced Wall Treatment in Fluent is: [10]

λε = 1

2

[
1+ tanh

(Rey −Re∗y
A

)]
(A.61)

Note that Re∗y is the Reynolds number at the border of the viscous-effects and fully turbulent region, previ-
ously determined to be Re∗y = 200. The constant A is used to determine the width of the blending function. It
is determined such that the value of λε is within 1% of the far-field value for a certain variation ∆Rey .

A = |∆Rey |
tanh

(
0.98

) (A.62)

The main purpose of the blending function λε is to prevent convergence problems with the k − ε, when the
solution of the outer region does not match with two-layer formulation. Typically, ∆Rey is set between 5%
and 20% of Re∗y .

To compute the turbulence dissipation rate ε, the following simple relation is used:

ε= k3/2

`ε
(A.63)

,where the length scale `ε is again determined by Chen and Patel [84] (see eq. (A.59)). The following constant
are used:
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C∗
` = κC−3/4

µ , Aµ = 70, Aε = 2C∗
` (A.64)

Enhanced wall functions In order to have a single function that describes the entire viscous sub-layer (lam-
inar sub-layer, buffer region and log-law region), the linear and logarithmic laws-of-the-wall are blended as
follows: [86]

u+ = eΓu+
l am +e1/Γu+

tur b (A.65)

,where Γ is a blending function given by:

Γ=− a
(
y+)4

1+by+ (A.66)

with the coefficients a = 0.01 and b = 5. By taking the derivative of eq. (A.65) one can write:

du+

d y+ = eΓ
du+

l am

d y+ +e1/Γ
du+

tur b

d y+ (A.67)

The derivative form of eq. (A.65) helps to promote convergence in the case that y+ falls inside the buffer
region (3 < y+ < 10). In order to smoothly blend the linear region and the fully-turbulent (log-law) region, an
enhanced formulation of the turbulent wall law has been derived: [10]

du+
tur b

d y+ = 1

κy+
[

S′(1−βu+−γ(
u+)2

]1/2
(A.68)

,where:

S′ =
{

1+αy+ fory+ < y+
s

1+αy+
s fory+ ≥ y+

s
(A.69)

and

α= vw

τw u∗
d p

d x
= µ

ρ2
(
u∗)3

d p

d x

β=σt qw u∗

cpτw Tw
= σt qw

ρcp u∗Tw

γ=σt
(
u∗)2

2cp Tw

(A.70)

,where y+
s is the location at which the slope of log-law is constant. The default value in Fluent is y+

s = 60.
The coefficients α,β and γ, given by eq. (A.70), take into account the effect of pressure gradients and thermal
effects. Note that if the coefficients of eq. (A.70) reduce to zero, the analytical solution of eq. (A.68) again
yields to the standard log-law expression. The integrated form of the laminar term of eq. (A.67) is given by:

u+ = y+
(
1+ α

2
y+

)
(A.71)

Besides the blended velocity profile definition (eq.(A.65)), a similar approach is implemented for the thermal
wall profile. However, for the sake of briefness, this is not discussed here. Instead the reader is referred to the
Fluent user-guide [10].
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Figure B.1: Non-dimensiolized u-velocity measured along the velocity rakes

Figure B.2: Non-dimensiolized v-velocity measured along the velocity rakes
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Figure B.3: Non-dimensiolized u-velocity measured along the velocity rakes

Figure B.4: Non-dimensiolized v-velocity measured along the velocity rakes
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Figure B.5: Non-dimensiolized u-velocity measured along the velocity rakes

Figure B.6: Non-dimensiolized v-velocity measured along the velocity rakes
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Figure B.7: Non-dimensiolized u-velocity measured along the velocity rakes

Figure B.8: Non-dimensiolized v-velocity measured along the velocity rakes
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Figure B.9: Non-dimensiolized u-velocity measured along the velocity rakes

Figure B.10: Non-dimensiolized v-velocity measured along the velocity rakes
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Figure B.11: Non-dimensiolized u-velocity measured along the velocity rakes

Figure B.12: Non-dimensiolized v-velocity measured along the velocity rakes
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Figure B.13: Pressure distribution obtained with the SST k −ω compared to experimental data
[14]

Figure B.14: Verification of SST k −ω results with CFD results obtained by NASA [13]



C
USER DEFINED FUNCTION

#include " turb . h"
#include " sg_ke . h"
#include "dx . h"

/*==========================================F3==========================================*/

r e a l F3 ( c e l l _ t c , Thread * t )
{

r e a l y = C_WALL_DIST( c , t ) ;
r e a l arg1 ;
r e a l f s s t ;

r e a l yPlus = 6.0*pow(10 ,6) *pow( y , 2 ) +194068*y +0.2744;

f s s t = 0.09+(1−0.09* tanh (pow( ( 0 . 0 3 * yPlus ) , 4 ) ) ) *(0 .91+0.09* tanh (pow( ( 0 . 0 0 5 * yPlus ) , 8 ) ) ) ;

arg1 = MIN( f s s t , 1 ) ;

C_UDMI( c , t , 0 ) = y ;
C_UDMI( c , t , 1 ) = yPlus ;

return arg1 ;

}

/*======================================Low Re correction================================*/

r e a l ALPHA_STAR( c e l l _ t c , Thread * t )
{

r e a l arg2 ;
r e a l Re_t ;

r e a l R_k = 6 ;
r e a l alpha_inf = 1 ;
r e a l alpha0_inf = 0.072/3;

r e a l mu = C_MU_L( c , t ) ;
r e a l k = C_K( c , t ) ;
r e a l omega = C_O( c , t ) ;
r e a l rho = C_R( c , t ) ;

Re_t = ( rho *k ) / (mu*omega) ;

arg2 = alpha_inf * ( ( alpha0_inf+Re_t /R_k ) /(1+ Re_t /R_k ) ) ;

return arg2 ;
}
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/*==================================Set turbulent v i s c o s i t y ==============================*/

DEFINE_TURBULENT_VISCOSITY( user_mu_t , c , t )
{

r e a l mu_t ;
r e a l arg3 ;
r e a l arg4 ;

r e a l Smag = C_STRAIN_RATE_MAG( c , t ) ;
r e a l mu = C_MU_L( c , t ) ;
r e a l k = C_K( c , t ) ;
r e a l omega = C_O( c , t ) ;
r e a l rho = C_R( c , t ) ;
r e a l alpha_1 = 0 . 3 1 ;

r e a l y = C_WALL_DIST( c , t ) ;

/* r e a l * k_g = C_K_G( c , t ) ;
r e a l * o_g = C_O_G( c , t ) ;

r e a l Cross_Diff = Get_kw_Cross_Deriv ( k_g , o_g , omega) ;

r e a l F1 = get_sst_F1 ( rho , k , omega, mu, y , Cross_Diff ) ; */
r e a l F2 = get_sst_F2 ( rho , k , omega, mu, y ) ;

C_UDMI( c , t , 2 ) = F3 ( c , t ) ;
C_UDMI( c , t , 3 ) = F2 ;

arg3 = 1/ALPHA_STAR( c , t ) ;
arg4 = Smag*F2 / ( alpha_1 *omega) ;

mu_t = F3 ( c , t ) * ( rho *k/omega) *(1/MAX( arg3 , arg4 ) ) ;

return mu_t ;

}
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