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Preface

"None of us can know what the world is in the way that we used to know it. Einstein says that
time is not the same for all of us but different for each one of us. It is very hard to conceive of
such separate views, of such relative way of seeing. Today is the first day of a new world that
is much harder to live in: less certain, more lonely."

from the movie, Einstein and Eddington (2008).

In the 17th century, Isaac Newton described how gravity acts and explained why. Since his
theory, during about a 200 years, everybody had believed Newton’s theory for gravity. The
planets make their orbits around the sun. By Newton’s theory of gravity, we can estimate
their orbits. Where will they be? When do they pass closest to the sun? However, the theory
was not perfect. Mercury! The predicted orbit of Mercury based on Newton’s theory was dif-
ferent from the true orbit that we observed. In the 19th century, Albert Einstein introduced
a new theory that all things with mass deform spacetime and this deformed curvature
is an alteration of the geometry of spacetime. By considering this curved spacetime, we
can correctly calculate the orbit of Mercury. Furthermore, Einstein produced E =m c 2 (E ,
energy; m , mass; and c , speed of light) from his special relativity theory, based upon the
theorem that nothing can travel faster than light. For a long time, nobody could not claim
this.

However, in 2011, the OPERA research group in Italy first claimed that there is a particle
that can be faster than light. It is a neutrino. Eventually, the measured time difference was
explained as a measurement error. However, this is a still controversial issue and nobody
knows whether Einstein is perfectly right or not. I believe that it is not important who is
right and who is wrong. The most important thing is an attitude on a research.

Every day and every time, we experience science and nature. In order to explain the
phenomena, we learn and use physics. However, I believe that there is no absolute answer
to explain nature. Always, keep asking, keep thinking, and keep answering.

Delft, the Nethlerands
Hyoungsoo Kim
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Summary

Moving liquid droplets with inertia: Experiment, simulation, and theory�H. Kim

Recently, water-based immersion lithography has been introduced for producing 50-nm
and sub 40-nm devices in the semiconductor industry. The main advantage of using im-
mersion fluids is that it yields enhanced spatial resolution due to a higher refractive index
(n w a t e r ⇡ 1.44) for 193nm light compared to air (n a i r ⇡ 1.0). One of the primary challenges
remaining in immersion lithography is to maintain the liquid stably between the freely
moving optical scanner and the silicon wafer. The confined liquid layer is partially wetting
and dewetting where there is a contact line of solid, gas, and liquid phases. During scanner
operation, the relative contact line velocity of the liquid layer increases up to O(1 m/s) and
contact line instability occurs at critical conditions.

Interestingly, we can notice a similar phenomenon in nature, i.e. droplet breakup. After
rain, a raindrop on a window is sliding down, sometimes leaving behind tiny droplets. In
this case, the internal flow velocity is of the order of a few mm/s or cm/s, which is very slow
compared to a liquid droplet of the immersion lithography.

Currently, there are many efforts to understand the droplet breakup mechanisms for creep-
ing flow conditions. In contrast, investigation of droplet breakup in a higher velocity flow
regime, V ⇡O(1 m/s), is at an early stage. To achieve a better understanding of the latter
instability mechanism, we perform an experimental, theoretical, and numerical analysis
of a partial wetting and dewetting flow over a moving substrate with a velocity U ⇡O(1 m/s).

The first part of the thesis describes the experimental setup and the measurement tech-
niques used: shadowgraphy and particle image velocimetry. The liquid immersed droplet
is generated by a simplified immersion device that has the same basic functioning of a real
immersion device (supplying water at the inlet and extracting water and air at the outlet).
The droplet thickness is of the order of a hundred micron.

To investigate the flow field inside the moving droplet, we perform tomographic particle
image velocimetry and 3D particle tracking velocimetry, which enable us to measure three-
dimensional three-component velocities in a volume. Even though the two techniques
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Summary

were expected to give the same result, we have observed differences. To investigate this
issue, we have quantitatively compared and evaluated both results, considering (1) the
mass conservation in the droplet, (2) the reconstructed 3D particle distributions, (3) the
divergence of the flow, and (4) velocity profiles.

Based on these assessments, we conclude that tomographic particle image velocimetry is
an applicable method for measuring the complex micro-scale flow patterns robustly and
accurately. In the following parts, velocity flow fields are presented, which were obtained
by tomographic particle image velocimetry. We first obtain an internal flow pattern of the
immersion droplet and show a recirculation region close to the rear part of the droplet.
Furthermore, a self-similar flow pattern is observed near the corner region of the dewetting
contact lines.

Surprisingly enough there are some similarities between a gravity-driven liquid droplet
on an inclined surface at Re⌧ 1 and an immersion droplet at Re ⇠O(100): (1) a relation
between the dynamic receding contact angle ✓ and the velocity U of the contact line, i.e.,
✓ 3 = f (C a )where C a is the capillary number, (2) a self-similar flow pattern near the corner
(dewetting), and (3) a relation between the dynamic receding contact angle and the corner
opening angle.

For the gravity-driven droplet, the analytical results were obtained by using creeping
flow (Re⌧ 1) and classical lubrication approximations (✏·Re⌧ 1), where Re is the Reynolds
number and ✏ is an aspect ratio of the flow structure. Voinov (1976) and Cox (1986) first de-
scribed the relation between the dynamic receding contact angle and the velocity U of the
contact line, the so-called Cox-Voinov law. Stone et al. (2002) and Limat and Stone (2004)
first obtained the three-dimensional lubrication model. Based on this model, Snoeijer et
al. (2005) found out a self-similar flow pattern near the corner structure. However, these
analytical solutions can not fully explain similarities in the liquid immersion droplet at
Re ⇠O(100) and ✏·Re > 1.

In the second part of this thesis, we perform a theoretical study of the dewetting flow
in the immersion droplet. To further investigate the liquid immersion droplet, we observe
the shape of the droplet by means of high-speed shadowgraphy. Based on this, we perform
a scaling analysis. First, we present that the dynamic receding contact angle and the corner
opening angle are correlated with each other, which is described by an empirical model.
Second, we show that ✏·Re is larger than unity and hence the existing analytical solutions
are not applicable to the present problem. Thus the classical lubrication theory has to be
modified. In the theoretical approach of this thesis, we introduce such a modified model
based on a scaling analysis and flow pattern analysis.

Based on measurement results by shadowgraphy and tomographic particle image ve-
locimetry, we derive a modified lubrication theory for ✏·Re > 1. By scaling arguments,
we assume that the normal velocity and the normal vorticity components are negligible
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in comparison with other components. The streamlines are nearly parallel and straight
between boundaries, which is validated by tomographic particle image velocimetry. Based
on these assumptions, we obtain a modified pressure that consists of a capillary pressure
and a dynamic pressure. The nonlinear acceleration terms (inertial effects) are expressed
in terms of the dynamic pressure.

Based on the modified lubrication model, we first provide an approximate analytical
solution to describe a three-dimensional corner structure, i.e. the relation between the
dynamic receding contact angle and the half corner opening angle. From this analytical
solution, we postulate that there are two regions, which are dominated by either the ca-
pillary pressure and the dynamic pressure. In fact, when the half corner opening angle
becomes smaller (fast substrate speed), the dynamic pressure effect becomes dominant.
Subsequently, we obtain an analytical velocity profile that shows a self-similar flow pattern
near the corner-shaped contact lines at ✏·Re > 1. In this part, we compare two different
cases, the gravity-driven droplet and the immersion droplet, to explain the observed simil-
arity. Incidentally, both analytical results are analogous. However, when the corner opening
angle is small, the two solutions are slightly different. These theoretical results are validated
by the experimental results.

The third part provides a simplified numerical model to investigate the internal flow pattern
of the immersion droplet. In this approach, the immersion droplet is simplified as a flat
cylinder. The liquid-gas interface is fixed and is assumed as a zero flux boundary. For the
inlet and outlet boundary conditions, we apply a similar basic functioning of the current
simplified immersion needle device as used in the experiments. The simplified numerical
model is qualitatively in a good agreement with the experimental result. In this thesis,
we propose the idea of simplifying the computational model anticipating it can assist in
improving the immersion hood design.
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Samenvatting

Bewegende druppels met traagheid: Experimenten, simulaties en theorie�H. Kim

In recente jaren is immersie-lithografie geïntroduceerd in de halfgeleiderindustrie om
50-nm en sub 40-nm structuren te maken. Het grootste voordeel van het gebruik van im-
mersievloeistoffen is de toename in de ruimtelijke resolutie door de hogere brekingsindex
(n w a t e r ⇡ 1.44) voor 193 nm licht, vergeleken met lucht (n l u c ht ⇡ 1.0). Een van de belan-
grijkste uitdagingen in immersie-lithografie is het stabiel houden van de vloeistof tussen de
vrijelijk bewegende optische scanner en de silicium wafer. De vloeistoflaag zal het substraat
gedeeltelijk bevochtigen op de contactlijn tussen vaste, gasvormige en vloeibare fasen.
Tijdens de werking van de scanner zal de contactlijn van de vloeistof bewegen met een
relatieve snelheid tot O(1 m/s) en zal de contactlijn instabiel worden bij kritische condities.

Opmerkelijk genoeg treedt een vergelijkbaar fenomeen, het opbreken van druppels, ook
op in de natuur. Na een regenbui glijdt een droppel omlaag over een raam, soms kleine
druppels achterlatend. In dit geval zijn de interne stroomsnelheden in de orde van enkele
mm/s of cm/s, wat erg traag is vergeleken met de druppel in immersie-lithografie.

Er wordt momenteel veel aandacht besteed aan het begrijpen van het mechanisme dat
druppels doet opbreken in kruipstromingen. Daarentegen is het onderzoek naar het op-
breken van druppels bij hogere snelheden, V ⇡O(1 m/s), nog relatief onontgonnen. Om
een beter begrip te krijgen van dit instabiliteitsmechanisme, analyseren we de gedeeltelijk
bevochtigende stroming over een bewegend substraat met een snelheid van U ⇡O(1 m/s),
met behulp van experimenten, theoretische modellering en numerieke simulaties.

In het eerste gedeelte van dit proefschrift worden de experimentele opstelling en de meet-
techniek beschreven: shadowgraphy en particle image velocimetry. De immersie-druppel
wordt gegenereerd met behulp van een versimpeld immersie apparaat dat dezelfde basis-
functionaliteit heeft als een echt immersie apparaat (toevoer van water bij de instroom en
extractie van water en lucht bij de uitstroom). De druppel heeft een dikte in de ordegrootte
van honderd micrometer.

We onderzoeken de stroming in de bewegende druppel met behulp van tomographic
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particle image velocimetry en 3D particle tracking velocimetry, technieken die het mogelijk
maken om de drie snelheidscomponenten in drie dimensies te meten. Hoewel verwacht
werd dat de twee technieken dezelfde resultaten zouden geven, zagen we verschillen. Om
deze te onderzoeken hebben we de resultaten kwantitatief onderzocht en vergeleken, met
name (1) massabehoud in de druppel, (2) de reconstructie van de 3D verdeling van deeltjes,
(3) de divergentie van het snelheidsveld en (4) snelheidsprofielen.

Op basis van deze analyse concluderen we dat tomographic particle image velocimetry
een geschikte methode is voor het meten van complexe stromingen op microschaal op
een robuuste en nauwkeurige manier. In de volgende secties worden de snelheidsvelden
getoond die met tomographic particle image velocimetry verkregen werden. Allereerst
verkrijgen we een inwendig stromingspatroon van de immersie-druppel en laten we zien
dat er een gelijkvormig patroon is aan de achterzijde van de druppel. Hiernaast is een
gelijkvormig stromingspatroon te onderscheiden in de hoek gevormd door de contactlijnen
aan de achterzijde van de druppel.

Het is interessant dat een door zwaartekracht gedreven druppel op een hellende plaat
bij Re⌧ 1 overeenkomsten vertoont met een immersie-druppel bij Re ⇠O(100): (1) een
correlatie tussen de dynamische terugwijkende contacthoek ✓ en de snelheid U van de
contactlijn, ofwel ✓ 3 = f (C a ), waarbij C a het capillair getal is, (2) een gelijkvormig snel-
heidsveld nabij de hoek aan de achterzijde van de druppel, en (3) een correlatie tussen de
dynamische terugwijkende contacthoek en de openingshoek van de achterzijde van de
druppel.

Voor de door zwaartekracht gedreven druppel werden de analytische resultaten bepaald
met behulp van kruipstroming (Re⌧ 1) en klassieke smeringstheorie (✏·Re⌧ 1), waarbij
Re het Reynolds getal is en ✏ de aspect ratio van de druppel. Voinov (1976) en Cox (1986)
waren de eerste die de relatie beschreven tussen de dynamische terugwijkende contacthoek
en de snelheid U van de contactlijn, de zogenaamde wet van Cox-Voinov. Stone et al. (2002)
en Limat en Stone (2004) verkregen als eerste het drie-dimensionale smeringsmodel. Op
basis van dit model vonden Snoeijer et al. (2005) het gelijkvormige stromingsveld nabij de
hoek. Deze analytische oplossingen kunnen echter niet de gelijkenissen verklaren die te
zien zijn in de immersie druppel bij Re ⇠O(100) en ✏·Re > 1.

In het tweede gedeelte van dit proefschrift voeren we een theoretische studie uit van
de dewetting stroming van een immersie-druppel. Om de immersie-druppel verder te
onderzoeken, bepalen we de vorm van de druppel met behulp van hogesnelheids shad-
owgraphy. Op basis hiervan voeren we een schaalanalyse uit. Allereerst laten we zien dat
de dynamische terugwijkende contacthoek en de openingshoek gecorreleerd zijn, wat
beschreven kan worden met een empirisch model. Vervolgens laten we zien dat ✏·Re groter
dan 1 is en de bestaande analytische oplossingen dus niet toepasbaar zijn op het huidige
probleem. De klassieke smeringstheorie dient dus aangepast te worden. In de theoretische
benadering van dit proefschrift introduceren we een gemodificeerd model op basis van
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een schalingsanalyse en een analyse van het stromingspatroon.

Op basis van de meetresultaten verkregen met behulp van shadowgraphy en tomographic
velocimetry leiden we een gemodificeerd smeringsmodel af voor ✏·Re > 1. Met behulp
van schalingsargumenten nemen we aan dat de snelheids- en vorticiteitscomponenten
loodrecht op het substraat verwaarloosbaar klein zijn ten opzichte van de overige com-
ponenten. De stroomlijnen zijn nagenoeg evenwijdig en recht, wat bevestigd werd door
tomographic particle image velocimetry. Op basis van deze aannames verkrijgen we een
gemodificeerde druk die bestaat uit de capillaire druk en de dynamische druk. De niet-
lineaire acceleratie termen (traagheidseffecten) komen tot uiting in de dynamische druk.

Op basis van het gemodificeerde smeringsmodel kunnen we allereerst een analytische
benadering vinden voor de drie-dimensionale vorm van de hoek, ofwel de verhouding
tussen de dynamische terugwijkende contacthoek en de openingshoek. Op basis van dit
analytische resultaat kunnen we postuleren dat er twee gebieden zijn, die gedomineerd
worden door de capillaire druk danwel de dynamische druk. In feite worden de dynamische
druk dominant als de halve openingshoek kleiner wordt (bij hogere substraat snelheden).
Ten tweede verkrijgen we een analytisch snelheidsprofiel dat gelijkvormig is nabij de hoek
van de contactlijnen bij ✏·Re > 1. In dit gedeelte vergelijken we de twee verschillende geval-
len (de door zwaartekracht gedreven druppel en de immersie-druppel) om de gelijkenissen
te verklaren. Overigens zijn de analytische resultaten vergelijkbaar. Wanneer de open-
ingshoek klein is, zijn de oplossing echter ietwat verschillend. De theoretische resultaten
worden gevalideerd door experimentele resultaten.

In het derde deel wordt een versimpeld numeriek model beschreven om de inwendige
stroming in een immersie-druppel te bestuderen. In deze benadering wordt de immersie-
druppel versimpeld tot een platte cilinder. Het vlak tussen vloeistof- en gasfase ligt vast
en wordt beschouwd als een niet-doorlatende randvoorwaarde. Voor de in- en uitstroom
randvoorwaarden passen we een vergelijkbare versimpeling van het immersie apparaat toe
zoals werd gebruik in de experimenten. Het versimpelde numerieke model is kwalitatief
in goede overeenstemming met de experimentele resultaten. In dit proefschrift stellen
we dat het versimpelde numerieke model een manier is om de immersie apparatuur te
ontwerpen.
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CHAPTER 1

INTRODUCTION

1.1 Background

1.1.1 Basic

On a rainy day, we can observe that small drops stick to a window. Occasionally, raindrops
roll or slide down and other larger drops leave a trail of water. The liquid droplet is dragged
over the surface of the window by gravity. In a similar case, the droplets are moving on a
window of a car or train. In this case, the droplet is driven by a surrounding fluid motion.
The contact line, the region where gas, liquid, and solid phase meet, is moving with respect
to the substrate, so-called wetting and dewetting phenomena.

First, let us consider the wetting condition. If a liquid droplet is placed on a very clean
solid substrate, we observe a spreading of the liquid. This is due to interactions at the
molecular scale between different phases. The gas-liquid interface is mainly governed by
the affinity (i.e. the intermolecular force) between the molecules in the solid, the liquid,
and the gas. The substrate can be either totally or partially wetted by the liquid. A spreading
parameter S describes the difference in overall surface energies (De Gennes et al., 2004).
The parameters can be defined by considering the surface energy of the substrate:

S = [Es ]d r y � [Es ]w e t = �s g � (�s l +�g l ), (1.1)

where Es is the substrate surface energy per unit area and � is surface tension between
different phases. The subscripts, i.e. s g , s l , and g l , indicate solid-gas, solid-liquid, and
gas-liquid, respectively. If S � 0, the liquid phase is totally wetting along the solid substrate.
If S < 0, the liquid does not fully spread, but the liquid drop forms at equilibrium as shown
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Figure 1.1: A sketch of an equilibrium contact angle

on the left in figure 1.1.

Figure 1.1 shows an equilibrium state of a droplet on a substrate. At the contact line of
solid, liquid, and gas phases, the force balance is expressed as follows:

�g l cos✓ = �s g ��s l , (1.2)

which is Young’s relation where the equilibrium contact angle is ✓ , �g l the surface tension
force, �s g the force between solid and gas, and �s l the force between solid and liquid (Young,
1805). By substituting equation 1.1 into 1.2, we obtain the spreading parameter such as:

S = �g l (cos✓ �1). (1.3)

The spreading parameter is determined by the equilibrium contact angle ✓ and the surface
tension �g l . When there is a partial wetting, the parameter is negative. As ✓ is increased,
the liquid becomes non-wetting.

A surface tension represents attractive forces between liquid molecules, and it is a phys-
ical property of the liquid. The equilibrium contact angle depends on the surface energy
of the substrate. For instance, the angle is changed with different substrate conditions,
i.e. hydrophilic and hydrophobic surfaces. When a contact angle is smaller than 90�, the
surface is hydrophilic. On the other case, when ✓ > 90�, it is hydrophobic. For a different
substrate condition, the ratio between dry and wet areas is different as shown in figure 1.2.
In the case of hydrophobic surfaces, the solid surface is less wettable than hydrophilic ones.
Even larger ✓ , in nature, you could notice a nearly perfect non-wetting liquid drop on a
leaf as shown in figure 1.3, which is a superhydrophobic surface. With ✓⇠ 180�, figure 1.3
shows an example that the surface tension along a gas-liquid interface is dominant.

The surface tension � is a force per unit length [N/m], or energy per unit area [J/m2]. It is
inversely proportional to the length of contact lines. Due to the strong surface tension along
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Hydrophilic+substrate+ Hydrophobic+substrate+
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Figure 1.2: Comparison of contact angles by hydrophilic and hydrophobic surfaces.

Figure 1.3: Non-wetting liquid drop on a superhydrophobic surface. An ant is entrapped a
droplet by surface tension. Photo by: Adam Gormley.
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the drop surface, once an ant has been entrapped, it can not escape by itself. The pressure
difference across the gas-liquid interface is estimated by the Young-Laplace equation,

�p = �
✓

1
R1
+

1
R2

◆
, (1.4)

where�p is the pressure difference across the gas-liquid interface, � the surface tension,
and R1 and R2 the principal radii of curvature. For pure water, � is 72 mN/m. In the case of
figure 1.3,�p ⇡ 96 [Pa], provided that R1 = R2 = 1.5 mm. Evidently, the ant does not have
the force to break the equilibrium state.

Surface tension becomes important when the characteristic length scale is small. When
does the surface tension become important? How small is small? Commonly, the capillary
length is used to determine whether the surface tension is important or not. The capillary
length �1 can be estimated by comparing the Laplace pressure to the hydrostatic pressure,
i.e. �/�1 = ⇢g�1. Then, for water (density ⇢ = 103 kg/m3) and normal gravitational
acceleration (g = 9.8 m/s2), a typical length scale is of the order of a few mm. If �1 <O(1
mm) for water, the surface tension dominates the behavior of the gas-liquid interface.

1.1.2 Dimensionless parameters

A hydrodynamics problem is governed by the Navier-Stokes equations that include all the
physical parameters and variables. The full equations are extremely difficult to analyze in
general. However, frequently, not all of these variables are encountered in a given problem.
By using a dimensional analysis, the governing equations become dimensionless with
non-dimensional groups expressing the relative importance of the forces. In wetting and
dewetting problems, typical dimensionless numbers are introduced as below:

Reynolds number Re =
⇢U`
µ

inertia forces
viscous forces

, (1.5a)

Capillary number C a =
µU
�

viscous forces
surface tension forces

, (1.5b)

Weber number W e =
⇢U 2`

�

inertia forces
surface tension forces

, (1.5c)

Ohnesorge number Oh =
µp
⇢�`

viscous forces
inertia and surface tension forces

, (1.5d)

where ⇢ is the density [kg/m3]; µ, the dynamic viscosity [Pa·s]; U , the velocity [m/s]; `, a
characteristic length [m]; and �, the surface tension [Nm�1]. If a dimensionless parameter
is much lager than a unity, we can assume that the force associated with the numerator is
dominant.
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1.1.3 Wetting and dewetting examples

Let us consider a dynamic situation of wetting and dewetting phenomena. We briefly
mentioned earlier typical examples, i.e. moving droplets on a substrate by gravity or shear
flow. Partial wetting and dewetting phenomena occur over a wide range of Reynolds
numbers. For instance, at low Reynolds number, i.e. Re ⌧ 1, (a) the spreading of a liquid
drop on a horizontal surface (Greenspan, 1978; Hocking and Rivers, 1982), (b) the sliding of
a liquid drop on an inclined-plane by gravity (Le Grand et al., 2005; Limat and Stone, 2004;
Podgorski et al., 2001; Snoeijer et al., 2005), (c) the movement of a drop on a horizontal
surface by the external flow (Dussan et al., 1987), (d) the movement of a meniscus along a
tube by the capillary effect (Huh and Mason, 1977), (e) the dewetting of the contact line
of an evaporating droplet (Guéna et al., 2007; Poulard et al., 2003), and (f) the impact of a
solid object through a liquid interface (Richardson, 1948). These studies are all assumed to
be Stokes flow, i.e. with negligible inertia.

On the other hand, there are also examples of partial dewetting and dewetting at inter-
mediate Reynolds number, i.e. Re > 1. When a high velocity (U ⇡ 1 m/s) liquid droplet
(R ⇡ 1 mm) impacts on solid substrate, the Reynolds number is of order of 103 for wa-
ter (Mani et al., 2010; Pasandideh-Fard et al., 1996). Mani et al. (2010) showed that the
classical lubrication theory breaks down in this droplet impacting problem because of the
compressibility of air. Additionally, in an industrial application, a confined liquid layer over
a moving substrate (i.e. a wetting and dewetting flow structure) is used to improve spatial
resolution of optical lithography, i.e. so-called immersion lithography (Mulkens et al., 2004;
Owa and Nagasaka, 2008; Schuetter et al., 2006). In this case, the wetting and dewetting
velocity increases up to the order of 1 m/s, i.e. Re ⇠O(100) for water (Kim et al., 2011;
Riepen et al., 2008; Winkels et al., 2011). In these cases, we can not neglect the nonlinear
acceleration terms, i.e. inertial effects.

1.1.4 Hydrodynamics issue: singularity

In wetting and dewetting problems, the liquid-air interface is moving with respect to the
solid. Contact line dynamics remains one of the most difficult and disputed problems
in fluid dynamics, because there is a singular point where air, liquid, and solid coexist.
Landau and Levich (1942) first studied the problem of a withdrawal of a plate or fiber
from a liquid bath. They observed that the viscous stress is logarithmically divergent at
the singularity. Later on, Huh and Scriven (1971) proposed a hydro-dynamical model of
the flow near a moving contact line assuming steady, two-dimensional flow, low Reynolds
number, and a simplified straight interface of the fluid. According to their model, however,
the no-slip condition at the singular point induces a flow close to a contact line, which
leads to an energy dissipation that is logarithmically diverging. Many scholars have made a
great effort to resolve the hydrodynamic singularity ever since. Two ideas are mainly used
to remove the singularity issue: (1) a slip boundary condition at the contact line can be
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VOLUME 87, NUMBER 3 P H Y S I C A L R E V I E W L E T T E R S 16 JULY 2001

TABLE I. Main characteristics of liquid-substrate systems used in the experiments. 47Vxx denotes silicon oil type.

Fluid Substrate h (cP)a g (mN/m) ur !±" Yw (nm) A (comp.) A (exp.)

47V2 FC725 2.33 18.7 35 6 2 10 9.7 3 1023 1.1 3 1022

47V10 FC725 9.15 20.5 42 6 2 20 1.0 3 1022 1.1 3 1022

47V50 FC725 50.2 20.7 43 6 2 60 1.1 3 1022 1.2 3 1022

Waterb Polyacrylate 0.891 72.0 30 6 5 1 8.0 3 1023 4.4 3 1023

aRecorded at 25 ±C.
bUltrapurified (deionized).

given drop volume the velocity U is an increasing function
of a, we actually control U by varying a. At low veloci-
ties, small drops (i.e., with radii of order or smaller than
the capillary length) have an essentially regular contour
and appear as circles or ovals [Figs. 1(a) and 1(b)]. Upon
increasing velocity, drops deform and the contact line even-
tually develops a corner along the trailing edge suggest-
ing a curvature singularity at the tip [Figs. 1(c)–1(e)]. As
the velocity is increased, the corner becomes sharper up
to an angle close to 60± where it jumps to a cusp (0±)
which releases small droplets [Fig. 1(f)]. When the veloc-
ity is further increased, a tail develops which is unstable
via a Rayleigh-like instability [11,12]. It breaks into regu-
lar equally spaced smaller drops which are too light to flow

FIG. 1. Different shapes of a drop running down a plate when
increasing velocity (by increasing inclination). Drops flow
downwards. (a),(b) Rounded drops at low speed, (c)–(e) corner
drops becoming sharper as velocity increases, (e) corner angle
of 60± just before transition to pearling drops, (f) first stage of
the pearling drop regime, (g) pearling drop releasing droplets of
constant size at a constant rate, and (h) pearling drop releasing
periodic series of droplets at higher velocity.

and remain pinned on the surface [Fig. 1(g)]. The final
pattern appears as pearling drops running along a line of
static smaller droplets left by the previous drop. These
droplets are absorbed from the front and recreated in the
back, which ensures mass conservation and a stationary
regime. In the first stages of this regime, droplets are very
small compared to the main drop, and their absorption by
the next drop is not a sufficient perturbation to induce a
measurable fluctuation of its velocity or a correlation be-
tween absorption and emission of droplets. For higher
velocities, a cascade of bifurcations involving frequency
divisions takes place, and the emission of droplets exhibits
a rich variety of dynamical periodic patterns [Fig. 1(h)].
Emitted droplets eventually become large enough to start
running on the substrate, giving rise to even more complex
behavior. The absorption of droplets becomes a significant
perturbation and couples the dynamics of successive drops.

Intuitively, the velocity U of a drop of volume V should
be mainly governed by the in-plane component of its
weight rgV sina, where r is the fluid density and g is the
acceleration of gravity, and a typical viscous drag force
of order hV 1#3U where h is the viscosity. Another force
of capillary origin is also balancing the weight because of
the nonuniformity of the contact angle along the perimeter
of the drops, i.e., because of the contact angle hysteresis.
This force scales as gV 1#3Du , where g is the surface
tension and Du is a perimeter-averaged projection factor
of surface tension. Without going through a detailed
calculation which would involve the exact shape of the
drop and the associated three-dimensional flow field, this
simple force balance implies that the following scaling law
should be satisfied by the capillary number Ca ! hU#g
and the Bond number Bo ! V 2#3rg#g:

Ca $ Bo sina 2 Du . (1)

Bo sina and Ca are appropriate dimensionless scaling
parameters for this problem, as can be seen in Fig. 2 where
all data for a given fluid/substrate system fall on the same
curve.

Below a minimum value Bom ! Du of Bo sina, a drop
remains pinned on the surface. Derivation of Bom can
be found in Furmidge [5] and Dussan [6]. Above this
threshold, Ca increases nearly linearly with Bo sina as
expected from dimensional analysis [Eq. (1)], even when
drops move at significant speed. However, the slope is

036102-2 036102-2

φ

substrate(
droplet(

g(

Figure 1.4: Example of gravity-driven liquid droplets on an inclined substrate. Left top:
an equilibrium state of a droplet on a substrate. Left bottom: a droplet sliding down an
inclined plate at a certain angle '. Right: different shapes of drop sliding down a plate
when increasing the inclination angle '. Image taken from Podgorski et al. (2001).

applied (Brochard-Wyart and De Gennes, 1992) and (2) a partial wetting and dewetting
structure near contact lines can be assumed between the macroscopic layer and the thin
film (de Gennes, 1985).

1.2 Motivation1

Podgorski et al. (2001) described that the rear part of a gravity-driven droplet on an incline
evolves from a round shape to a cusp shape when the contact line velocity (or the inclin-
ation angle ') increases, as shown in figure 1.4. The shape transient of such a dewetting
liquid droplet that is dragged over the substrate is an interesting phenomenon. Above a
critical velocity, the droplet begins to break up (‘pearling’) at the downstream side of the
main droplet (see figure 1.4(g) and (h)). This contact line instability is also encountered in
industry, for instance in an immersion lithography machine. Recently, immersion litho-
graphy has been given serious attention within the semiconductor industry, because it
enhances the optical resolution by replacing the air in the gap between a lens and a silicon-

1The content of this section has partly been presented in the JMBC news letter (Kim et al. 2010).
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nair = 1.0 nwater = 1.44 

Figure 1.5: Schematic of an liquid immersion droplet in photolithography where n is the
refractive index.

wafer with water, which has a higher refractive index (n w a t e r ⇡ 1.44) for 193nm light, as
shown in figure 1.5. The immersed liquid film thickness is of the order of hundreds micron.
Current immersion systems can improve the optical resolution down to tens of nanometers,
which is an enhancement of the spatial resolution by about 30-40 %, enabling sub-40-nm
structure patterning (French and Tran, 2009).

Besides the advantage of higher optical resolution, immersion lithography also poses a
couple of difficulties and challenges. In semiconductor production usually the silicon-wafer
is moved underneath the optical lithographic lens. One of the key challenges in immersion
lithography is to keep the liquid contained under the lens with extremely uniform proper-
ties with respect to fluid dynamics, temperature, and purity. Non-homogeneous liquid can
cause several defects, which are classified into five cases: (a) process-induced defects, (b)
watermark defects, (c) defects arising from bubbles in the fluid, (d) drying stain defects,
and (e) particle-borne defects (French and Tran, 2009). Figure 1.6 summarizes some defect
results (see comment at figure 1.6). In particular, losing liquid at the dynamic contact line
and entrainment of air at the interface between liquid and surrounding air are potential
risks for a high throughput and accurate next-generation lithography tools.

Taking this into consideration, a detailed study and understanding of the dynamic
contact line is of utmost importance for better control of the liquid under the lens. Schuetter
et al. (2007) presented an empirical model to predict a critical velocity depending on the
substrate condition (see figure 1.7). They showed that the critical velocity is increased with
the static receding contact angle. In other words, the droplet breakup occurs earlier on
a hydrophilic substrate than on a hydrophobic surface. They also addressed that liquid
loss is related to two mechanisms, i.e. pulling and inertial instabilities. At low velocities
on the hydrophilic surface, the critical velocity is mainly governed by the film pulling
velocity. A droplet breakup by inertial instability is frequently observed at high substrate
accelerations and velocities on hydrophobic surfaces. The critical velocity consists of two
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reduced by proper filtration.155 Microbridging defects also
increase as the resolution is pushed beyond the capability
of the original dry photoresist.151 Immersion lithography,
however, introduces potential new sources of bridging
including the presence of low dissolution rate material in
resist-topcoat intermixing layers.

Immersion-Related Defects. Air Bubbles. The impact of
an air bubble on imaging performance depends upon the
bubble lifetime158 as fraction of exposure time and the relative
distance9 of the bubble from the wafer. Bubbles closer to
the wafer are more problematic due to their stronger shadow
and the longer residence time over a position on the wafer
(due to the slower fluid flow near the wafer surface).71,76

Many simulations have been performed to assess the impact
of various free and surface-bound air bubbles on immersion
lithography.71,76,159-162 Surface-bound air bubbles have been
found to produce defects characterized by significant
underexposure60,155,161,162 and geometry-dependent pattern
distortion (i.e., magnification).155 This class of defects has
been largely addressed by fluid degassing163 and improve-
ments in tool and showerhead design, which have been
reviewed elsewhere.60

Topcoat Blisters/Resist Swelling. Prior to exposure, water
may penetrate the topcoat (often through small pinholes98)
and form circular blisters110 or induce swelling of the resist.164

The blister or swelling causes a lensing defect during
exposure, which is exhibited by a circular region with
narrower pitch.110,132,151,152,155 The topcoat blister defect was
predominantly observed with early base-soluble topcoats, and
improvements in topcoat materials have largely eliminated
this type of defect.60,155

Drying Stains. Drying stains are the result of deposition
of contaminants during droplet evaporation and can take the
form of a singular island or well-known “coffee stain”165

patterns depending upon the physics166 of the droplet drying
process.132 Controlled contamination studies have placed
droplets of pure or contaminated water (containing photo-
acids, PAGs, and base quenchers) on model silicon, resist,
and topcoat materials and observed the resultant staining and
impact on resist performance.78,96,108,129,167 Frequently, drying
stains from “pure” water droplets are observed108 even on
clean silicon wafers due to dissolved silica128 or contaminants
picked up from the environment such as dust, phthalates, or
siloxanes.168

Watermarks. If water droplets are left on the resist surface,
they can induce so-called watermark defects, which are
characterized by regions with t-topped or bridged resist
profiles having a generally larger critical dimension (CD)
(see Figure 20).169 The probability of a defect being formed
is related to the size and drying time of the droplet, the
permeability of the topcoat, and the resist sensitivity to
water.110,129,164,170 Intense research has endeavored to explain
why water droplets on the resist surface cause defects
whereas uniform extended soaking of the resist surface does
not.147 Watermark formation has been attributed to an
inhibited region at the surface of the chemically amplified
resist with little to no base dissolution rate102 due to a lower
degree of deprotection125 (see Figure 21). While the size of
watermark defects has been correlated with the size of the
water droplet during the final phase of evaporation (e400
µm),101,164,171 the exact mechanism for this localized inhibition
has not yet been definitively established.82,171 Empirically,
it has been found that removing all water droplets from the
wafer before they can dry can successfully reduce the number
of watermark defects.60,164,168,171

3.3. Topcoat Materials for Water Immersion
Lithography

General strategies used in the design of topcoat materials
are outlined in Figure 22. Topcoat materials are generally
spun cast from low polarity organic (e.g., fluorocarbon,
alcoholic, ethereal, or hydrocarbon-based) solvents into
30-120 nm thick films on top of conventional 193 nm
photoresists. Typically, saturated hydrocarbon, fluorocarbon,

Figure 19. Characteristic patterning defects produced during
immersion lithography and their root causes. Reprinted with
permission from ref 132a. Copyright 2007 SPIE.

Figure 20. Cross-sectional scanning electron micrograph of a watermark defect formed by the evaporation of a water droplet on the
surface of a photoresist during the postexposure bake process. Reprinted with permission from ref 169. Copyright 2005 SPIE.
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reduced by proper filtration.155 Microbridging defects also
increase as the resolution is pushed beyond the capability
of the original dry photoresist.151 Immersion lithography,
however, introduces potential new sources of bridging
including the presence of low dissolution rate material in
resist-topcoat intermixing layers.

Immersion-Related Defects. Air Bubbles. The impact of
an air bubble on imaging performance depends upon the
bubble lifetime158 as fraction of exposure time and the relative
distance9 of the bubble from the wafer. Bubbles closer to
the wafer are more problematic due to their stronger shadow
and the longer residence time over a position on the wafer
(due to the slower fluid flow near the wafer surface).71,76

Many simulations have been performed to assess the impact
of various free and surface-bound air bubbles on immersion
lithography.71,76,159-162 Surface-bound air bubbles have been
found to produce defects characterized by significant
underexposure60,155,161,162 and geometry-dependent pattern
distortion (i.e., magnification).155 This class of defects has
been largely addressed by fluid degassing163 and improve-
ments in tool and showerhead design, which have been
reviewed elsewhere.60

Topcoat Blisters/Resist Swelling. Prior to exposure, water
may penetrate the topcoat (often through small pinholes98)
and form circular blisters110 or induce swelling of the resist.164

The blister or swelling causes a lensing defect during
exposure, which is exhibited by a circular region with
narrower pitch.110,132,151,152,155 The topcoat blister defect was
predominantly observed with early base-soluble topcoats, and
improvements in topcoat materials have largely eliminated
this type of defect.60,155

Drying Stains. Drying stains are the result of deposition
of contaminants during droplet evaporation and can take the
form of a singular island or well-known “coffee stain”165

patterns depending upon the physics166 of the droplet drying
process.132 Controlled contamination studies have placed
droplets of pure or contaminated water (containing photo-
acids, PAGs, and base quenchers) on model silicon, resist,
and topcoat materials and observed the resultant staining and
impact on resist performance.78,96,108,129,167 Frequently, drying
stains from “pure” water droplets are observed108 even on
clean silicon wafers due to dissolved silica128 or contaminants
picked up from the environment such as dust, phthalates, or
siloxanes.168

Watermarks. If water droplets are left on the resist surface,
they can induce so-called watermark defects, which are
characterized by regions with t-topped or bridged resist
profiles having a generally larger critical dimension (CD)
(see Figure 20).169 The probability of a defect being formed
is related to the size and drying time of the droplet, the
permeability of the topcoat, and the resist sensitivity to
water.110,129,164,170 Intense research has endeavored to explain
why water droplets on the resist surface cause defects
whereas uniform extended soaking of the resist surface does
not.147 Watermark formation has been attributed to an
inhibited region at the surface of the chemically amplified
resist with little to no base dissolution rate102 due to a lower
degree of deprotection125 (see Figure 21). While the size of
watermark defects has been correlated with the size of the
water droplet during the final phase of evaporation (e400
µm),101,164,171 the exact mechanism for this localized inhibition
has not yet been definitively established.82,171 Empirically,
it has been found that removing all water droplets from the
wafer before they can dry can successfully reduce the number
of watermark defects.60,164,168,171

3.3. Topcoat Materials for Water Immersion
Lithography

General strategies used in the design of topcoat materials
are outlined in Figure 22. Topcoat materials are generally
spun cast from low polarity organic (e.g., fluorocarbon,
alcoholic, ethereal, or hydrocarbon-based) solvents into
30-120 nm thick films on top of conventional 193 nm
photoresists. Typically, saturated hydrocarbon, fluorocarbon,

Figure 19. Characteristic patterning defects produced during
immersion lithography and their root causes. Reprinted with
permission from ref 132a. Copyright 2007 SPIE.

Figure 20. Cross-sectional scanning electron micrograph of a watermark defect formed by the evaporation of a water droplet on the
surface of a photoresist during the postexposure bake process. Reprinted with permission from ref 169. Copyright 2005 SPIE.
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Figure 1.6: Examples of defects produced during immersion lithography. Table taken
from Mulkens et al. (2007).
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Figure 4.18: The critical velocity predicted by the current model and data for water as a
function of SRCA. Film pulling (viscous) behavior dominates at low SRCAs and inertial
instability dominates at high SRCAs.

Note that Equation 4.8 corrects two errors in the equivalent equation published previously

in [48, 79–81]: (1) the second term should be to the 3/8, not the 3/4 power, and (2) the

constants should be m = 5, C1 = 0.008, C2 = 1.36 (rather than 1.05). However, C �
2 = 1.05

equivalently applies to Equation 4.8 in its less simplified form,

vin = C �
2

�
�

���1

�3/8 �
�

µ

�1/4

(1 � cos �s,r)
3/8 . (4.11)

4.2.2 Modeling High-Index Fluids

Using the densities, viscosities, and surface tensions listed in Table 4.1, critical velocity versus

SRCA curves were generated with the current model (given by Equations 4.7–4.10 with

m = 5, C1 = 0.008, and C �
2 = 1.05). With these simple substitutions, the model’s prediction

for high index fluid critical velocities averages 42% absolute error, about double the 23%

error observed for water. This agreement is seen in Figure 4.19, where the experimental

data are plotted over the model curves.

imposed by the fluid at the receding meniscus.134,137,140,141

In this case, bulk fluid loss occurs when droplets of fluid
break off from the extended receding meniscus. Failure by
inertial instability is frequently observed at high wafer
accelerations and velocities on more hydrophobic surfaces
(i.e., those with higher SRCA values). The inertial instability
velocity (υin) can be modeled by

υin ) C2ῡin
3/4ῡca

1/4 sin3/4(θs,r

2 ) (11)

wherein C2 is an empirical constant and υj in is given by

ῡin ) ! γ
Fκ-1

(12)

wherein F is the density of the fluid and κ-1 is

κ-1 ) ! γ
Fg

(13)

wherein g is the acceleration due to gravity.137,141

Shedd et al. fit the experimental critical velocities for fluid
loss (υcrit) by asymptotically matching the terms describing
the film pulling and inertial instability velocities (Figure
18).137,141

υcrit ) (υfp
-m + υin

-m)-1/m (14)

An inflection point is observed near a static receding
contact angle of 65°, where the failure mode switches from
film pulling to inertial instability.

In reality, the velocity at which fluid containment fails is
not solely determined by the immersion surface but is also
heavily impacted by a number of factors including shower-

head design131,132 and stage speed, acceleration, and routing
during exposure.133 However, these simplified dynamic
measurements of wetting and dewetting behavior and the
accompanying empirical models have generally proved useful
in immersion materials design and screening. According to
Figure 18, a material with a SCRA of ∼60° is necessary to
enable commercially viable wafer scan rates of 500 mm/s
without fluid loss.137,145 Typical dry 193 nm resists have static
receding contact angles in the range of 43-53° (see Table
4), rendering them unsuitable for high-speed scanning.134 In
order to have a margin of safety and to accommodate scan
rates greater than 500 nm/s, immersion surfaces (particularly
topcoats) with SRCA values g70° are generally desired. As
shown in Table 4, the SRCA values of a few representative
commercial immersion topcoats and topcoat-free resists are
currently at or above this level.

3.2.4. Defectivity Issues in Water Immersion Lithography

In order to achieve defectivity levels similar to that of dry
lithography, an enormous effort was directed toward identifying,
classifying, and determining the root cause of various defects
associated with immersion lithography.60,73,78,96,99,101,108,110,132,147-156

As shown in Figure 19, typical defects can be classified into
nonimmersion defects (particles, microbridging, and coating
defects) and immersion-related defects (air bubbles, topcoat
blister/resist swelling, drying stains, and watermarks). Since
the mechanisms of defect formation in 193 nm immersion
lithography and process-related defect reduction strategies
have been recently reviewed by Wei and Brainard,60,155 only
a brief overview will be presented here.

Nonimmersion Defects. Particles. Particles suspended in
the immersion fluid near the wafer surface or lying on top
of the resist/topcoat can be imaged into the underlying resist
or transferred to the underlying resist during develop-
ment.60,91,110,149 Although particles are not inherently immer-
sion-related, immersion lithography introduces new mech-
anisms by which particles may interfere with imaging.126

Particles generated by peeling/flaking of loosely adhered
topcoat, resist, or bottom antireflective coating (BARC)
material near the wafer bevel can be transferred elsewhere
on the wafer or the surrounding stage (where they can
contaminate future wafers).99,132,148,157 In order to reduce
particle levels, engineering of the wafer bevel area (including
optimized topcoat coating processes, immersion-specific edge
bead removal processes, and wafer bevel cleaning processes)
and improved tool hygiene procedures (such as automated
stage cleaning processes) have been implemented as reviewed
elsewhere.60

Bridging. Microbridging between lines is a nonimmersion-
specific defect typically attributed to resist nonuniformity
(e.g., gels) or BARC defects, which may generally be

Table 4. Water Contact Angles of Various Lithographic Materials and Substrates

type material static CA adv. CA rec. CA ref.

substrates fused silica 48.6° 55.8° 39.5° 134
quartz mask blank 41.5° 50.1° 34.9° 134

dry photoresists Sumitomo PAR817 67.7° 76.8° 42.6° 134
TOK TARF6111 66.8° 75.4° 52.7° 134
JSR 237J 70.0° 79.3 52.6 134

immersion photoresist Sumitomo IM850 57° 99
alkali-soluble topcoats TOK TILC-031 78.0° 67.1° 145

JSR TCX-041 78.9°146 69° 119
topcoat-free photoresists JSR AIM5570JN 90° 80° 119

JSR AIM5120JN 95° 86°150 119
organic-developable topcoat TOK TSP-3A 117.0° 115.0° 145

Figure 18. Comparison of various models with experimental
measurements of the critical velocity for fluid loss with respect to
static receding contact angle. Reprinted with permission from ref
137a. Copyright 2007 SPIE.
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imposed by the fluid at the receding meniscus.134,137,140,141
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υin ) C2ῡin
3/4ῡca

1/4 sin3/4(θs,r

2 ) (11)

wherein C2 is an empirical constant and υj in is given by

ῡin ) ! γ
Fκ-1

(12)

wherein F is the density of the fluid and κ-1 is

κ-1 ) ! γ
Fg

(13)

wherein g is the acceleration due to gravity.137,141
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Figure 1.7: Immersion lithography I: the critical velocity depends on the static receding
contact angle. Graphs taken from Schuetter et al. (2007) (left) and Harder (2007) (right).
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Figure 5 shows the goniometric relations determining 
the shape of the  tail, while the wafer substrate is 
moving with velocity Vwafer.  
The contact line velocity VCL of the angled contact 
line will balance the component of Vwafer 
perpendicular to the contact line. This will create a top 
angle according to (1). As long as these two velocities 
are in balance with each other, the position of the tail 
will be fixed with respect to the needle. This is called 
a “stable” tail. The length of the tail T is related to the 
radius R of the circular contact line according to the 
formula: 
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Figure 5, Sketch of a stable tail behind a sliding 
droplet with radius R and tail length T, showing 
the relationship between the wafer velocity  
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 The contact line velocity could be determined 
simply by measuring the top angle in the pictures 
given a specific wafer velocity. At a top angle of 
60° the tail became instable and started to generate 
pearling drops. This is also similar to the results 
presented by Podgorski about the stability of the 
tail of a running droplet under the action of gravity.  
The velocity at which the tail starts generating 
pearling drops is called the critical speed. The DCA 
was at that speed not zero, but approximately 10°. 
The derived contact line velocity was VCL = 290 
mm/s,  
 
 In Figure 8 the evolution of the dynamic 
contact angle is displayed as function of the wafer 
velocity. Since at low velocities the measurement is 
not reliable, the first point was measured at a 
velocity of 60 mm/s. 
For the round tail as well as the corner tail it was 
possible to describe the DCA with a 
straightforward model. Let first look at the DCA 
model for the round tail. It was expected that the 
receding contact angle for the round shaped tail 
would obey the Hoffman-Voinov-Tanner law 
(HVT –law) [2], [3], [4]  
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Figure 6, Bottom view of the needle  experiment at 
different substrate velocities  

 
 
 

constant  ality proportion   A  
anglecontact  receding dynamic   the

anglecontact  receding static   the

numbercapillary   ,

,

d

s

33

 
 
 

 

 �

-
-

J
P
--
VCa

ACads

 

 
 
 
 
 
 
 
 
 

© SHF 2008 
 
 

5

U =  U =  (a) (b) 

Proceedings of the 1st European Conference on Microfluidics - Microfluidics 2008 - Bologna, December 10-
12, 2008 
 
Figure 5 shows the goniometric relations determining 
the shape of the  tail, while the wafer substrate is 
moving with velocity Vwafer.  
The contact line velocity VCL of the angled contact 
line will balance the component of Vwafer 
perpendicular to the contact line. This will create a top 
angle according to (1). As long as these two velocities 
are in balance with each other, the position of the tail 
will be fixed with respect to the needle. This is called 
a “stable” tail. The length of the tail T is related to the 
radius R of the circular contact line according to the 
formula: 

R

I
T

VCL

Vwafer

I

R

I
T

VCL

Vwafer

I

R

I
T

 
Figure 5, Sketch of a stable tail behind a sliding 
droplet with radius R and tail length T, showing 
the relationship between the wafer velocity  
Vwafer and the contact line velocity VCL

VCL

Vwafer

I

 

length tail  
meniscus static  theof adius

1

 
 

»
¼

º
«
¬

ª
� 

T
R

V
V

RT
CL

wafer

 

 
  
 The contact line velocity could be determined 
simply by measuring the top angle in the pictures 
given a specific wafer velocity. At a top angle of 
60° the tail became instable and started to generate 
pearling drops. This is also similar to the results 
presented by Podgorski about the stability of the 
tail of a running droplet under the action of gravity.  
The velocity at which the tail starts generating 
pearling drops is called the critical speed. The DCA 
was at that speed not zero, but approximately 10°. 
The derived contact line velocity was VCL = 290 
mm/s,  
 
 In Figure 8 the evolution of the dynamic 
contact angle is displayed as function of the wafer 
velocity. Since at low velocities the measurement is 
not reliable, the first point was measured at a 
velocity of 60 mm/s. 
For the round tail as well as the corner tail it was 
possible to describe the DCA with a 
straightforward model. Let first look at the DCA 
model for the round tail. It was expected that the 
receding contact angle for the round shaped tail 
would obey the Hoffman-Voinov-Tanner law 
(HVT –law) [2], [3], [4]  

supply

extraction

receding 
contact line

280 mm/s

supply

extraction

receding 
contact line

280 mm/s

supply

extraction

Top angle 
60 °

575 mm/s

supply

extraction

Top angle 
60 °

575 mm/s

supply

extraction

receding 
corner tail

500 mm/s

supply

extraction

receding 
corner tail

500 mm/s

supply

extraction

transition 
tail

450 mm/s

supply

extraction

transition 
tail

450 mm/s

supply

extraction

receding 
contact line

280 mm/s

supply

extraction

receding 
contact line

280 mm/s

supply

extraction

Top angle 
60 °

575 mm/s

supply

extraction

Top angle 
60 °

575 mm/s

supply

extraction

receding 
corner tail

500 mm/s

supply

extraction

receding 
corner tail

500 mm/s

supply

extraction

transition 
tail

450 mm/s

supply

extraction

transition 
tail

450 mm/s

 
 
Figure 6, Bottom view of the needle  experiment at 
different substrate velocities  

 
 
 

constant  ality proportion   A  
anglecontact  receding dynamic   the

anglecontact  receding static   the

numbercapillary   ,

,

d

s

33

 
 
 

 

 �

-
-

J
P
--
VCa

ACads

 

 
 
 
 
 
 
 
 
 

© SHF 2008 
 
 

5

U =  U =  (c) (d) 

Figure 1.8: Immersion lithography II: different shapes (bottom view) of the immersion
droplet on different substrate velocities U where the substrate is moving upward. Image
taken from Riepen et al. (2008).

velocity components:

vc r i t =
⇣

v�m
f p + v�m

i n

⌘�1/m
(1.6)

where v f p (=C1✓ 3(�/µ)) is the film pulling velocity and vi n (=C2(�/µ)1/4 (�/⇢)3/8 sin3/4✓ )
is the inertial instability velocity, where C1 and C2 are an empirical constant; ✓ , the receding
contact angle; �, the surface tension; µ, the dynamic viscosity; �1, the capillary length.
Furthermore, m is a parameter to fit the measurement results. This equation is obtained
experimentally by Schuetter et al. (2007).

Riepen et al. (2008) reported the evolution of dynamic contact angles as a function of
the velocity of the substrate. They used a simplified system that mimics the basic func-
tioning of an immersion hood of an actual industrial system. To generate the immersion
droplet, at the center of the simplified system, water is supplied and then water and air are
simultaneously extracted through an annular trench around the inlet. They showed that
the dewetting contact lines evolve from a round shape to a cusp shape, and even observed
‘pearling’ when the substrate velocity is further increased (Riepen et al., 2008). Furthermore,
they reported that the droplet breakup apparently occurs when the top angle is 60� (see
figure 1.8(d)). In this case, the wetting and dewetting velocity increases up to about 1 m/s,
i.e. Re ⇠O(100) for water (Kim et al., 2011; Riepen et al., 2008). However, interestingly,
the gravity-driven liquid droplet on an incline also begins to lose liquid behind the main
droplet when the top corner angle between contact lines is 60� (Podgorski et al., 2001; Stone
et al., 2002). In this case, the Reynolds number and capillary number are much smaller
than unity. Furthermore, there are more similarities between the gravity-driven droplet at
Re⌧ 1 and the immersion droplet at Re ⇠O(100) (see chapter 4). It is still unclear how to
explain the similarity in the different Reynolds number regimes. In the current problem,
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critical dimensionless numbers are estimated as below:

Reynolds number Re =
⇢U`
µ
=

1000⇥1⇥0.001
0.001

= 1000 (1.7a)

Capillary number C a =
µU
�
=

0.001⇥1
0.072

= 0.0139 (1.7b)

Weber number W e =
⇢U 2`

�
=

1000⇥12⇥0.001
0.072

= 13.9 (1.7c)

Ohnesorge number Oh =
µp
⇢�`

=
0.001p

1000⇥0.072⇥0.001
= 0.0037 (1.7d)

where the density⇢ = 103 kg/m3; the dynamic viscosity µ= 10�3 Pa·s; the critical velocity U
= 1 m/s; the characteristic length ` = 10�3 m; and the surface tension � = 72⇥ 10�3 Nm�1.

1.3 Particle Image Velocimetry towards free-surface

A flow measurement technique is very applicable to study hydrodynamics problems. In
particular, particle image velocimetry (referred to as PIV) is the most powerful method to
quantitatively measure velocity components (Adrian and Westerweel, 2010). For conven-
tional PIV, tracer particles are added to the flow. The particles are illuminated twice by a
pulsed laser in a plane or volume. Then, the emitted light from the particles is recorded by
a camera. From these two sequential records, a velocity vector is determined by the particle
displacement within the time between the light pulses, as shown in figure 1.9. Then, the
local 2D (i.e. in-plane) velocity V is obtained from the particle displacement (�x ) within
the exposure time delay (�t ).

To measure the out-of-plane velocity components in a single 2D plane, stereoscopic-PIV
has been introduced (Arroyo and Greated, 1991; Prasad, 2000; Prasad and Adrian, 1993;
Willert, 1997). The tracer particle motions are recorded by two cameras having a different
viewing angle. Each camera observes a different projection of the tracer particle motion.
The perspective distortion of particle images is corrected by a calibration and then the three
velocity vector components can be obtained (Raffel et al., 2007). Besides, there are also
different types of three-dimensional three-component (referred to as 3D-3C) velocimetry
techniques (see the introduction of chapters 2 and 3).

In the PIV experiment, if we have a discontinuity of the refraction index at the phase in-
terface, it makes the measurement very difficult. For a liquid-liquid interface, the refractive
index matching is used to correct a distortion at the interface (Budwig, 1994). However, if
there is a gas-liquid interface, it is impossible to match the refractive index to a different
phase. Kang et al. (2004) tried to measure the lateral flow fields of an evaporating droplet
(the experimental setup is similar as shown in the black-dashed box of figure 1.10). They
performed the image and velocity mapping method based on a direct ray tracing method
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t = t1 t = t2 

V = !x/!t 

Figure 1.9: Comparison of schematic of particle image velocimetry. Particle images are
recorded at t = t1 and t2. The images are artificially colored red and black, respectively.
Overlap of two image intensities in the blue boxes are located at the same position. The
overlapped image represents the particle displacement,�x = V ·�t .

to correct the internal flow field distorted by the droplet surface. However, it is still difficult
to resolve the velocity field close to the gas-liquid interface (the most distorted area), as
shown in the purple region of figure 1.10. This is due to the reflection and refraction at the
free surface. The laser light is also refracted through the gas-liquid interface. To observe
the flow field inside the droplet without any distortion, the measurement domain should
have a constant refractive index across the different phase interface. Therefor, it is better to
observe the droplet flow pattern from below where the liquid phase contacts the transpar-
ent solid phase. The PIV setup could be arranged as indicated by the red-dashed box of
figure 1.10. In this case, to measure the three-dimensional fluid motion by conventional
planar PIV, the measurement domain must be scanned by moving the position of the
focal-plane. Alternatively, it is also possible to use 3D velocimetry techniques, for instance
3D particle tracking velocimetry (Maas et al., 1993), tomographic PIV (Elsinga et al., 2006),
holographic PIV (Hinsch, 2002), and defocused PIV (Pereira et al., 2000).

1.4 Objectives and scope of this thesis

The objective of the current research is to study dewetting flow at intermediate Reynolds
number, in particular for a liquid immersion droplet. From an industrial point of view,
the droplet breakup problem is one of the crucial issues in the immersion lithography
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Figure 1.10: Schematic of the PIV setup for the measurement of the flow within droplet. The
black-dashed box shows the side-view PIV measurement. This allows to measure the lateral
fluid motion but the image can be distorted near the droplet interface. The red-dashed box
presents the below PIV measurement, i.e. bottom-view.

machine. It is required to understand the droplet breakup mechanism to prevent or
control the instability problem. From an academic point of view, surprisingly enough,
interesting similarity results are observed between different dewetting flow problems, i.e.
the gravity-driven liquid droplet on an incline with Re⌧ 1 and the liquid immersion droplet
at Re ⇠O(100). However, so far there is no satisfactory explanation for this. To accomplish
a better understanding of this problem, we perform an experimental, theoretical, and
numerical analysis.

When a partial wetting and dewetting flow problem has a thin-film flow structure, we
can use a lubrication approximation. To exploit this approximation the key requirement is
that the aspect ratio ✏= h/L is small, ✏⌧ 1, where the characteristic film thickness (gap) is
h and the length scale is L. Then, even though the Reynolds number is much larger than
unity, if Re ·✏ is much smaller than unity, we can assume that inertia is negligible, i.e. we
are dealing with Stokes flow (Reynolds, 1886; White, 2005). However, the present problem
(the liquid immersion droplet) has a relatively high Reynolds number (Re ⇠O(100)) and the
lubrication approximation is not applicable due to Re·✏ > 1 (see chapter 4). Therefore, it is
difficult to apply a standard theoretical approach. Therefore, an experimental approach
has to be performed to understand the internal flow pattern near the moving contact line.

In this thesis, to obtain the flow field, we use a multiple camera measurement technique.
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Four CCD cameras are mounted below a customized stereo microscope and all cameras
view the same plane. The measurement droplet has a volume of approximately 1 µl and
the droplet height is of the order of 100 µm. A customized system for the microfluidic flow
measurement has been developed to obtain 3D-3C velocity vectors. This study is the first
to measure the micro scale flow pattern involving wetting and dewetting phenomena by
using multiple cameras. We perform tomographic particle image velocimetry (referred to
as Tomo-PIV) (Elsinga et al., 2006) and 3D particle tracking velocimetry (referred to as 3D-
PTV) (Maas et al., 1993). Furthermore, we evaluate the velocity measurement uncertainty
and accuracy for both methods. Based on these PIV experimental results, we gained insight
into the flow pattern allowing us to derive a new theoretical model to describe this wetting
and dewetting phenomena.

Moreover, to investigate droplet breakup, we observe the droplet shape from side and
bottom views by means of shadowgraphy. Based on these results, we perform a scaling
analysis to characterize the dominant effects in this problem. This allows us to simplify
the governing equations. Based on the flow pattern and scaling, we develop a theoretical
model for Re·✏ > 1. In this thesis, we do not deal with intermolecular forces, i.e. long-range
forces. Here, we consider a partial wetting and dewetting problem on a macroscopic scale.

From the experimental results, we are able to understand the internal flow pattern of the
immersion droplet over the moving substrate. The results provide the basis of the modified
lubrication model. However, the experimental approach has some minor limitations. To
obtain experimental data for every case requires an extensive work. The immersion droplet
instability might be related to many variables, e.g. the working fluid, the substrate, the
design of the immersion hood device, and so on. In this sense, numerical simulations
provide some advantages over experiments, such as the complex shape of the immersion
hood device and high efficiency to obtain the data. In this sense, we introduce an idea for
the simplified numerical model to gain a better understanding of the various internal flow
patterns that depends on the immersion hood design.

1.5 Outline of the thesis

A partial dewetting flow problem, in particular that of a liquid immersion droplet, is studied
by means of experimental, numerical, and theoretical methods. The outline of this thesis is
as follows:

In chapter 2, we describe a Tomo-PIV system for the measurement of the full three-
dimensional velocity field with all three components in a droplet over a stagnant and a
moving surface.

In chapter 3, we quantitatively compare results of Tomo-PIV and 3D-PTV. In order to
assess the results, we investigate (a) the mass conservation in the droplet, (b) the recon-
structed 3D particle distributions, (c) the divergence of the flow, and (d) velocity profiles.
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In chapter 4, we perform a high-speed shadowgraphy measurement and Tomo-PIV. From
the shadowgraphy result, we perform a scaling analysis and then we report that inertia,
pressure, and viscous forces are balanced together in the present problem. Based on the
scaling analysis and flow pattern analysis, we develop a modified lubrication theory for
the dewetting corner at Re·✏ > 1. The model describes that the dewetting corner has a
three-dimensional conical structure. Moreover, it shows that there is a relation between
the corner opening angle and the dynamic receding contact angle. With the modified
lubrication model, we obtain a self-similar flow pattern near the dewetting contact lines.
Lastly, we compare analytical results for two different flow configurations, i.e. the gravity-
driven droplet on an incline and the immersion droplet.

In chapter 5, we introduce a simplified numerical model for the immersion droplet. We
use a zero flux boundary condition for the gas-liquid interface. The numerical results are
compared with the experimental results.

In chapter 6, the thesis is closed with a summary of conclusions and discussion.

Chapter 2, 3, and 4 have been submitted or published for publication in peer-reviewed
journals. Chapter 5 has been presented for oral presentation at a conference. The theoret-
ical and numerical results are validated by the experimental results. These chapters are
self-contained and can be read individually.
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CHAPTER 2

EXPERIMENT I: FULL 3D-3C VELOCITY

MEASUREMENT INSIDE A LIQUID IMMERSION

DROPLET1

Abstract

We describe a tomographic PIV system for the measurement of the internal flow
in a droplet over a stagnant and a moving surface. The flow condition is representative
of the flow in an immersion droplet applied in a liquid-immersion lithography machine.
We quantify the accuracy and reliability of the measurements, and compare the shape
of the reconstructed measurement volume to shape measurements by means of shad-
owgraphy. First results indicate the internal flow pattern near the receding contact line,
showing a small recirculation region.

2.1 Introduction

In semiconductor fabrication, immersion lithography has been considered as a means to
further improve the spatial resolution. By replacing the air (na i r ⇡ 1.0) in the gap between
a lens and an object (a silicon wafer) with water (nw a t e r ⇡ 1.44) for 193nm UV light the
optical resolution in the image plane is enhanced (French and Tran, 2009). The spatial
resolution is given by � = k�/NA where k is the process coefficient with k 'O(1), � the

1The content of this chapter has been published in Experiments in Fluids (Kim et al. 2011). Copyright c�
Springer.
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2. Experiment I: Full 3D-3C velocity measurement inside a liquid immersion droplet

light wavelength, and NA the numerical aperture of the lens, NA = n·sin✓ , where ✓ is the
half viewing angle. Current immersion systems can improve the resolution quality down to
the order of tens of nanometers (Mulkens et al., 2004; Owa and Nagasaka, 2008), which is
an enhancement of about 30-40 %.

Besides the advantage of higher optical resolution, immersion lithography also poses a
couple of difficulties and challenges. In semiconductor production usually the substrate
(wafer) is moved underneath the optical lithographic lens. The biggest challenge then is to
keep the liquid phase uniform without defects. With speeds in the range of 1 m/s, the main
concerns for wafer defects are: (1) water left behind (watermarks), and (2) a loss of resist-
water adhesion (air gap) and bubble entrainment at the leading edge of the immersion
droplet. To further increase yield, manufacturers of lithographic immersed-lens scanners
wish to increase the wafer speed even further. Schuetter et al. (2006) studied the transitions
of the dynamic contact angle for the immersion droplet until the maximum substrate
speed, about 0.4 m/s, where the droplet starts to break up. Riepen et al. (2008) reported
the evolution of dynamic contact angles as a function of the rotational speed where the
substrate is rotated with respect to a liquid immersion droplet. The receding contact angles
evolve from a round shape to a cusp shape when the substrate has a velocity less than 0.73
m/s. Above the critical velocity, the liquid droplet begins to break up (‘pearling’) at the
downstream side of the immersion droplet. This critical velocity depends on fluid, gap
heights, contact angles, and so on.

In a different geometry, similar studies were performed on a moving droplet on an
inclined substrate, albeit at a much lower Reynolds number (Re =O(1)), i.e. almost within
the Stokes flow regime. Podgorski et al. (2001) showed that the initially rounded perimeter
of the drop exhibits a singularity at the rear of the drop when the capillary number exceeds
a critical value. Snoeijer et al. (2005) attempted to apply conventional planar particle
image velocimetry (PIV) to measure the internal flow field. However, the measured flow
field rather represents the average fluid motion over the whole depth of the droplet. A
theoretical model was suggested to understand the mechanism of the droplet motion. In
the Stokes flow regime, the theoretical model is derived from the lubrication theory taking
into account the the small slope of the liquid-air interface with respect to the solid plane
(Limat and Stone, 2004). However, in the case of the immersion droplet at a higher value of
the Reynolds number, it is difficult to obtain a theoretical model.

Therefore, to allow for a further understanding of the fluid motion in a liquid immersion
droplet under realistic conditions, the droplet flow field needs to be investigated experi-
mentally. Kang et al. (2004) performed a quantitative measurement of lateral flow fields of
an evaporating droplet by a direct ray tracing method and Lu et al. (2008) measured the
internal flow of electro-wetting-on-dielectric (EWOD) driven droplet by conventional PIV.
However, due to the complex nature in contact line dynamics, the volumetric measurement
of all velocity components of the flow inside the entire droplet shape is desirable. To meas-
ure the volumetric flow field several methods are proposed. Scanning light-sheet (Brücker,
1995), holography (Hinsch, 2002; Sheng et al., 2009), defocusing digital particle image

20



2.2. Experimental setup

velocimetry (DDPIV) (Pereira et al., 2000, 2007), tomographic particle image velocimetry
(Elsinga et al., 2006) and 3D particle tracking velocimetry (Maas et al., 1993) are the most
typical approaches. Recently, Pereira et al. (2007) investigated the 3D flows of evaporating
droplet by using µDDPIV with an inverted microscope.

In this paper, the internal flow of the liquid immersion droplet on a moving substrate
is investigated by means of tomographic PIV. This measurement technique is capable of
simultaneously measuring all three velocity components (referred to as 3D-3C). The paper
is structured as follows. First, the experimental setup and measurement technique are
explained in detail. Next, the pre- and post-processing for 3D-3C data will be elucidated
followed by a discussion of the measurement accuracy based on the assessment of the
relative measurement examined by means of the continuity equation. Tomographic PIV
is applied to determine the complex flow topology of the immersion droplet at Re= 200
for the first time. From this result, we can assess the internal flow field of the liquid
immersion droplet. The results may lead to strategies that can achieve the flow control and
to optimized designs of the immersion lithographic system.

2.2 Experimental setup

The experimental setup is shown in figure 2.1. A transparent glass wafer with a highly
uniform hydrophobic surface coating (static contact angle, ✓s ⇡ 90�) is used. The working
fluid is distilled water with a dynamic viscosityµ= 10�3 Pa·s, a surface tension �= 70 mN/m,
and a density ⇢ = 103 kg/m3. We consider a liquid immersion droplet with a diameter (D)
of 2 mm and a height (h) of 200µm as shown in figure 2.2(a). The wafer spins with a velocity
of Vw=1.0 m/s at the position of the droplet, so that the flow conditions are characterized
by a capillary number (Ca= µVw /�) of 0.014 and a Reynolds number (Re= ⇢Vw h/µ) of 200.
At these conditions the immersion droplet exhibits a wedge shape at the rear. In particular,
figure 2.2(b-c) shows that the droplet begins to lose mass (referred to as ‘pearling’) at a
critical velocity of around 1.4 m/s.

Figure 2.3 depicts a schematic of the experimental facility. A constant immersion
film (droplet) is generated by a so-called immersion needle as shown in the red dashed
line on the top right in figure 2.3. The measurement volume coincides with the total
droplet volume. At the center of the immersion needle, the working fluid is supplied to
the droplet. It is extracted through an annular trench around this center supply inlet.
This simplified configuration represents a more complex immersion hood of an actual
lithography machine. The inlet volume flow rate is constant at a rate of 39.34 ml/min with
an uncertainty of ±2 % of the full scale. To extract air and liquid at the same time through
the annulus, a vacuum pressure of -0.5 bar is applied during the measurements. This
condition generates a certain constant droplet volume for both a moving and a stagnant
wafer. Furthermore, the immersion needle is installed near the edge of the 12 inch wafer,
which spins with a constant angular velocity that results in a constant velocity at the
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2. Experiment I: Full 3D-3C velocity measurement inside a liquid immersion droplet

Figure 2.1: Illustrations of the experimental setup. Top: an overview of the facility. Bottom
left: four PIV cameras are mounted on a custom-made microscope at the bottom of the
set-up. Bottom right: the customized stereo-microscope, simplified immersion hood and
pre-loaded device.

position of the droplet. Due to the large radial droplet position, the local movement of
the wafer with respect to the needle can be considered nearly uniform translational. The
surface of the immersion needle is aligned with the wafer surface in parallel as much as
possible. The rotation table consists of a vacuum chuck at the center to hold and rotate
the wafer. Four vacuum pre-loaded (VPL) air bearings support the horizontal position and
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2.2. Experimental setup

(a) D = 2 mm 

h=200µm 

h=200µm 

(b) 

(c) 
Vw = 1.3 m/s 

Vw = 1.4 m/s 

h = 200µm 

Figure 2.2: Shadowgraphy results: the side view of (a) the entire liquid immersion droplet
on the stagnant substrate (Vw = 0 m/s), (b) the tail of the immersion droplet on the moving
substrate with Vw = 1.3 m/s, and (c) the tail of the immersion droplet on the moving
substrate with Vw = 1.4 m/s. The dash-dot lines indicate the surface of the substrate(wafer).
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Figure 2.3: Schematic of the experimental setup. The upper half shows the liquid immersion
droplet system consisting of the simplified immersion hood and the flow controller for the
inlet and outlet flows. In addition, the lower half shows the stereoscopic measurement
system.
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2. Experiment I: Full 3D-3C velocity measurement inside a liquid immersion droplet

level of the wafer.

For the visualization of the motion of the fluid inside the droplet, the re-circulating
fluid is seeded with 1.28 µm tracer particles (Microparticle GmbH) that are fluorescent
(Rhodamine-B) and that have a polyethylene glycol (PEG) coating. This coating avoids
particle coagulation and attachment of particles to the wafer surface and to the free droplet
surface. The fluorescence is excited by illumination with laser light from a pulsed frequency-
doubled Nd:YLF laser which emits light with a wavelength of 527 nm. A separate stirring
device maintains a homogeneous particle density. The PEG coated particles in water
possess a slightly negative surface charge, whereas the immersion needle showed a weak
positive charge promoting the attachment of particles to the surface. Therefore, the im-
mersion needle is grounded to maintain electrical neutrality which reduces the number of
particles sticking to the surface significantly.

The optimal particle image density is a compromise between the spatial resolution,
the number of ghost particles, and the cross-correlation signal-to-noise ratio. The inflow
impinges vertically downward on the wafer, and the outflow is extracted upward as shown
in figure 2.4. Hence, the illumination with the laser through the microscope lens is parallel
to the inflow and outflow directions. Hence, the laser beam illuminates the whole droplet.
As a consequence, the background noise reaches a rather high level, which requires a
proper image processing to reduce the effects of image background noise (see Sect. 2.3.1).
The resulting image density (NI ) is 5.38⇥10�1, NI ⌘ C AI�z 0/M 2

0, where C is the mean
number of particles per unit volume [m�3], M 0, the magnification of the lens, �z 0, the
depth-of-field [m], and AI , the image interrogation area [m2]. In this experiment, the
particle volume fraction is 2.5 % in aqueous suspension of 0.2 ml and then the particles
are diluted in 500 ml distilled water. In the present condition, there is a low image density
condition, NI < 1. Directly counting particle images from raw images yields a value of
around 0.034 p p p (particles per pixel) which corresponds to a source density NS ' 0.09.
The whole pre- and post-processing and calibration procedures are performed by means
of a commercial code (Davis 7.4, LaVision GmbH).

For the velocity measurements we apply four CCD cameras, each with a resolution
of 1376⇥ 1040 pixels and a 12-bit dynamic range. In this experimental condition, the
equivalent dimension of a single pixel in the object domain is almost 4 µm. The camera
(LaVision Imager Intense) has a high quantum efficiency of about 48% at 580 nm. To
observe the flow field inside the droplet, the entire droplet volume needs to be accessed
without any distortion for instance caused by reflection or refraction at the free surface.
Therefore, four cameras are mounted on an inverted custom-made microscope. The
optical path of each camera is off-axis through a single microscope objective lens with a
magnification of 1.5. The offset angle between the optical axes of the cameras is about
↵⇡ 20�, as shown in figure 2.5. The laser beam diameter L d is almost 5 mm. As shown in
figure 2.5, the custom-made microscope is installed below at about 30 mm from the wafer
surface. The depth-of-field is given approximately by�z 0

⇠= 4(1+1/M 0)2 f #2�, where�z 0

is the depth-of-field; M 0, the magnification of the lens; f #, the f-number of the lens; �, the
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Figure 2.4: Schematic of the volume illumination for the immersion droplet where �z is the
depth of field, h the height of the droplet, D the diameter of the droplet. At the top right, a
close-up of the stationary droplet with the cylindrical coordinate system (r, ✓ , Z) is given.

wavelength of the light. For the given optical parameters we have�z 0 ⇡ 120 µm.

The wafer is provided from Silicon Valley Microelectronics, Inc. and has a diameter
of 300±0.3 mm and a local thickness of 0.70±0.05 mm. A highly uniform hydrophobic
surface wafer that is coated with a photoresist is applied by ASML Holding NV. To our
best knowledge, there are no glass-wafers, with a global flatness at a micron precision
within the domain of commercial mass products. Only special custom-made wafers at
extremely high price levels might provide values of overall flatness in the order of only a
few micron. Therefore, for a constant droplet height, we applied a mechanical device that
maintains a fixed reference position of the substrate. To establish this, we first record the
height deviation of the edge of the wafer from the lateral camera as a function of time,
so that we can obtain the topological characteristics of the wafer. Then, to control the
height deviation, we properly mount a mechanical limitation to slightly push the wafer
to a certain distance below a reference position (50 µm proved to be sufficient). Owing
to this device, a global flatness of the wafer during rotation is controlled within ±1 µm as
shown in figure 2.6. The input velocity (Vw ) is a nominal value of the system. Therefore, we
determine the rotational speeds by measuring the topological characteristics of the wafer
as a function of time. Hence, the measured wafer speed (Vm ) has the uncertainty around
0.7 % compared with the nominal velocity on the system, as shown in Table 1. Additionally,
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2. Experiment I: Full 3D-3C velocity measurement inside a liquid immersion droplet

Lens 

CCD CCD 

Immersion needle 

f 
Glass wafer 
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Z 

Figure 2.5: The geometry of the cross-sectional stereo microscope with CCD cameras.
The focal length f is about 31 mm and the inner aperture is about 7 mm inside the
lens. The particles inside the immersion droplet are volumetrically illuminated at 527
nm wavelength. The optical filters installed in front of each CCD camera only transmit
light with wavelengths longer than 535 nm.

since the photoresist coating wafer is very sensitive to contact with water, the duration of
the contact with water should be minimized.

2.3 Pre- and post-processing for 3D-3C data

2.3.1 Image processing

As can be seen in figure 2.4, the entire droplet volume is illuminated by using laser light
passing into the droplet parallel to the inflow and outflow direction. As a consequence,
parts of the flow field inside the water supply device, i.e., a flow region located vertically
above the droplet volume, are also being illuminated, causing a rather strong background
illumination (see figure 2.7(a)). The image-processing steps necessary to minimize this
background illumination are as follows. The main steps are based on spatial and temporal
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Figure 2.6: Effect of the pre-loaded device. The height deviation (�h) is examined by
measuring the topological characteristics of the edge of the wafer as a function of time. All
dash-dot lines indicate the variation of the glass wafer without the pre-loaded device being
applied, solid lines present the controlled results with the pre-loaded device lowered on
the wafer surface.

(b) T l filt i ( ) S ti l filt i(a) Original PIV image (b) Temporal filtering (c) Spatial filtering

Figure 2.7: Effects of the image processing. (a) Original PIV image; (b) image after temporal
filtering; (c) after additional spatial filtering and 3⇥3 Gaussian smoothing filtering.

image processing. First of all, we performed a temporal image processing reducing the
effects of e.g. laser reflections at the droplet interface, dust on the glass wafer, out-of-plane
particles and similar effects. For the temporal filtering, each intensity value at every pixel is
first averaged over all images. Secondly, the computed mean pixel gray value is subtracted
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2. Experiment I: Full 3D-3C velocity measurement inside a liquid immersion droplet

Table 2.1: Accuracy of the rotational table by varying rotational speeds where Vw is the
input value and Vm is the measured value. The uncertainty (error) is the relative error,
|Vw �Vm |/Vw ⇥100%.

Vw (m/s) Vm (m/s) Error (%)

0.20 0.2014 0.70
0.40 0.4028 0.70
0.60 0.6043 0.72
0.80 0.8057 0.71
1.00 1.0074 0.74
1.20 1.2090 0.75
1.40 1.4099 0.71
1.60 1.6121 0.76

at each pixel, i.e.

I 0i ,j (X , Y ) = Ii ,j (X , Y )� 1
N

NX

i=1

Ii ,j (X , Y ), (2.1)

where Ii ,j (X , Y ) is the intensity value at every pixel for the camera j , j = 1...4, I 0i ,j , the new
intensity value after this temporal filter processing, i , the index of the image, and N is the
total number of images. The result is shown in figure 2.7(b). The aforementioned step is
useful in the case of steady flow. Additionally, a spatial filtering is applied, to remove the
remaining noise in the images. A spatial 3⇥3 pixel sliding minimum filter, which subtracts
the calculated local minimum from the local intensity has been applied to all individual
images. If necessary, the temporal and spatial filtering should be repeated until reasonable
particle image fields are obtained. To enhance the visibility of the particle images with
respect to the noisy image background a 3⇥3 Gaussian smoothing filter is applied as a final
step (Guezennec and Kiritsis, 1990).

2.3.2 3D calibration and correction

For the 3D calibration, a calibration target is traversed across several planes along the
height of the measurement volume (i.e. the droplet). To reproduce the actual experimental
conditions, the liquid should be present between the calibration target and the substrate.
From this calibration the geometric mapping function is obtained as a third-order polyno-
mial (Soloff et al., 1997), which can be written as:

x = a 0+a 1X +a 2X 2+a 3X 3+a 4Y +a 5Y 2

+a 6Y 3+a 7X Y +a 8X 2Y +a 9X Y 2, (2.2)
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(a) 

(c) 

(b) 

(d) 

Figure 2.8: Mapping errors for all cameras in a plane located at a vertical position z ⇡
0.1 mm volume self calibration of before (a) and after (b) in the stationary droplet on the
stagnant substrate (Vw = 0.0 m/s), before (c) and after (d) in the dynamic droplet on the
moving substrate (Vw = 1.0 m/s).

y =b0+b1X +b2X 2+b3X 3+b4Y +b5Y 2

+b6Y 3+b7X Y +b8X 2Y +b9X Y 2, (2.3)

where the calibration coefficients a i and bi depend on the depth position. Note, that des-
pite the image mapping and reconstruction via the calibration process it is often impractical
to achieve a perfect overlap of all reconstructed images in multi-camera PIV measurements.
Therefore, in addition, to match corresponding particle images in the volume the possible
mismatch, or disparity, of the particle positions for each of the four cameras is resolved
by applying a volumetric self-calibration. Wieneke (2008) first described a volumetric self
calibration that is based on the computation of the 3D positions of matching particles
by triangulation. After applying this procedure, the average mapping errors for the case
of stationary substrate are reduced from 0.03 to 0.01 pixels (see figure 2.8(a-b)). For the
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Figure 2.9: Distribution of average intensity peaks in depth. The red dash lines indicate the
position of the immersion droplet height, h and the blue dash-dotted lines indicate the
depth-of-field of the current setup,�z 0.

moving substrate, the errors decrease from 0.04 to 0.02 pixels (see figure 2.8(c-d)). In both
cases, the disparity errors are less than 0.2 µm. In the case of the immersion droplet on the
moving substrate, there is an image disagreement in image results caused by differences
in refractive indexes. As a consequence, the disparity errors in both cases are a little bit
different.

2.3.3 Tomographic reconstruction

For 3D-3C velocity measurements, the tomographic reconstruction of 3D particles distribu-
tions is adopted (Elsinga, 2008). As can be seen in figure 2.4, tracer particles are illuminated
by a pulsed light source within a volume and their images are recorded simultaneously from
four viewing directions using CCD cameras. Reconstructing the 3D particle distribution
by tomography is an inverse procedure using the relation between image planes and the
real space as established by a 3D calibration and correction procedure (see Sect. 2.3.2).
The 3D intensity distribution is reconstructed in a 2.5 ⇥ 2.1 ⇥ 0.4 mm3 volume discretized
with 606⇥ 510 ⇥ 106 voxels using the MART (multiplicative algebraic reconstruction tech-
nique) algorithm with 5 iterations and with the relaxation parameter µ = 1. The resulting
distribution of the average intensity profile in the reconstructed volumes is plotted against
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2.4. Results and discussion

the depth-coordinate in figure 2.9. This 3D reconstructed intensity profile provides im-
portant information on the position of the droplet with seeding particles as well as the
depth-of-field. Moreover, the average reconstructed intensity inside the measurement
volume relative to the background intensity outside can be regarded as a measure for the
reconstruction accuracy.

To increase the effective particle image density, the reconstructed 3D intensity volumes
are averaged over 25 individual reconstructed volume pairs. This is possible when the
flow is steady. This effectively increases the seeding density while keeping relative low
amount of ghost particles. The 3D-3C velocity vectors of each data set are obtained by
means of 3D particle image pattern cross-correlation. The particle image displacement
within a chosen interrogation volume (8 ⇥ 8 ⇥ 8 voxels) with 50 % overlap is obtained by
the 3D cross-correlation of the reconstructed particle distribution at the two exposures.
The measured vector field contains 147 ⇥ 132 ⇥ 15 velocity vectors. The final vector results
are averaged over 30 data sets (for the immersion droplet on a moving substrate) and 40
data sets (for the immersion droplet on a stagnant substrate).

The final result occasionally has vectors outside the liquid immersion droplet although
actual particles must evidently be inside the droplet. This is due to ghost particles outside
the measurement domain (Elsinga et al., 2010). In the case of Tomographic PIV the intens-
ity information from actual and ghost particles both contribute to the cross-correlation.
Therefore, further image processing is required to identify the internal flow field of the
liquid immersion droplet. To eliminate spurious vectors every vertical plane to a mask is
applied by considering the largest intensity gradient that represents the position of the
droplet interface using average reconstructed intensity field.

2.4 Results and discussion

2.4.1 Error estimation

To assess the dynamic range, reliability, and accuracy of our measurement system, the
mass conservation in every sub-volume is examined in the form of the continuity equation.
Given that the fluid flow is approximated as incompressible, an estimate for the continuity
equation has a relative error distribution for all voxels that can be expressed as (Adrian and
Westerweel, 2010) ✓

@ u
@ x
+
@ v
@ y
+
@w
@ z

◆2
⇠=
✓
��x

DI�t

◆2

, (2.4)

where��x [pixel] is the overall error amplitude for the displacement; DI the dimension of
the square and non-overlapping interrogation domain [pixel] in the cross-correlation pro-
cedure; and�t the time delay between two frames (�t = 10 µs). The relative measurement
error in every sub-volume is considered. Figure 2.10 presents the histogram of the relative
error in the form of the continuity equation. The width of the distribution in figure 2.10
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Figure 2.10: The histogram of the relative error of the liquid immersion droplet on (a) the
stagnant substrate and (b) moving substrate. The data distribution is fitted by a Gaussian
curve to determine the relative error in the form of the continuity equation where ~u has
three velocity components, ~u=(u,v,w). The standard deviation evaluated from the fit is (a)
0.0246 [pixel/pixel] and (b) 0.0251 [pixel/pixel], respectively.

indicates the error of the measurement; the fitted Gaussian distribution has a standard
deviation of (a) 0.0246 [pixel/pixel] and (b) 0.0251 [pixel/pixel], respectively. Hence, given
that DI = 8 pixel, it is found through (3.1) that��x= 0.2 pixel. This error is consistent with,
a typical the measurement uncertainty reported for tomographic PIV (Elsinga, 2008).

Furthermore, we check the mass conservation at z = 100 µm of the immersion droplet
on the stagnant substrate. Due to the characteristics of flow field, the mass flow rate must
be zero at that plane. The mass flow rate for the inlet and outlet is 0.5 g/min. The relative
error for the mass conservation at the middle plane of the stationary droplet is found to be
about 2 % with respect to the inlet flow, which is 39.34 g/min.

2.4.2 3D Flow field

Two exemplary cases are examined: a drop on the stationary substrate and a drop on the
moving substrate. Note that all figures in this section depict the fluid field in absolute
velocity in the stationary frame of coordinates of the immersion needle. Very close to the
substrate this yields velocities identical to the local velocity of the wafer.

In the case of the stationary substrate, the internal flow field is largely defined as shown
in the inset of figure 2.4. The inflow is driven by pressure at the center and the outflow
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(b) 

z  ≈ 100 µm 

(a) 

Figure 2.11: Full 3D-3C velocity distribution in the stationary droplet, Vw = 0 m/s with
injection and extraction of fluids through the immersion needle; (a) Full 3D-3C scan of
the flow field where the depth of the individual scanned plane is about 100 µm and (b) the
flow field at the middle of the droplet, (at z ⇡ 100 µm). The vectors show the in-plane (x , y )
velocity components and the contour represents the out-of-plane velocity component.

is extracted out by the vacuum pressure. This global flow pattern is indeed reflected in
figure 2.11 showing the full 3D-3C velocity vector results in the stationary droplet. The
selected planes are separated by 100 µm. We show the in-plane (x , y ) vectors and the
contours for the out-of-plane velocity. The flow pattern has a radial symmetry, although the
velocity distribution is not perfectly axi-symmetric. This is because the outlet is connected
only to one side of the immersion needle, and hence the flow field is slightly skewed to that
side. Alternatively, a non-parallel alignment of the immersion needle and substrate could
also be a reason for the asymmetry.

As can be seen in figure 2.12, in the case of a moving substrate, the wafer spins with a
velocity of Vw = 1.0 m/s at the position of the droplet. We used shadowgraphy to determine
the projected external drop shape. For observing the lateral droplet shape, another CCD
camera is installed on top of the x-y translation stage with micron resolution. The droplet
has an advancing contact angle of about 145� and a receding contact angle of about 30�.
The contact angle is measured from the image of the shadowgraph. At the rear of the
droplet the shape has an opening half-angle of about 60�. The superimposed vectors in
figure 2.12 represent the 3D-3C velocity measured by tomographic PIV. The vector planes
are cross-sectional results. The internal flow of the immersion droplet is shown, which
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Figure 2.12: 3D-3C vector field and shadowgraphy of the immersion droplet for Re = 200;
(a) side view at the cross-sectional plane (y = 0) where ✓a is the advancing contact angle
and ✓r is the receding contact angle, (b) bottom view at z ⇡ 10 µm and� is the half corner
angle, and (c) illustration of the force balance near the corner of the droplet. Here, the
vector colors are the magnitude of the velocity in three dimensions.

exhibits a complex, but symmetric, flow pattern. There is a small circulation region near
the corner of the droplet (see figure 2.12(a)). This region is related to the force balance
of the viscous force, surface tension, and outlet pressure, as shown in figure 2.12(b). The
bottom result shown in figure 2.12(b) presents the flow field above the substrate (z ⇡ 10
µm). A detailed inspection of the flow near the moving contact line indicates that particles
follow the contact line. The velocity gradient of the flow field is related to the substrate
speed, surface tension and outlet pressure. Furthermore, there is a fast flow region near the
rear outlet trench where the fluid is extracted from the droplet. Therefore, the rear trench
of the immersion needle should be considered as an important parameter to extract fluid.

This experiment involves non-uniform optical properties of the media, e.g. different
indices of refraction for air, substrate, and water. In figure 2.12, only few data could be
obtained near the top of the advancing part of the droplet as a result of the rather large
advancing contact angle, which limits the view in that part of the droplet.

The full 3D-3C flow field shown in figure 2.13 reveals the velocity distribution and stream-
lines inside the liquid immersion droplet on the moving substrate at Re = 200. The vectors
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y = 0.0 mm 

y = 0.3 mm  

y = 0.6 mm  

Figure 2.13: Full 3D-3C velocity distribution and iso-contour plot in the liquid immersion
droplet on the moving substrate (Vw = 1.0 m/s) at Re = 200, where the vectors show 3D-3C
velocity components and the iso-contour represents the out-of-plane velocity component.
The red boxes show the streamline results at the cross sectional planes (y = 0.0, 0.3, 0.6 mm)
where the streamline colors indicate the magnitude of w velocity. The white surface contour
indicates the external shape of the liquid immersion droplet on the moving substrate.

indicate 3D-3C components of the velocity and the iso-contours represent the out-of-plane
velocity component. Furthermore, the external shape (i.e. free surface) of the liquid im-
mersion droplet is indicated in white, i.e. where the velocity magnitude is zero. Directly
above the substrate, the flow direction is the same as the direction of the substrate motion,
due to the viscous drag, as shown in figure 2.14(a). At z ⇡ 30 µm, the flow field of the front
part of the droplet begins to flow towards the trench of the immersion needle, as shown in
figure 2.14(b). On the other hand, in figure 2.14(c-e), the main flow is converging to the
rear of the droplet, and there is a small flow region with reversed flow at the corner of the
droplet. The small reversed flow region becomes smaller as the plane increases its position
in the z -direction, as shown in figure 2.14(c-d). Figure 2.14(e) shows the fast flow region
that is nearby the rear trench of the immersion needle, where there still is a small reversed
flow region. Schuetter et al. (2006) and Riepen et al. (2008) showed that the droplet tail
becomes longer as long as the substrate speed increases. The size of the reversed flow
region near the corner of the droplet is related to the length of the droplet tail. The droplet
will break up when the viscous force, surface tension and outlet pressure are no longer
balanced. Consider figure 2.2(b-c), when the viscous drag force is further increased, i.e. the

35



2. Experiment I: Full 3D-3C velocity measurement inside a liquid immersion droplet

Figure 2.14: Full 3D-3C velocity distributions (colors) and streamlines (black) in the liquid
immersion droplet (Vw = 1.0 m/s) at Re = 200; Shown are five scan-planes at (a) z ⇡ 0 µm
(b) z ⇡ 30 µm, (c) z ⇡ 60 µm, (d) z ⇡ 120 µm, and (e) z ⇡ 180 µm; vector colors represent
the magnitude of the velocity in the three dimensions.

wafer speed approaches the critical velocity (Vw = 1.4 m/s), the liquid immersion droplet
begins to show ‘pearling’.

In this experimental case, the immersion droplet breaks up, when the critical dimen-
sionless numbers are the capillary number of 0.02 and Reynolds number of 280. From the
point of view of hydrodynamics, the Reynolds number is a general dimensionless number
to characterize the flow field. However, according to Podgorski et al. (2001) and Riepen et al.
(2008), the instability result is similar even though the Reynolds number is different. In this
case, the capillary number is more important parameter to determine the droplet break-up.
The capillary number represents the relative effect of viscous forces versus surface tension.
By Laplace’s theorem, the surface tension is expressed as

�p = �= �
✓

1
R1
+

1
R2

◆
, (2.5)
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where�p is hydrostatic pressure, � is the surface tension,  is the mean curvature of the
surface, and R1 and R2 are the principal radii of the curvature. The hydrostatic pressure
is the pressure difference between the inside and outside surfaces. According to (5), by
varying�p we can change the curvature of the surface. Riepen et al. (2008) showed this by
changing the ambient pressure distribution, and they increased the critical speed of the
wafer in the immersion lithography system. In this experimental setup, the dynamic surface
tension can be determined from the extraction force. Intuitively, as long as the extraction
pressure is increased, the tail of the droplet is decreased. Therefore, in the immersion
lithography system the capillary number would be properly defined by considering the
pressure as the additional parameter.

2.5 Conclusion

For the first time the complex internal flow of a liquid immersion droplet on a moving
substrate has been investigated by using tomographic PIV. The technique allows to obtain
the full 3D-3C velocity vector fields. Current results help to understand the internal flow
field of the liquid immersion droplet at relatively high Reynolds number, (Re� 1). The
location of the measurement data is consistent with the shape of the droplet determined by
means of shadowgraphy. The limited view on certain parts of the droplet can be improved,
provided that the advancing contact angle is decreased. In addition, reducing the strong
reflection light at the droplet interface improves the quality of the data near the free surface.
The consistency of the measured data is quantified by means of the continuity equation for
an incompressible fluid. We observe the separation flow region near the tail of the droplet.
This is related to the droplet instability resulting in the rupture of the droplet tail. However,
further investigation will be necessary to study these issues in detail. Future work will
address a parameter study related to the flow instability as a function of the height of the
droplet, different inlet and outlet conditions, different surface condition of the wafer (i.e.
applied coatings), and the velocity of the substrate (wafer).
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CHAPTER 3

EXPERIMENT II: COMPARISON OF TOMO-PIV
AND 3D-PTV FOR MICROFLUIDIC FLOWS1

Abstract

Two 3D-3C velocimetry techniques for micro-scale measurements are compared:
tomographic particle image velocimetry (Tomo-PIV) and 3D particle tracking veloci-
metry (3D-PTV). Both methods are applied to experimental data from a confined
shear-driven liquid droplet over a moving surface. The droplet has 200 µm height and
2 mm diameter. Micro 3D-PTV and Tomo-PIV are used to obtain the tracer particle
distribution and the flow velocity field for same set of images. It is shown that the
reconstructed particle distributions are distinctly different, where Tomo-PIV returns a
nearly uniform distribution over the height of the volume, as expected, PTV reveals a
clear peak in the particle distribution near the plane of focus. In Tomo-PIV, however,
the reconstructed particle peak intensity decreases in proportional to the distance
from the plane of focus. Due to the differences in particle distributions, the measured
flow velocities are also different. In particular, we observe Tomo-PIV to be in closer
agreement with mass conservation. Furthermore, the random noise level is found to
increase with distance to the plane of focus at a higher rate for 3D-PTV as compared
to Tomo-PIV. Thus for a given noise threshold value the latter method can measure
reliably over a thicker volume.

1The content of this chapter has been accepted for publication in Measurement Science and Technology
(Kim et al. 2012).
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3.1 Introduction

Fully three-dimensional velocimetry techniques now find increasing use in microfluidics
investigations (Wereley and Meinhart (2010); Cierpka and Kähler (2012)). Some recent
examples of three-dimensional three-component (referred to as 3D-3C) velocity meas-
urements for micro flows include (a) mixing at the T-junction of micro channels (Balan
et al. (2010); Lindken et al. (2006)), (b) an evaporating droplet (Pereira et al. (2007)), (c) a
liquid immersion droplet on a moving substrate (Kim et al. (2011)), (d) the behavior of
swimming microorganisms (Choi et al. (2011)), and (e) a brownian motion of the particle
(Kihm et al.2004; Park et al.2005).

For steady and slowly evolving flows, the classic volumetric scanning approach can be
used (e.g. Shinohara et al. (2005); Kinoshita et al. (2007); and Lu et al. (2008)). This tech-
nique relies on progressively changing the plane of focus by adjusting the microscope, thus
building up a volume from the individual measurement planes. However, the measurement
plane is not exactly a plane, but rather includes a region around the plane of focus, which
is often substantial and introduces some inaccuracies related to the variation of velocity
over the depth direction (Kloosterman et al. (2011)). The uncertainty can be dramatically
improved when truly instantaneous 3D velocimetry techniques are used. These techniques
first determine the 3D position of each particle within the measurement volume, in con-
trast to assuming all of them to be located in the plane of focus, and then evaluate their
displacement. As a result, the particle displacement vector is positioned at the correct
depth, which yields an improvement in the measurement accuracy. The improvement
was recently demonstrated by comparing planar micro-PIV with an astigmatism particle
tracking method that is fully 3D (Cierpka et al. (2012)). Apart from using astigmatism, the
3D particle distribution and velocity can also be obtained from a single view by means
of in-line holography (Sheng et al. (2006); Ooms et al. (2009)). By using deconvolution
microscopy, a single-camera micro-PTV introduced to simultaneously measure 3D-3C
velocity vectors for three-dimensional micro-scale flow fields (Park et al.2006). Additionally,
the confocal laser scanning microscopy is introduced by Park et al. (2004), which enables
to precisely scan each horizontal plane in the normal direction.

Three-dimensional techniques based on multiple views and photogrammetry, i.e. 3D-
PTV (Maas et al. (1993)) and Tomo-PIV (Elsinga et al. (2006)), are now being introduced
to microfluidics as well. In this case, a large microscopic objective with several off-axis
viewing ports allows imaging the particles from different directions simultaneously, as
required. A main advantage of the techniques appears to be that they are applicable even
in some challenging environments for particle imaging, such as in an immersion hood
containing air-water interfaces and strong background light reflections (Kim et al. (2011)).
Interestingly, early comparisons of micro 3D-PTV (2010) and Tomo-PIV (2011) based on
the same recordings have indicated that the latter yields more reliable velocity data. That
is, the velocity field is in much closer agreement with mass conservation (see also section
4.1). This was surprising since the particle image density in that experiment was relatively
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low, i.e. between 0.010 and 0.034 particles per pixel depending on the particle intensity
threshold, and the volume thin (only 100 voxels deep). For such conditions the number
of spurious particle detections, also known as ghost particles, is expected to be rather low
(Maas et al. (1993); Elsinga et al. (2011)). Hence, we anticipated both 3D approaches to be
equally valid. This was apparently not the case.

Therefore, the aim of the present paper is to perform a detailed comparison and as-
sessment of both 3D-PTV and Tomo-PIV in a microfluidic application. The purpose is to
identify the likely cause of the observed differences. The acquired insights can be useful for
the design of future experiments.

The approach is to use the existing recordings of the flow in a confined shear-driven
liquid droplet and to evaluate them by both 3D-PTV and Tomo-PIV. The experimental setup
and the data processing steps are outlined in sections 2 and 3 respectively. The following
properties are assessed: the conservation of mass in the droplet in a control volume analysis
(section 4.1), the reconstructed particle distributions (section 4.2), the divergence of the
local velocity field (section 4.3), and finally the velocity profiles themselves (section 4.4).
The 3D-PIV methods are shown to break down at different distances from the plane of
focus. In other words, the depth of the volume over which the velocity can be measured
reliably is found to differ. The main conclusions are summarized in section 5.

3.2 Experimental set-up

An illustration of the used experimental setup is given in figure 3.1(a). The experiment used
in the present investigation is described in detail by Kim et al. (2011). For completeness
we recall here the main characteristics. A confined liquid droplet is generated by a device
as shown in the red dashed box of the top right in figure 3.1(b). The device can generate a
constant volume droplet that is 200 µm in height and has a 2 mm diameter. At the center
of the device, water is supplied to the droplet. Then water and air are simultaneously
extracted at the outlet. The substrate moves with a velocity of U=1.0 m/s at the position
of the droplet, so that the flow conditions are characterized by a capillary number (Ca=
µU/�) of 0.014 and a Reynolds number (Re= ⇢Uh/µ) of 200 (when µ is the viscosity, ⇢ the
density, and � the surface tension of the fluid).

For the measurement of the fluid velocity inside the droplet, the working fluid is seeded
with 1.28-µm tracer particles (Microparticle GmbH) that are fluorescent (Rhodamine-
B) and that have a polyethylene glycol (PEG) coating. The fluorescence is excited by
illumination with a Nd:YLF laser, which emits light at a wavelength of 527 nm. The laser
beam covers the whole droplet. For homogenizing the laser light, a diffuser plate is used.

The particle image diameter is estimated by d⌧ =
∆
(M 0d p )2+d 2

d i f f , where d p is the

particle diameter; M 0, the magnification of the lens; f #, the f-number of the lens. The
diffraction limited minimum image diameter is d d i f f = 2.44[M 0+ 1] f #� where � is the
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Figure 3.1: Schematic of the experimental setup. (a) Four PIV cameras are mounted on
a custom-made microscope, drawn by Sjoerd Donders (ASML). (b) The cross-sectional
schematic of Figure 3.1(a). In the red-dashed box, the confined liquid droplet is described.

wavelength of the light. The estimated particle image diameter is approximately 2⇠3 pixels,
which is in good agreement with observations in the recorded raw images of particles
in the plane of focus. The plane of focus coincides with the surface of the substrate.
The present image density (NI ) is 5.38⇥10�1, given by NI ⌘C AI�z 0/M 2

0, where C is the
mean number of particles per unit volume [m�3], �z 0, the depth-of-field [m], and AI ,
the image interrogation area [m2]. The depth-of-field is given approximately by �z 0

⇠=
4(1+1/M 0)2 f #2�. For the given optical parameters we have�z 0 ⇡ 120 µm. In the present
condition, the image density is low, NI < 1. Directly counting particle images from the raw
images yields a value of around 0.034 p p p (particles per pixel), which corresponds to a
source density NS ' 0.09 (Adrian and Westerweel (2010))

The four CCD cameras have a resolution of 1376⇥1040 pixels each and a 12-bit dynamic
range. The optical path of each camera is off-axis through a single microscope objective
lens with a magnification of 1.5. The offset angle between the optical axes of the cameras is
about ↵⇡ 20� (see figure 3.1(b)). Due to the small viewing angle between cameras, particles
appear elongated in the depth direction, as shown in figure 3.2, increasing the position
uncertainty in that direction. If the diameter of a particle image is 2 pixels, then its length
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Figure 3.2: Measurement uncertainty in the present PIV system due to the small viewing
angle (↵) of multi-cameras where d is the particle image diameter, which is a measure
for the in-plane uncertainty in 3D particle triangulation, and �PI V is the corresponding
uncertainty in depth direction.

in the depth direction will be 12 pixels.

3.3 Methods

In this section, we describe the data processing for Tomo-PIV and 3D-PTV. As mentioned,
we use the same images for both methods. To reliably detect the particles a proper pre-
processing is essential. Here, we used a sliding minimum to subtract background illumin-
ation and a 3⇥3 Gaussian smoothing to reduce image noise of the particle images. For
the calibration, we perform a 3D calibration with volume self calibration (2008), which
reduces the calibration errors to 0.02 pixels corresponding to about 0.1 µm. The whole pre-
and post-processing and calibration procedure are performed by means of a commercial
code (Davis 7.4, LaVision GmbH). The subsequent particle displacement calculation is
obviously different for 3D-PTV and Tomo-PIV (see figure 3.3), the details of which will be
outlined below.
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Figure 3.3: Flow chart of full 3D-3C velocity measurement techniques; Tomo-PIV (left) and
3D-PTV (right)
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3.3.1 3D Particle Tracking Velocimetry

In this section, we describe the 3D-PTV processing steps (see the right part of figure 3.3). It
essentially consists of two main steps; (1) the detection of particles in the pre-processed
images and their triangulation into 3D space and (2) the identification of corresponding
particles in the subsequent volumes (the actual particle tracking). The detection of the
particle images relies on a peak intensity threshold value (It ) (1993), for which we con-
sidered 1 or 10 counts and the allowable triangulation error `e r r , which is put at 1.9 and 2.3
pixels for the case of It = 1 and 10, respectively. Note that these intensity threshold values
are significant compared to the maximum intensity in the pre-processed images, which is
around 20 counts. The `e r r is similar to the particle image diameter and is chosen such that
number of particles in the images (‘2D particles’) is about equal to the number of particles
triangulated in the volume (referred to as ‘3D particles’). Then the resulting image seeding
density (p p p ) is 0.0148 (It = 10 counts) and 0.034 (It = 1 count). We use a two-frame
particle tracking algorithm, taking into account a given allowed displacement range and the
spatial coherence of neighboring groups of vectors (1996). The prescribed displacement
range corresponds to a velocity magnitude | ~U (u , v, w ) |  2.0 m/s. By accounting for a
spatial coherence of neighboring vectors a preferred flow direction can be identified in
which the most likely particle position is expected. Note that this option requires the mean
distance between neighboring vectors to be small compared to the typical dimensions
of the flow structures, otherwise spatial coherence would not necessarily exist. In this
experimental condition, the typical particle displacement between subsequent frames is
about 4 pixels. The prescribed spatial coherence field size is 10 pixels and the number of
clustering particles is at least 1.

Agüí and Jiménez (1987) first introduced the interpolation of PTV data onto a regular
grid by using a simple convolution with an adaptive Gaussian window. Here, we follow a
similar process. However, before converting the particle displacement field onto a regular
grid system, 25 individual vector fields are merged into one. This effectively increases the
density of velocity vectors in the volume by a factor 25 while keeping a relative low amount
of ghost particles. For the conversion process, the weighting factor takes into account the
proximity to a center of a grid cell. Hence, if a vector is near a grid point it has a higher
influence effect than a most distant vector, which yields this expression using a Gaussian
weighting factor ↵j ,

↵j = exp
⇣
�2⇥

��ci � vj

��2
⌘

, j = 1, · · · , Nj , (3.1)

where ci is a center position of a cell and vj is a vector position Vectors at the cell center
are weighted by unity. All weighted vectors are then summed yielding the interpolation
vector value at all i ,

~U 0i =

PNj

j=1↵j · ~Uj
PNj

j=1↵j

, (3.2)
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3. Experiment II: Comparison of Tomo-PIV and 3D-PTV for microfluidic flows
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Figure 3.4: Tomographic reconstruction intensity profiles. (a) Distribution of average peak
intensity in depth. The red-dashed lines indicate the position of the liquid droplet height,
h, and the blue dash-dotted lines indicate the depth-of-field of the current setup,�z 0. (b)
PDF of the peak intensity for different z positions where the peak intensity is normalized
by Inor m = 600. The different colors of figure 3.4(b) indicate the different z locations of
figure 3.4(a).

where Nj is the total number of surrounding vectors in the 3⇥3⇥3 grid cells. In addition,
if there is no vector close to the cell center, no resulting vector is assigned. In the end,
choosing the proper grid size is important because of the given mean particle image density.
In the present case, the selected grid spacing is G = 4 or 8 pixels. Then the final vector
results on the grid are again averaged over 30 data sets. The whole data processing are
performed by means of a commercial code (Davis 7.4, LaVision GmbH).

3.3.2 Tomographic Particle Image Velocimetry

We perform the tomographic reconstruction of 3D particles distributions starting from the
same pre-processed images. The overall procedure of Tomo-PIV is described in figure 3.3.
The reconstructed 3D intensity distribution volume covers 2.5 ⇥ 2.1 ⇥ 0.4 mm3, which
is discretized with 606 ⇥ 510 ⇥ 106 voxels. Reconstruction is performed using the MART
(Multiplicative Algebraic Reconstruction Technique) algorithm with 5 iterations and with
the relaxation factor µ= 1. Figure 3.4(a) shows the resulting distribution of the averaged
reconstructed intensity along the droplet height. From this reconstructed 3D intensity
profile, we recognize the position of the plane of focus at the wall. Further, it is seen that the
averaged intensity magnitude decreases with the distance to the wall, i.e. the plane of focus.
In the present experimental condition, the whole measurement object is volumetrically
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3.4. Results and discussion

illuminated and all particles in the volume are expected to scatter equal amounts of light.
Hence, the decrease in reconstructed intensity must be explained by the particles moving
out-of-focus with increasing wall normal distance, which decreases their peak image
intensity and broadens their image diameter. Consistent with the previous, figure 3.4(b)
shows that the PDF of the particle peak intensities becomes lower with increasing the depth
coordinate. Nevertheless, the resulting distribution of the intensity profile depicts that the
reconstructed particle signal inside the measurement volume (0 z  0.2 mm) exceeds the
background intensity (see figure 3.4(a)), or reconstruction noise level, which is determined
inside the glass wall (at z = -0.08 mm) where no actual particles can be physically present.

The present seeding density is relatively low as to resolve the small-scale detail of the fluid
motion. In order to increase the effective particle density, the reconstructed 3D intensity
volumes are averaged over 25 individual reconstructed volume pairs. This effectively
increases the seeding concentration while keeping a relatively low amount of ghost particles.
The information density in the reconstructed particle volume is thus increased, similar
to the increase in the vector density used before for the 3D-PTV. This is applicable when
the fluid motion is steady. To obtain the 3D-3C velocity vectors, the volumetric cross-
correlation on the resulting 3D intensity distribution is applied. The 3D cross-correlation
is performed with a chosen interrogation volume 8 ⇥ 8 ⇥ 8 voxels at 50 % overlap. The
measured vector field for the liquid droplet contains 147 ⇥ 132 ⇥ 15 velocity vectors. The
final vector results are again averaged over 30 data sets.

In principle, actual particles should evidently be inside the liquid droplet. However,
during the tomographic reconstruction, spurious particles outside the measurement
domain can be detected, which are referred to as ghost particles. In Tomo-PIV, the re-
constructed intensity information of actual and ghost particles both contribute to the
cross-correlation (2011). The final result can have spurious vectors outside the relatively
moving liquid droplet, as shown in figure 3.5(a), due to ghost particles. Hence, further
image processing is essential to identify the real flow field inside the liquid droplet. The
spurious vectors outside the droplet are eliminated by using a binarized volumetric mask
(figure 3.5(b)). Figure 3.5(c)-(e) show how the droplet location can be detected in the aver-
age reconstructed intensity distribution. Every x -y plane is binarized by considering that
the largest intensity gradient indicates the position of the liquid-gas droplet interface. Then,
combining the masks from all x -y planes, we can reconstruct the droplet shape as shown
in figure 3.5(b). This volumetric mask procedure is only available from the tomographic
reconstruction result. Finally, the vector result after applying the mask is presented in
figure 3.5(f).
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Figure 3.5: Volumetric mask function procedure. (a) the raw Tomo-PIV vector result, (b) the
volumetric mask that is obtained by the collecting binarized intensity maps where the blue
color indicates the value ‘1’ and otherwise ‘0’, (c) an averaged intensity map at a certain
z -plane, (d) an intensity profile along the white-dashed line, (e) a binarized intensity map
is obtained by recognizing the droplet interface A and B (Im a s k = 1 for inside the droplet
and 0 for outside the droplet), and (f) the final vector result is obtained by multiplying (a)
by (b). The vector color indicates the magnitude of the velocity.

3.4 Results and discussion

3.4.1 Result comparison of 3D-PTV and Tomo-PIV

The three-dimensional flow fields obtained by 3D-PTV and Tomo-PIV are not in full agree-
ment. In the case of 3D-PTV, the flow field close to the rear part of the droplet is weak,
i.e. of lower velocity magnitude, as shown in figure 3.6(a). It is expected that the outflow
should show higher velocity flow than the measurement result by 3D-PTV, because the
fluid is mainly extracted over a small region at the rear part of the droplet. In addition, the
flow field close to the substrate must be uniform and equal to the substrate velocity. At this
position, 3D-PTV could not obtain the uniform flow as shown in figure 3.6(b). On the other
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Figure 3.6: 3D-3C vector field obtained by 3D-PTV with It = 10 counts and G = 8 pixels
(left) and Tomo-PIV with 50% overlapped 8⇥8⇥8 voxels (right) and shadowgraphy of the
relatively moving liquid droplet for Re = 200. (a) and (c) are side view at the cross-sectional
plane (y = 0). (b) and (d) are bottom views at z ⇡ 10 µm. Here, the vector colors represent
the magnitude of the 3C velocity vector. 51



3. Experiment II: Comparison of Tomo-PIV and 3D-PTV for microfluidic flows

hand, the Tomo-PIV results at the same positions, figure 3.6(c) and (d), provide a reasonable
flow pattern based on a visual inspection. In order to quantify the differences the mass
conservation at three specified planes, i.e. z ⇡ 0, 180 µm, and 200 µm, is calculated. Mass
conservation requires the integral of the w velocity component over the horizontal x -y
plane to be exactly zero, because the liquid can not escape the droplet and the droplet
is steady. Furthermore, near the top of the droplet we distinguish between the inflow
rate and the outflow rate, which are the integrals of the wall normal velocity (w ) over the
inlet and outlet area (A), respectively. The results are listed in Table 1. The independently
measured volume flow rate in the water supply line is about 0.5 µl/s. However, the inflow
rate measured by PIV is not exactly this value because of the strong extraction flow field
at the outlet. A certain amount of fluid is directly extracted rather than supplied to the
droplet. Therefore, the reported flow rate in the supply line is only indicative. Furthermore,
the obtained vector plane at the top of the droplet does not match the inlet and outlet
positions exactly. Nevertheless, in the case of 3D-PTV, the inflow and outflow are both
underestimated in comparison with the Tomo-PIV result by 20 – 60 %. This suggests that
Tomo-PIV presents a better result regarding the mass flow at the top of the liquid droplet.
Moreover, near the moving substrate (z = 0), the net flow (�V) of 3D-PTV is three times
larger than that of Tomo-PIV indicating larger errors in the 3D-PTV result. In the following
sections, we will evaluate the measurement results in more detail in order to highlight the
differences that exist between the techniques. First, the volume particle reconstructions
are compared since it represents a critical factor determining the accuracy of the velocity
field, which is examined thereafter.

3.4.2 Comparison of particle reconstructions

The assessment of the 3D particle reconstruction is not straight-forward, since the actual
particle distribution in the volumetric illumination condition is unknown. However, in
this problem, we can make estimates by dividing the volume into three different regions,
i.e. the glass substrate, the liquid droplet, and the region inside immersion hood. Inside
the liquid droplet, there should be actual particles that are uniformly distributed with
the reconstruction noise (ghost particles) superimposed. In the glass substrate, there can
be no actual particles, hence the reconstruction contains only noise or ghost particles.
To evaluate the reconstruction result for Tomo-PIV and 3D-PTV, we count all detected
particles in the different regions of the reconstruction. In 3D-PTV, the 3D particles from 25
individual recordings are counted. In Tomo-PIV, we averaged 25 individual reconstructed
volume pairs to obtain the dense reconstructed 3D intensity volume. Then, we calculate
the total number of intensity peaks.

The 3D-PTV particle distribution in the depth direction is plotted for different intensity
threshold values, e.g. It = 1 count and 10 counts in figure 3.7. The detected particles
below the liquid droplet are ghosts (z <�15 [px] allowing for some smearing due to the
limited depth resolution of the present system due to rather narrow viewing angles). We
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3.4. Results and discussion

Table 3.1: Comparison of flow rates and mass conservations at the bottom and top of the
liquid droplet where It is the threshold intensity value and G is the grid size. The net-flow
rate (�V ) is calculated by

R
A

w dA where w is a normal component and A is an area in the
x -y plane.

at z ⇡ 200 µm
3D-PTV Tomo-PIV

(It [counts], G [pixels]) (1, 4 [px]) (1, 8 [px]) (10, 4 [px]) (10, 8 [px]) (–, 4 [px])‡

Inflow [µl/s] -0.074 -0.112 -0.126 -0.150 -0.249
Outflow [µl/s] 0.076 0.078 0.103 0.106 0.210
�V [µl/s] 0.002 -0.034 -0.023 -0.044 -0.039
Relative error |�Vi n f l ow | 3% 30% 18% 29% 16%
Relative error |�Vou t f l ow | 3% 44% 22% 42% 19%

at z ⇡ 180 µm
3D-PTV Tomo-PIV

(It [counts], G [pixels]) (1, 4 [px]) (1, 8 [px]) (10, 4 [px]) (10, 8 [px]) (–, 4 [px])‡

Inflow [µl/s] -0.118 -0.167 -0.157 -0.201 -0.253
Outflow [µl/s] 0.116 0.128 0.146 0.160 0.243
�V [µl/s] 0.002 -0.039 -0.011 -0.041 -0.010
Relative error |�Vi n f l ow | 2% 23% 7% 20% 4%
Relative error |�Vou t f l ow | 2% 30% 7% 26% 4%

at z ⇡ 0 µm
3D-PTV Tomo-PIV

(It [counts], G [pixels]) (1, 4 [px]) (1, 8 [px]) (10, 4 [px]) (10, 8 [px]) (–, 4 [px])‡

�V [µl/s] 0.242 0.207 0.304 0.212 0.086

‡ In the case of Tomo-PIV, the vector results are calculated within 8⇥ 8⇥ 8 voxels with 50% overlap. Therefore, the
actual grid size is 4 pixels.
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Figure 3.7: Comparison of the total number of particles by 3D-PTV with (a) It = 10 counts
(p p p = 0.0148) and (b) It = 1 count (p p p = 0.034) threshold conditions. The orange color
region is expected as the number of 3D particles based on the detected number of particles
in the images (It = 10 counts).

can recognize a smooth jump of the detected number of particles at the glass wafer surface
(z = 0), as shown in figure 3.7(a). In the liquid droplet (0  z  50 pixels), there should be
both actual and ghost particles. The 3D particle distribution is expected inside the orange
zone of figure 3.7 based on a particle count in the images and including ghosts. However,
the number of detected particles decreases with the depth direction, so that many of the
actual particles are missing at the top of the liquid droplet. This is due to the fact that the
depth-of-field is small compared to the whole liquid droplet. Therefore the particle image
peak intensity is much weaker near the top, eventually dropping below the threshold (see
the section 3.3.2). Therefore, in the case of the stringent intensity threshold value (It = 10
counts), it can not detect actual particles far from the substrate (i.e. the plane of focus).
Additionally, to reduce the effect of the intensity threshold we test the 1 count threshold
value. For the 1 count threshold value, the 3D-PTV particle detection is overestimated close
to the substrate, as shown in figure 3.7(b). At the substrate, the number of ghost particles
are estimated to be more than 50% of the actual number of particles.

In both cases (It = 1 count and 10 counts), there is a certain level of ghost particles per
z -layer, these are estimated at 1220 ghost particles/pixel for It = 10 counts and 4600 ghost
particles/pixel for It = 1 count. The level of ghost particles is determined in the distribution
as shown in figure 3.7 at z = �15 pixels. The number of ghost particles are further assumed
to be constant with depth. Figure 3.8 shows the distribution of actual particles, which is
estimated by subtraction of the ghost level from the profiles of figure 3.7. Although the low
threshold value of the intensity provides more ghost particles, more actual particles can be
detected far away from the substrate compared to the strict threshold value for the particle
detection. Still, the 3D particle distribution inside the liquid droplet should be uniform
in the normal direction, which is not the case. On the contrary, in 3D-PTV, the detected
number of particles is highly dependent on the depth position, as shown in figure 3.8.
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Figure 3.8: Comparison of 3D particle distribution results of 3D-PTV by varying the intensity
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(right). The orange region indicates the anticipated number of particles per layer.

55



3. Experiment II: Comparison of Tomo-PIV and 3D-PTV for microfluidic flows

In the case of Tomo-PIV, we obtain the particle distribution by counting intensity peaks
in the tomographic reconstruction. The peak intensity threshold for accepting the peak as
a particle is 1500 counts (corresponding to 3 % of the maximum intensity in the volume).
Please note that the tomographic reconstructed volume has been re-scaled to a 64k range,
so that the 1500 count threshold should not be compared directly to particle intensity in
the recorded images. Figure 3.9 shows the comparison of the 3D-PTV result with It = 1
count and the Tomo-PIV result. For Tomo-PIV, the detected number of particles (i.e. peaks)
inside the liquid droplet is more or less constant (as expected), and equal to about 104

particles per depth layer. Moreover, the total number of 3D particles at each z -plane is
identical to the expected number of actual particles. We observe that the actual particles
are uniformly distributed inside the droplet, as expected. The number of ghost particles
can be estimated by using the p p p value. The ghost particles at each z -plane is estimated
at about 4700 and the number of actual particles at 5300 per z -layer. The corresponding
particle image density can then be estimated by multiplying the number of particles per
layer by the height of the volume (50 pixels) and dividing it by the number of sub-volumes
used in the volume intensity averaging (25) and the field of view (606⇥510 pixels). The
resulting particle image density is 0.034 p p p . Both the number of ghost particles as well
as the derived particle image density are in a good agreement with the case of 3D-PTV
for It = 1 count. Although the peak intensity magnitude decays in the depth direction,
as mentioned in section 3.3.2, Tomo-PIV provides the expected uniform distribution of
reconstructed 3D particles.

We also examine the consistency between the number of particles in the recorded images
and in the reconstructed result for 3D-PTV. In the raw images, the seeding density (p p p ) is
0.034 (It = 1 count). In the reconstructed volume, the number of actual particles integrated
over the height of the droplet is about 2.5⇥105 actual particles in the volume, which is
agreement with the total number of actual particles in tomographic reconstructed volume
and the corresponding particle image seeding density of 0.034 p p p . However, the 3D
particle reconstruction by PTV has a very different distribution over the volume height. It is
difficult to firmly conclude which one is absolutely correct, but based on the discrepancy
between the measured and the expected velocity distribution at the bottom wall (figure 3.6),
it can be said that 3D-PTV likely suffers from falsely detected particle images near the wall
(z=0), which introduces artifacts in the measured velocity distribution.

Furthermore, we conclude that the particle reconstruction signal-to-noise ratio in the
present experimental study decreases with height. In the case of Tomo-PIV, it is observed
that the number of reconstructed particles per unit volume remains constant although
there is a certain level of ghost particles. However, the reconstructed intensity of actual
particles decreases, as shown in figure 3.4. As a result, the signal strength decreases com-
pared to the noise level, which is assumed to be approximately constant. Consequently, the
signal-to-noise ratio drops. In the case of 3D-PTV, the number of reconstructed particles
per unit volume is reduced with height as shown in figure 3.7. The particle intensity is
irrelevant in the triangulation (and each triangulated particle pair equally contributes a dis-
placement vector). Again, assuming an approximately constant density of ghost particles,
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Figure 3.10: Comparison of accuracy of 3D-PTV and Tomo-PIV for the confined shear-
driven liquid droplet at Re = 200. (a) Divergence error and (b) measurement accuracy are
calculated for the green rectangular domain inside the liquid droplet. For 3D-PTV case,
two intensity threshold values (It = 1 and 10) and two different grid systems (grid size=
4 and 8 pixels) are examined. Tomo-PIV is applied with the 3D cross-correlation with the
8⇥8⇥8 voxels interrogation volume with 50 % overlap.

the reconstruction signal-to-noise ratio also decreases with height, but for a different
reason. In turn, the decreasing reconstruction signal-to-noise ratio is expected to increase
the velocity measurement uncertainty and accuracy, which is investigated next.

3.4.3 Assessment of velocity accuracy and divergence

We quantitatively assess the velocity results of the two measurement methods. In the case
of 3D-PTV, the final vector result depends on the PTV settings, in particular the intensity
threshold value (It ) and the grid system size (G ). We consider It = 1 and 10 counts and G =
4 and 8 pixels. Then, to assess the reliability and accuracy of our measurement system, the
mass conservation in every point is examined from the continuity equation, i.e. local flow
divergence. To investigate the errors along the depth direction, we choose a sub-volume
inside the droplet, as shown in the inset (the green rectangular zone) of figure 3.10. The
divergence RMS error can be related to the overall amplitude for the particle displacement
error��x [pixel] (Adrian and Westerweel 2010). To take into account the propagation of
uncertainty, the systematic errors can be estimated by:
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where DI is the dimension of the grid step;�t , the time delay between two frames (�t =
10 µs); and C , a constant depending of the differential scheme. The velocity gradients are
calculated with the central second-order difference scheme, for which C = 6.

The results are presented in figure 3.10 where the black solid line indicates the Tomo-PIV
result and the red (G = 4 pixels) and green (G = 8 pixels) solid lines are for 3D-PTV. The
average divergence errors are plotted in figure 3.10(a), indicating a larger bias error in the
3D-PTV over the volume height. The accuracy of the particle displacement is assessed
by comparing the results based on equation 3.3, which is shown in figure 3.10(b). The
divergence error distributions are fitted against a Gaussian function and then the standard
deviation at each z -plane is plotted. Both methods present the error amplitude of the
particle displacement��x between 0.03 – 0.17 pixels. This error is consistent with a typical
the measurement uncertainty reported for Tomo-PIV (2008). However, the error varies
strongly with depth, being lowest near the plane of focus, where the signal in the particle
reconstruction is highest, as shown in the previous section. Exactly at the wall (z = 0) the
error increases, but this is more likely due to local inaccuracies in determining the velocity
gradient from central differences.

3.4.4 Quantitative comparison of velocity profiles

In this section, profiles are extracted from data at three specific points to quantitatively
compare the 3D-3C velocity components and shown in figure 3.11. Overall, the streamwise
velocities are in a good agreement between 3D-PTV and Tomo-PIV. However, the normal
velocity components reveal significant deviations. In particular, at the extraction part
(figure 3.11c), the result of 3D-PTV underestimates the normal velocity components in
comparison with Tomo-PIV. In addition, the flow pattern must be parallel to the substrate
at the wall (z = 0) but 3D-PTV shows an upward fluid motion. Furthermore, for the same
settings, the 3D-PTV gives inconsistent results in the local velocity profiles. For instance, in
the case of It = 1 counts and G = 4 pixels, 3D-PTV gives the best agreement with Tomo-PIV
for the w -velocity component, as shown in figure 3.11(i). On the other hand, figure 3.11 (c)
shows that the case of It = 10 counts and G = 8 pixels matches with the Tomo-PIV result
and the case of It = 1 count and G = 4 pixels appears to present the worst result locally;
there should be inflow (w < 0) but with these settings PTV gives w ⇡ 0. As a conclusion, the
3D-PTV accuracy is highly dependent on the local flow structure and no setting is found to
yield consistently accurate results throughout the volume of the droplet.

Furthermore, we compare the RMS velocity profiles between 3D-PTV and Tomo-PIV to
further evaluate these results. In this study, the flow is steady and hence the RMS velocity
is representative of a measurement uncertainty. We choose the same spatial resolution,
i.e. G = 4 pixels. Figure 3.12s (a)-(c) show the local RMS fluctuations at (x , y ) = (0.88, 0.0)
mm, which is close to the extraction part (location C in figure 3.11). The profiles show
that the Tomo-PIV result has a lower RMS error in comparison with the 3D-PTV results.
Furthermore, we compare the RMS fluctuations averaged over the x and y direction within
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Figure 3.11: Comparison of profiles for u , v , w velocity components at position A (a, b,
c), B (d, e, f) and C (g, h, i) positions inside the liquid droplet over the moving substrate
with U = 1 m/s (see schematic of the droplet at the top). For 3D-PTV, the different symbols
indicate the intensity threshold value, e.g., the diamond symbol is for 1 count and the circle
is for 10 counts. The black triangular symbol is for Tomo-PIV (see also the legend at the
top).
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Figure 3.12: Comparison of the (a) local and (b) mean RMS fluctuations of u , v, w velocity
components averaged over a z -plane. The local error is plotted along the depth direction at
(x , y ) = (0.88, 0) mm. and the mean error is averaged in every z -plane for the sub-volume
(see the inset of figure 3.10) inside the liquid droplet.

the sub-volume (see the green rectangular inset of figure 3.10). For the RMS errors, the
Tomo-PIV results show smaller errors. For 3D-PTV, the result of It = 10 counts has a low
RMS error compared to It = 1 count. Still, the RMS error of 3D-PTV is higher than the result
of Tomo-PIV. In particular, at the top of the liquid droplet, the error becomes larger, which
appears consistent with the increase in the average error near the top (figure 3.10) and the
decreasing particle reconstruction signal-to-noise ratio, as discussed in section 3.4.2.

3.5 Discussion and conclusion

We used two 3D-3C velocity measurement techniques, i.e. Tomo-PIV and 3D-PTV, to meas-
ure the steady flow in a droplet. The methods are assessed experimentally comparing
the particle reconstructions and the resulting velocity fields. We observe considerable
differences. Firstly, the 3D particle distributions in the volume obtained by 3D-PTV varied
along the droplet height, while Tomo-PIV gives a constant 3D particle distributions over the
depth. However, in the latter case, the average intensity of the reconstructed particles de-
creases with depth. Therefore, the strength of the signal, that is the reconstructed particles,
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decreases with the distance to the wall for both methods, but in different ways. For 3D-PTV,
the number of detected particles decreases, whereas in Tomo-PIV the reconstructed particle
intensity drops. The depth variation in the particle reconstructions of both methods is
caused by the particles at increasing wall normal distance being progressively imaged out of
focus, which increases their image diameter and decreases their image peak intensity. Note
that the plane of focus was located at the wall in this experiment. In addition, differences in
the velocity field between two measurement results are clearly observed at certain regions
where the shear is rather strong. In particular near the substrate and near the rear part
of the outlet, significant differences exist in the degree to which mass conservation of the
experimental data is satisfied. Overall Tomo-PIV shows smaller random errors (figure 3.10).
Furthermore, the uncertainty in the velocity measurement is less for Tomo-PIV (figure 3.12).
For both methods, the RMS fluctuations of the three velocity components increase towards
the top of the liquid droplet, which indicates increasing measurement uncertainty. These
results are related to the present experimental conditions, mainly a small depth-of-field
compared to the droplet height, and a complex flow pattern at a small scale. This causes
the signal-to-noise ratio to drop with the height for both methods but for different reasons
(decreasing number of reconstructed particles versus decreasing reconstructed intensity).
Therefore, the rate at which the methods break down is different. Suppose we specify a
threshold for the acceptable measurement uncertainty in this experiment at 0.1 m/s, then
the thickness over which the methods yield good results increases by 20-50% for Tomo-PIV
compared to 3D-PTV (figure 3.12). Moreover, it is worth noting that no single set of PTV
processing parameters, i.e. It and G , produces the best possible 3D-PTV measurement
result throughout the entire domain. Using high It and G yields more accurate velocity
vectors near the center of the drop, whereas using low It and G returns better results near
the extraction part (figure 3.11). Therefore, it is concluded that Tomo-PIV appears capable
of measuring the complex micro-scale flow patterns more robustly and accurately, over an
increased volume thickness compared to 3D-PTV.
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CHAPTER 4

EXPERIMENTAL AND THEORETICAL

INVESTIGATION OF DEWETTING CORNER 1

Abstract

We study a partial dewetting corner flow with moving contact line at a finite
Reynolds number, 0 < Re < O(100). When the speed of the moving contact line in-
creases, the receding contact line appears with a corner shape that is also observed in a
gravity-driven liquid droplet on an incline and on a plate withdrawn from a bath. This
problem can be described by a three-dimensional lubrication model that is limited to
low Reynolds numbers (Re⌧ 1) and low receding contact angles. However, surprisingly
enough, this corner feature also appears in a liquid-immersion lithography machine
where the Reynolds number is of the order of 100. Furthermore, Re·✏ is larger than unity
where ✏ is the aspect ratio of the flow structure. The classical lubrication model is then
not appropriate. We develop a modified three-dimensional lubrication model for the
dewetting corner structure at Re·✏ > 1 by taking into account the internal flow pattern
and by scaling arguments. The key requirement is that the streamlines in the corner are
straight and parallel. Then we can obtain a modified pressure consisting of the capillary
pressure and the dynamic pressure. This model describes the three-dimensional dewet-
ting corner structure at the rear of the moving droplets at Re ⇠O(100) and furthermore
shows that the dynamic pressure effects become dominant at a small opening angle.
Additionally, this model provides analytical results for the internal flow velocity, which
is a self-similar flow pattern. To validate the analytical results, we perform high-speed
shadowgraphy and tomographic particle image velocimetry. We find a good agreement
between the theoretical and the experimental results.

1The content of this chapter will be submitted to Journal of Fluid Mechanics (Kim et al. 2013).
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4. Experimental and theoretical investigation of dewetting corner

4.1 Introduction

From nature to industry, wetting and de-wetting flow structures occur in various hydro-
dynamic problems (Bonn et al., 2009). There is an unbalanced divergence of the viscous
stress in the vicinity of the contact line due to a hydrodynamic singularity (Huh and Scriven,
1971). It is still difficult to provide a fundamental description of moving contact lines. To
resolve the logarithmically divergent viscous dissipation, different approaches are used.
For instance, molecular dynamics (MD) simulations (Blake, 2006; Gentner et al., 2003) and
Lattice-Boltzman (LB) simulations (Blake et al., 1995; Mo et al., 2005) are done to study
mechanism of contact line dynamics. However, MD simulations are not well suited and
the small simulation volume to study macroscopic systems due to the limited number of
particles (Bonn et al., 2009) and LB simulations require a proper diffusion boundary condi-
tion at the liquid-gas interface (Briant and Yeomans, 2004). From a hydrodynamic point
of view, two methodologies have arisen to remove the singularity: either a slip boundary
condition at the contact line is applied (Brochard-Wyart and De Gennes, 1992), or a partial
wetting structure near a contact line is assumed between the macroscopic layer and the
thin film (Gennes, 1985). Based on these approaches, the wetting and de-wetting dynamics
can be described by means of the Navier-Stokes equations.

To study wetting and de-wetting flow problems, classical lubrication theory is a useful
approach to simplify the governing equations. When Re·✏ is much smaller than unity,
the flow field can be assumed to be in the Stokes regime, i.e. with negligible nonlinear
convective acceleration terms (Reynolds, 1886; White, 2005). Here, Re (= ⇢UH/µ; ⇢
denotes density; U , the substrate speed; H , the characteristic length; µ, viscosity) is the
Reynolds number and ✏ (= h/L; h, the height; L, the streamwise length) represents the
flow geometry.

Recently, Limat and Stone (2004) presented a three-dimensional lubrication model for
the de-wetting corner structure of a droplet sliding down on an inclined substrate in the
framework of lubrication theory. They used a similarity solution to describe the contact line
shape of the three dimensional structure near the corner singularity. Then, they showed
that two angles ✓ (dynamic receding contact angle) and � (corner opening angle) are
linked to each other. Furthermore, based on this model, Snoeijer et al. (2005) obtained the
analytical solution for the internal flow field near the corner structure, which showed a
self-similar flow pattern. These models are limited to low Reynolds number (Re⌧ 1) and
low dynamic receding contact angle (✓ < 20�).

Interestingly, in an industrial application, qualitatively similar results are observed in
flows where the conventional lubrication approximation no longer holds, i.e. Re·✏ > 1. An
example of this similarity is shown in figure 4.1, i.e. a gravity-driven liquid droplet on an
incline (Re⌧ 1) and an immersion droplet over a moving substrate (Re ⇠O(100)). For the
gravity-driven liquid droplet case, the droplet speed is proportional to the inclination angle
of the substrate. The immersion droplet speed is determined by the moving substrate.
The confined liquid droplet (i.e. the immersion droplet) over a moving substrate (i.e.
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Figure 4.1: Comparison of the transition of the droplet shape in two different geometries
and at different Reynolds numbers. The upper row shows sessile drops on an inclined
substrate at Re⌧ 1. Images taken from Podgorski et al. (2001). The bottom row shows a
droplet in a model for an immersion lithography machine at Re ⇠O(100). In the bottom
row, the gray-rounded rim that can be seen inside the droplet is the needle device to supply
the flow. The yellow-red-dashed lines represent the contour of the droplet. Both sets of
image are views from the bottom through the transparent glass substrate.

partially wetting and dewetting flow structure) is used to improve the spatial resolution of
optical lithography, i.e. the so-called immersion lithography (Mulkens et al., 2004; Owa and
Nagasaka, 2008). In this case, the wetting and dewetting speed of contact lines increases to
about 1 m/s, i.e. Re ⇠O(100) for water (Kim et al., 2011; Riepen et al., 2008). In particular,
in both cases, the rear part of the droplet evolves from a round shape to a cusp shape when
the contact line speed increases. Furthermore, droplet break-up occurs when the corner
opening angle � becomes sharper than an angle close to � = 30� (Podgorski et al., 2001;
Riepen et al., 2008; Stone et al., 2002). However, so far no explanation for this similarity has
been reported.

In this chapter, we perform experimental and theoretical analysis for the dewetting
corner flow problem at Re·✏ > 1. First, we observe the shape of a partial dewetting flow
structure from the side and bottom view by means of shadowgraphy. From this result,
we construct a scaling argument and then we obtain an empirical model to depict the
corner structure of the partial dewetting at Re ⇠O(100). This model describes the conical
structure by ✓ and � (see the definition of symbols in figure 4.2 (b)). Furthermore, based on
a scaling argument, we assume that the normal components of the velocity and vorticity
are negligible compared to the other components. To measure the three-dimensional three-
component (referred to as 3D-3C) velocity vectors in a volume, we perform tomographic
particle image velocimetry (referred to as Tomo-PIV). Through further investigation of
the flow pattern, we postulate that the streamlines are straight and nearly parallel in
different cross-sectional planes. Based on these results, we present a modified three-
dimensional lubrication model for the dewetting corner structure at Re·✏ > 1. The model
shows that dynamic receding contact angles ✓ and corner opening angles � are correlated
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Figure 4.2: High-speed recording shadowgraphy technique for the side and bottom views;
(a) schematic of the experimental setup. The red-dashed box shows a sketch of a liquid
immersion droplet over the moving substrate, where H is the height of the droplet and U is
the velocity of the substrate. (b) the geometry and definition of the coordinate systems in
the droplet shape, where ✓ is the dynamic receding contact angle, � is the half opening
angle, R is the radius of the main drop, and L is the length of the elongated tail.

with each other. In the model, the modified pressure consists of the capillary pressure
and the dynamic pressure. When the corner shape is sharper (small � or high speed U ),
the dynamic pressure effects become important, which is validated by the approximate
analytical and the experimental results. Furthermore, the model shows that the depth-
averaged velocity profile of the corner structure resembles a self-similar flow pattern. We
measure the flow pattern for two cases where � = 40� and 75�, by means of Tomo-PIV. The
analytical results are validated and confirmed by the experimental data.

4.2 Experiments

4.2.1 High-speed shadowgraphy recording

We perform a high-speed shadowgraphy measurement to observe the shape of partial
dewetting droplet over a moving substrate. The schematic of the experimental setup is
shown in figure 4.2. The liquid droplet is generated by a so-called immersion needle (see
the red-dashed box of figure 4.2 (a)). To maintain a constant volume of the droplet, water
is supplied to the center of the droplet through the inner part of the immersion needle.
Then water and air are simultaneously extracted through an annular tube around the
inlet. The volume of generated drops ranges from about 200 nl to 950 nl by varying the
height (H ) of the droplet, 200 µm H  300 µm. The droplet has a 1 mm radius (R). The
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liquid droplet is located near the edge of a 12 inch glass wafer, which spins with a constant
acceleration up to the critical velocity. Above the critical velocity, the droplet starts to loose
satellite droplets at its tail (pearling, figure 4.4 (d) and 4.5 (e)). While rotating the wafer, a
pre-loading device maintains a constant position of the wafer in the vertical direction. It
has been demonstrated earlier that there is no noticeable centrifugal force effect in the flow
pattern (Kim et al., 2011).

Three different substrate conditions are used, where the static contact angle ✓s is 89±8�,
76±8�, and 63±15�. The substrates are coated by ASML Holding NV. To observe the contour
of the bottom view a transparent glass wafer is used. The glass wafer is provided from
Silicon Valley Microelectronics, Inc. The working fluid is distilled water with a dynamic
viscosity µ= 10�3 Pa·s, a surface tension � = 72 mN/m, and a density ⇢ = 103 kg/m3. The
working fluid is continuously circulating to maintain the constant room temperature (298
K). Here, it should be noted that the Reynolds number (Re = ⇢UH/µ) characterized by the
height of the droplet is of the order of 100, where U is the speed of the wafer and H is the
total height.

The motion is recorded via a high-speed CMOS camera (Photron SA3), with a resolution
of 1024 ⇥1024 pixels and a 12-bit dynamic range and a framing rate of one thousand
frames per second. The camera is equipped with a long range microscope (Navitar 10X
Telecentric Zoom system) giving a resolution of 5 µm/pixel for the side view and 3 µm/pixel
for the bottom view. The wafer substrate is accelerating with 1 m/s2 at the position of the
droplet during the measurement. Nevertheless, we assume a quasi-steady state, because
the time scale for the interface change is very short, which is the order of 10�6 [s] (Blake
and Shikhmurzaev, 2002; Eggers and Evans, 2004). This time scale is given by the time scale
of momentum diffusion. The required time scale for the interfacial formation is extremely
short compared with other dynamic values.

4.2.2 Tomographic particle image velocimetry

Recently, Tomo-PIV has become widely used to measure three-dimensional three-component
(referred to as 3D-3C) velocity vectors that can be applied to both microscopic scales (Kim
et al., 2011) and a large scale turbulent problems (Elsinga, 2008). Furthermore, Tomo-PIV
is able to reconstruct the liquid-air interface, and hence it is possible to apply the velocity
measurement to a flow domain with a free surface (Kim et al., 2012). Figure 4.3 shows the
experimental setup for the volumetric flow measurement. To obtain the three velocity
components in a volume we install four CCD cameras (LaVision Imager Intense), each
with a resolution of 1376⇥1040 pixels and a 12-bit dynamic range. In this experimental
configuration, the equivalent linear dimension of a single pixel in the object domain is
4 µm. To observe the internal flow field of the partial dewetting flow, the entire volume
needs to be accessed without minimal distortion, due to refraction at the interface. Also we
must avoid shading reflection. Therefore, the four cameras are mounted on an inverted
custom-made microscope, as shown in figure 4.3 (b). The optical path of each camera is
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Figure 4.3: Tomographic particle image velocimetry set-up. (a) Illustration of the PIV setup,
with four PIV cameras mounted on a custom-made microscope at the bottom of the setup.
(b) Cross-sectional schematic of the PIV set-up. The focal length f is about 31 mm and the
inner aperture is about 7 mm inside the lens. The particles inside the immersion droplet
are volumetrically illuminated at 527 nm wavelength. A diffuser plate is installed before the
laser beam enters stereo microscope. In the optical box, the filters are installed in front of
each CCD camera that only transmit light with wavelengths longer than 535 nm. The laser
beam path is also included in the optical box.

off-axis through a single microscope objective lens with a magnification of 1.5. The offset
angle between the optical axes of the cameras is about ↵⇡ 20� (see figure 4.3 (b)). The laser
beam diameter L d is almost 5 mm. An optical diffuser plate is used to avoid speckle effects.
As shown in figure 4.3 (b), the custom-made microscope is installed at about 30 mm below
the wafer surface. The depth-of-field is given approximately by�z 0

⇠= 4(1+1/M 0)2 f #2�,
where�z 0 is the depth-of-field; M 0, the magnification of the lens; f #, the f-number of the
lens; �, the wavelength of the light. For the given optical parameters we have�z 0 ⇡ 120 µm.
The accuracy of the present experimental system is evaluated in preceding studies (Kim
et al., 2012, 2011).

To measure the flow field, the working fluid is seeded with 1.28µm tracer particles (Micro-
particles GmbH, Germany). The particles are labeled with a fluorescent dye (Rhodamine-B)
and the particles are coated with polyethylene glycol (PEG). This PEG-coating avoids
particle coagulation and attachment to the solid surface and to the free-surface. Fluores-
cence is excited by a dual cavity frequency-doubled pulsed Nd:YLF (� = 527 nm, Pegasus -
New wave research) high-speed laser. The final image density (NI ) is 5.38⇥10�1, given by
NI ⌘C AI�z 0/M 2

0, where C is the mean number of particles per unit volume [m�3], M 0, the
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magnification of the lens,�z 0, the depth-of-field [m], and AI , the image interrogation area
[m2]. The particle image seeding density p p p is 0.034 (particles per pixel) as determined
from a raw image. The value corresponds to a source density NS ' 0.09 (Adrian and West-
erweel, 2010). Those values are considered to represent a relatively low seeding density.
This is not adequate for resolving the small-scales of the fluid motion close to the moving
contact line. In order to effectively increase the density of the reconstructed particle, the
3D intensity volumes are averaged over 25 individually reconstructed volume pairs.

For the multi-camera PIV system, calibration is necessary to correct for the different
projections recorded on each of the CCD cameras. A calibration of the image mapping
is performed by 3D calibration, and the calibration is corrected by means of volume
self-calibration (Wieneke, 2008). After the calibration, the disparity error between the
different views is less than 0.05 pixels. The whole pre- and post-processing and calibration
procedures are performed by means of a commercial code (Davis 8.05, LaVision GmbH).

For Tomo-PIV, the MART (multiplicative algebraic reconstruction technique) algorithm is
used with 5 iterations and with the relaxation parameter µ = 1 (Elsinga, 2008). The velocity
is obtained by performing 3D cross-correlations of the reconstructed particle distribution
in the measurement volume with an interrogation volume of 8 ⇥ 8 ⇥ 8 voxels with 50%
overlap. The spatial discretization is 250 voxels/mm. The PIV experimental details are
described in detail by Kim et al. (2012, 2011).

4.3 Experimental results and discussion

4.3.1 Scaling analysis

We observe the shape of the partial dewetting flow from the bottom and side view by
means of shadowgraphy. Figure 4.4 and 4.5 show an example of the evolution of the partial
dewetting by increasing the substrate speed where the substrate is hydrophobic, ✓s =
89±8�. At the early stage, the tail structure has a large slope (✓ ) and a short tail (L) as
shown in figure 4.4 (a). As the substrate speed increases, the tail becomes elongated as
shown in figure 4.4 (b-c). When the critical speed is reached, it begins to lose a fluid (i.e.
droplet breakup), as shown in figure 4.4 (d). Figure 4.5 shows the shape change of the
partial dewetting contact lines in the bottom view, i.e. oval) corner) cusp) pearling.
Furthermore, figure 4.6 shows the evolution of the aspect ratio (✏ = h/L) by increasing
the substrate speed. The tail length (L) is defined in figure 4.4 and the local height (h) is
defined in the inset of figure 4.6. At the early stage, the aspect ratio is ✏ � 1. In particular,
in the case of ✓s = 89±8� (square symbols in figure 4.6), the elongated droplet tail is short
compared to the local height (h). This is due to the hydrophobic surface. In the case of
hydrophilic substrates, the aspect ratio is smaller than for the hydrophobic one in the early
stage. However, for all cases, as the substrate speed increases, the droplet shape becomes
elongated and thin like a thin-film flow structure.
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Figure 4.4: Evolution of the dynamic receding contact angle ✓ = 180� �✓w where the height
of the structure is 250 µm. The elongated liquid droplet tail L varies with the speed of the
substrate U , which is observed from side by a shadowgraphy measurement. The blue arrow
indicates the outlet of the device.

Based on the shadowgraphy results, we perform a scaling analysis for the partial dewet-
ting flow at intermediate Reynolds number. The following representative scales are taken
into consideration:

• Local height of the liquid drop: 50 µm  h  100 µm

• Length of the liquid drop tail: 0  L  1 mm ( for R = 1 mm )

• Substrate speed: U  1 m/s

Let L be the characteristic length in the direction of the substrate movement, as shown
in figure 4.4. The local height h is determined according to the inset of figure 4.6. Then, the
dimensionless variables are as follows,

t 0 = t
U
L

,x 0 =
x
L

, z 0 =
z
h

, u 0 =
u
U

, w 0 =
w
✏U

, p 0 =
✏2L
µU

p , (4.1)

where ✏ is the aspect ratio h/L. The pressure is normalized by the viscous force and the
aspect ratio. Substitution of equation 4.1 in the momentum equation for u yields:

⇢U 2

L

✓
@ u 0

@ t 0
+u 0

@ u 0

@ x 0
+w 0

@ u 0

@ z 0

◆
=� µU

L2 ·✏2

@ p 0

@ x 0
+
µU
L2

✓
@ 2u 0

@ x 02
+

1
✏2

@ 2u 0

@ z 02

◆
, (4.2)

Given that h ⌧ L, we have @ 2/@ x 2⌧ @ 2/@ z 2 in the viscous terms, and we further divide
by µU/L2, so that

Re ·✏
✓
@ u 0

@ t 0
+u 0

@ u 0

@ x 0
+w 0

@ u 0

@ z 0

◆
⇠=�@ p 0

@ x 0
+
✓
@ 2u 0

@ z 02

◆
, (4.3)
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2008 September results H=250 um, Flow rate (33/71), Needle R=0.5mm�Figure 4.5: Evolution of the partial dewetting contact line (i.e. purple solid lines) by varying
the speed of the substrate U where the height of the structure is 250 µm. Images observed
from below by means of shadowgraphy. The dashed-dot line is the symmetry line of the
partial dewetting and � is the half opening angle. (a) Oval shape, (b) corner shape, (c)
corner to cusp shape, and (d) droplet breakup.

where Re is the instantaneous Reynolds number, Re = ⇢Uh/µ. Here, Re ·✏ is larger than
unity as shown in figure 4.7. The inertia forces, i.e. the left hand side of equation 4.3, are
thus not negligible in comparison with pressure and viscous forces.

In the same manner, in the wall normal direction, we find

✏⇢U 2

L
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where the viscous terms, @ 2/@ x 2⌧ @ 2/@ z 2, and we further divide ✏µU/L2, so that

Re ·✏3
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@ t 0
+u 0

@w 0

@ x 0
+w 0

@w 0

@ z 0

◆
⇠=�@ p 0

@ z 0
+✏2

✓
@ 2w 0

@ z 02

◆
. (4.5)

In this result, if the flow structure becomes very thin and long, i.e. ✏⌧ 1, the pressure in
the liquid is hydrostatic.

Figure 4.7 shows that in the observed flow Re ·✏ is larger than unity. In particular, at the
early stage, when the droplet has a oval shape at the rear part (see figure 4.5 (a)), Re · ✏
increases with the substrate velocity. The aspect ratio is not small enough compared to
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Figure 4.6: Evolution of the aspect ratio ✏ = h/L by varying the capillary number where the
red symbol is for H = 300 µm; green, H = 250 µm; yellow, H = 200 µm above the different
surface conditions, i.e., the É symbol is ✓s = 89±8�; �, ✓s = 76±8�; andr, ✓s = 63±15� The
dashed-dotted line indicates the substrate surface.

the Reynolds number (see figure 4.6). After the droplet assumes the corner shape, the flow
structure begins to elongate further and then Re ·✏ decreases. However, it remains large, i.e.
Re ·✏ > 1.

Through further consideration of the scaling analysis, we obtain a result that describes
the relation between ✓ and � and then we follow the analysis of (Limat and Stone, 2004).
Let us consider the Navier-Stokes equations in the x - and z -direction. Then, in order to
eliminate the pressure terms, we take the curl of the equations, which then yields:
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In a dimensionless form, using the scaling, defined in equation 4.1,
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where ✏2(⇢U L/µ)> ✏4(⇢U L/µ) on the left hand side and 1> ✏2 on the right hand side. The
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result yields that the inertia forces are balanced with the viscous forces as follows:

inertiaz }| {
⇢U L
µ
✏2 ⇠

viscousz}|{
1 . (4.8)

According to figure 4.2 (b), the elongated tail length L can be described by the opening
angle � and the radius of the liquid droplet R ,

L ⇡R
Ä

sin��1�1
ä

. (4.9)

Furthermore, if we assume that the aspect ratio (✏) can be written as tan✓ , then equation 4.8
becomes,

L ⇡R
✓

1
sin�
�1
◆
⇠ µ

⇢U tan2✓
. (4.10)
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This results in the following expression

✓
OhR

tan✓

◆2
⇠=


C a ·
✓

1
sin�
�1
◆�

, (4.11)

where ✓ is the dynamic receding contact angle and � is the half opening angle. The
Ohnesorge number OhR is µ/

p
⇢�R where R is the radius of the immersion droplet. This

dimensionless number describes the ratio of viscous forces to inertial and surface tension
forces. We evaluate the equation 4.11 experimentally. The dynamic receding contact angle
✓ is determined from a fit to the liquid interface data within a distance of 50 µm from the
corner tip of the droplet. We measure the half opening angle � as shown in the inset of
figure 4.8. This result presents that dynamic receding contact angles and corner opening
angles are correlated with each other according to the relation in equation 4.11.

4.3.2 Internal flow pattern

We obtain the 3D-3C flow field inside the liquid immersion droplet on the moving substrate
at U = 0.7 m/s by means of Tomo-PIV, as shown in figure 4.9 (a). The obtained flow field
contains 147 ⇥ 132 ⇥ 15 velocity vectors. The corner opening angle is �= 40�. The external
shape (i.e., the liquid-air interface) of the liquid immersion droplet is indicated in the
white contour, i.e., where the velocity magnitude is zero. This was determined from the
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Figure 4.9: Full 3D-3C velocity distribution and streamlines in the liquid immersion droplet
on the moving substrate (U = 0.7 m/s) at Re = 140 (a) 3D-3C velocity components at given
arbitrary cross-sectional planes, where the white surface contour indicates the external
shape of the liquid immersion droplet on the moving substrate. (b) The streamlines (the
red box) at the cross-sectional plane (y = -0.04 mm). (c) In-plane streamlines at z = 15 µm.
(d) In-plane streamlines at z = 80 µm.

77



4. Experimental and theoretical investigation of dewetting corner

reconstructed 3D tomographic images. We only plot velocity vector profiles at five arbitrary
cross-sectional planes in figure 4.9 (a). The color of the vectors represents the velocity
magnitude. The flow field is mainly driven by the moving substrate and the boundary
conditions of the immersion needle (see figure 4.2(a)). Near the rear part of the outlet (x =
0.75 mm), we observe the strong extraction flow field. Given the current experimental setup
where the internal flow pattern is observed from below, it is difficult to obtain the velocity
vectors at the advancing part where the contact angle is large. At the advancing part, only
few data was obtained and the liquid-gas interface shape is difficult to reconstruct. In
this study, we focus on the dewetting corner. Figure 4.9 (b) shows the streamline results
at arbitrary cross-sectional plane (y = -0.04 mm). Two in-plane streamlines at different
z positions are plotted in figure 4.9 (c) and (d) where the purple solid lines indicate the
contact lines. Note that streamlines at cross-sectional planes are more or less straight and
parallel.

4.4 Model problem

4.4.1 Modified three-dimensional lubrication model for the dewetting corner

This section is devoted to a presentation of a three-dimensional lubrication model for
the corner structure at Re·✏ > 1. The model problem describes the rear part of the partial
dewetting, as shown in figure 4.10 (a). The flow is governed by the incompressible Navier-
Stokes equations and continuity equation,

r · ~u = 0, ⇢


@ ~u
@ t
+(~u ·r)~u

�
+rp =µr2~u , (4.12)

where ~u = (u , v, w ) and assuming that the gravity does not play a role in this problem. We
use the vector identities, (~u ·r)~u ⌘ r

Ä
1
2 ~u · ~u

ä
� ~u ⇥ ~! and r2~u ⌘r(r · ~u )�r⇥ (r⇥ ~u )

where ~!= (!x ,!y ,!z ) =r⇥ ~u .

Let us first consider here a scaling analysis for the de-wetting flow problem at Re ⇠
O(100), which will assist in deriving the extended lubrication model. The flow condition
is representative of the flow in a liquid drop applied in a model of a liquid-immersion
lithography machine, as sketched in the red-dashed box of figure 4.2 (a). The device
generates a constant liquid volume over either a stagnant or a moving surface. For the
model problem, we focus on the tail part of the de-wetting problem. If the substrate is
moving with a speed U , then the de-wetting flow structure resembles a finite thin and
long conical shape, as shown in figure 4.10 (a). For the scaling argument, we consider
the following relevant length scales x ⇠ L, y ⇠W , and z ⇠ h. By increasing the substrate
speed up to 1 m/s, typical length scales are L ⇠ 10�3 [m], W ⇠ 10�4 [m], and h ⇠ 10�5 [m],
so (h/W )2 and (h/L)2 ⌧ 1. Furthermore, the stream-wise and span-wise velocities are
dominant compared to the wall-normal component, w ⌧ u , v .
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Figure 4.10: (a) Sketch of the partial dewetting contact line shapes observed for the moving
substrate with a certain speed with respect to the droplet curvature. (b) Local cross-
sectional plane at each x position. (c) Usual cross-sectional flow pattern near a contact line
at y = 0. (d) Example of the planar flow field at z = z 1. (e) Another example of the planar
flow field at z = z 2. Here, z 1 is at a plane where the flow is towards the tip of the tail and z 2

is at a plane where the flow is away from the tail.

In section 4.3.2, we presented the internal flow patterns in figure 4.9. At the de-wetting
rear part of the droplet, we show that the flow patterns are approximately parallel between
the free surface and the moving substrate. In this case, we can assume the cross-sectional
flow structure as in figure 4.10 (c)-(e), i.e., the streamlines are straight and nearly parallel
(see figure 4.9 (b)). This assumption implies w ⇠= 0 compared to (u , v ). Then the pressure
is independent of z , and is determined by the spanwise droplet curvature p (x , y ) = ���h
by the Young-Laplace equation, where the flow is assumed as incompressible, h describes
the interface height, and�⌘ @ 2/@ x 2+ @ 2/@ y 2 (Snoeijer et al., 2005).

By scaling arguments, the viscous terms are reduced to µ
�
@ 2~u /@ z 2

�
where ~u = (u , v, 0).

In this sense, the right hand side (viscous terms) of equation 4.12 should be the same as
µ
�
@ 2~u /@ z 2

�
. For an incompressible flow, the continuity equation is satisfied, so thatr · ~u

= 0. Then, the viscous terms are deduced to -r⇥ (r⇥ ~u ). This must be µ
�
@ 2~u /@ z 2

�
by the

scaling argument. To satisfy this condition, the z component of the vorticity!z is negligible
compared to other vorticity components!x and!y (except for the region very close to the
moving contact lines), which is validated by the experimental results (see figure 4.9). As a
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consequence, we can assume that the in-plane flow field is a simply two-dimensional flow
pattern between interfaces. Then, we can assume that the normal component of vorticity
!z is negligible compared with!x and!y .

Based on these assumptions (w = 0 and !z = 0), the modified pressure is defined as
p ⇤(x , y )=���h+ 1

2⇢q 2 where q = k~u k is the magnitude of the local fluid velocity. For the
steady case the following modified governing equation, including dynamic pressure effects,
can be formulated:

�r̃p ⇤+µ
d 2~u
d z 2
⇠= 0, (4.13)

where µ is the dynamic viscosity and r̃ ⌘ �@ /@ x ,@ /@ y , 0
�
. As a result, the viscous forces

are balanced with the capillary pressure (���h) and the dynamic pressure ( 1
2⇢q 2).

In a contact line dynamics problem, the most important length scale is the capillary
length, �1. The capillary length can be determined by (�h)�1. Generally, it can be es-
timated by a force balance between the Laplace pressure � and the hydrostatic pressure
⇢g�1, i.e. �1 =

p
�/⇢g . In equilibrium, the capillary length for water is normally about

3 mm, with a surface tension � of 72 mN/m, a density ⇢ of 103 kg/m3, and a gravitational
acceleration g = 9.8 m/s2. However, if it is not only driven by the gravity but also another
force, then the capillary length needs to be modified. The capillary length can be re-defined
as

�1 =
✓

�

⇢g +⇢q 2/2`

◆1/2

, (4.14)

where ⇢g�1 and 1
2⇢q 2(�1/`) are the hydrostatic pressure and dynamic pressure, respect-

ively. ` is characteristic length scale and q 2 is the local velocity magnitude inside the flow
field. For a raindroplet on a window, the characteristic length scale ` is O(1 mm) and the
internal flow velocity q is O(1 cm/s) and then ⇢g ⇠ 104 and ⇢q 2/2` ⇠ 102. Therefore, the
dynamic pressure effect can be neglected. So we retrieve the original expression for the
capillary length (see above), �1 ⇠=

p
�/⇢g . However, when the droplet speed reaches O(1

m/s), then ⇢q 2/2` ⇠ 106 and ⇢g ⇠ 104. As a result, the dynamic pressure effect becomes
dominant. For negligible gravity, the capillary length is �1 ⇠=

p
2�`/⇢q 2 (Biance et al.,

2006; Reyssat et al., 2009).

In the dynamic situation of dewetting, the local free surface curvature (i.e. the inverse of
the capillary length) varies with the x -position as shown in figure 4.10 (b). The curvature
becomes large as one approaches the corner tip at (x , y ) = (0, 0) mm. To estimate the local
curvature profile, we suggest that the local capillary length is described by

(�h)�1 =
Ç

2h�
⇢q 2✏2

x

å1/2

, (4.15)

where ` is defined as h/✏2
x where considering the flow geometry. h is the local height of the

partial dewetting flow and ✏x is the local aspect ratio h/x . As a consequence, the dynamic
pressure can be expressed in terms of the dynamic capillary length, 1

2⇢q 2 = �`(�h)2.
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4.4. Model problem

From this equation, we have q 2 ⇠ x (�h)2/tan✓ . The curvature (�h) increases as one
approaches to the corner tip, i.e. x ! 0, where tan✓ (=h/x ) is constant. Then, we assume
that the local fluid velocity magnitude is independent of the x -position, i.e. constant. This
hypothesis is validated by the experimental and theoretical results in section 4.4.3.

To obtain the velocity profile, the boundary conditions are given as the no slip boundary
condition at the wall and the stress free condition at the free surface. The velocity profile is
then obtained by substituting equation 4.15 into equation 4.13 for the dynamic pressure
and integrating the equation in the z direction:

~u =
1

2µ
r̃
✓
���h +

�x 2

h
(�h)2

◆Ä
z 2�2hz

ä
�U , (4.16)

where U is the substrate speed and h(x , y ) is the free surface profile. The velocity profile is
described as a combination of Poiseuille flow and Couette flow.

The modified total pressure consists of the capillary pressure and the dynamic pressure,
so that equation 4.13 can be expressed as

r̃
✓
���h| {z }

capillary pressure

+

dynamic pressurez }| {
�x 2

h
(�h)2

◆
� 3µU

h2|{z}
viscous force

= 0, (4.17)

where U is the 2D depth-averaged velocity profile in a coordinate system relative to the

moving substrate, U(x , y ) = 1
h

R h

0
d z ~u . If the surface tension is constant, then equation 4.17

can be re-written as

r̃�h � 3µU
�h2


1+

dynamic pressure effectz }| {
�h2

3µU
r̃
✓

x 2

h
(�h)2

◆�
= 0. (4.18)

This result is similar to the classical lubrication equation, but now accounting for the
dynamic pressure. For a sliding droplet in the Stokes regime, the lubrication model is
r̃�h = 3µU/�h2 (Limat and Stone, 2004). The conventional lubrication theory model can
be modified for the dynamic pressure, provided that the flow pattern at the corner has
straight and nearly parallel streamlines.

4.4.2 Modified interface equation H (⇣) for dewetting corner

Recently, Limat and Stone (2004); Stone et al. (2002) presented the interface equation
H (y /x ) to describe the three dimensional corner structure using a similarity solution
h(x , y ) = C a 1/3x H (y /x )where C a = µU/� is the capillary number. The final equation is a
nonlinear 4th-order ordinary differential equation that was validated using experimental
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4. Experimental and theoretical investigation of dewetting corner

data. Although it is limited to the Stokes flow regime and the small receding contact angle,
the model is useful to understand the shape transition mechanism of partial dewetting
contact lines.

In this section, we extend the lubrication model to Re·✏ > 1 for the case of a flow pattern
with straight and nearly parallel streamlines. To obtain the interface equation h(x , y ),
equation 4.17 should satisfy the depth-averaged mass conservation and if the interface is
considered in a reference frame moving with the droplet, then

@ h
@ t
+r · (hU) = 0, (4.19)

where h(x �Ut , y ) describes the partial dewetting interface in the moving reference frame.
Then, we substitute U from equation 4.17 into equation 4.19 and then we obtain a result
for the interface h(x , y ),

3Ca
@ h
@ x
=r ·


h3r

✓
�h � x 2

h
(�h)2

◆�
. (4.20)

This is the modified three-dimensional corner structure equation at Re·✏ > 1. Then, if we
adopt the similarity Ansatz h(x , y ) =C a 1/3x H (⇣)where ⇣= y /x (Limat and Stone, 2004),
then the result yields

3(H �⇣H⇣) = (1+⇣2)2(H 3H⇣⇣⇣)⇣+3⇣(1+⇣2)(H 3H⇣⇣)⇣+2⇣(1+⇣2)H 3H⇣⇣⇣
+(1+3⇣2)H 3H⇣⇣� [(1+⇣2)3(�HH⇣H 2

⇣⇣+2H 2H⇣⇣H⇣⇣⇣)⇣+

4⇣(1+⇣2)2(4HH⇣⇣⇣+H⇣H⇣⇣)HH⇣⇣+2⇣(1+⇣2)2(HH⇣⇣⇣+H⇣H⇣⇣)HH⇣⇣
+3(1+5⇣2)(1+⇣2)H 2H 2

⇣⇣],

(4.21)

where H (⇣) is independent of the capillary number and the Reynolds number. The derivat-
ive of H (⇣)with respect to ⇣ is written as H⇣.

The partial dewetting corner structure H (⇣) is described by a 4th-order ordinary differ-
ential equation. To solve this equation, two boundary conditions are H⇣(0) =H⇣⇣⇣(0) = 0
because of the symmetry. Further, there are two independent parameters H (0) =H0 and
H⇣⇣(0). However, each H0 has several H (0)⇣⇣ solutions (Limat and Stone, 2004). To choose
the proper value for H (0)⇣⇣, Limat and Stone (2004) suggested that when the curvature H (⇣)
obeys the mass conservation, there is a unique H⇣⇣(0) for each H0. As shown in figure 4.11,
for equation 4.21, each H0 also has several H (0)⇣⇣. To find out the matching solution,
the x -flux integrated over a cross-sectional plane must be zero. This statement can be
expressed as

F (⇣) =
Z ⇣

0

2
64H 3

0
B@
2
4⇣[1+⇣2]H⇣⇣�

H 2
⇣⇣

H

î
1+⇣2

ó2
⇣

3
5
⇣

+
3

H 2

1
CA

3
75d⇣= 0, (4.22)

where the flux is integrated between y = �⇣x and y = ⇣x . This integrated equation can
be derived in the same manner as mentioned in the literature (Limat and Stone, 2004). As
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Numerical result for H(0) = 1.5 

H(0)ζζ  = 

(b) 

0 

.6 

.4 

.2 

(a) 

Figure 4.11: Solutions of the interface H (⇣) equation. (a) H (⇣) V s . ⇣; different solutions of
equation 4.21 with H (0) = 1.5 by different initial H (0)⇣⇣. The solid line is the exact solution
to satisfy equation 4.22 (b) H (⇣) V s . F (⇣) shows that there is only one pair H (0) and H (0)⇣⇣
to satisfy the mass conservation.

shown in figure 4.11 (b), each H (0) has a unique H⇣⇣(0) solution that satisfies F (⇣)! 0 and
H (⇣)! 0. In this problem, the solution is H (0)⇣⇣ = -0.94836 for H0 = 1.5. To obtain the
proper H⇣⇣(0), we use the shooting method with a 4th-order Runge-Kutta method.

We numerically solve equation 4.21 and plot the results as the solid line in figure 4.12,
which is the relationship between the corner angle� and H0(=C a�1/3tan✓ ). This prediction
is validated using experimental data. We measure two angles, � and ✓ , and then we plot all
measurement results of the present partial dewetting problem in figure 4.12. The dashed-
dot-line is the numerical result for the gravity-driven droplet on an inclined plane, which
was investigated by Limat and Stone (2004); Snoeijer et al. (2005). They used the classical
lubrication approximation ignoring convective acceleration (inertial) terms. Our model
(i.e. solid-line) provides a better prediction for the relation between � and H0 as the corner
angle becomes smaller, i.e. at large substrate speeds.

Limat and Stone (2004) assumed that the cross-sectional plane of the conical shape can
be approximated by a parabolic shape, i.e. h(x , y ) ⇡H0C a 1/3x [1� y 2/(x 2tan2�)]. We use
this same assumption to describe the shape of the partial dewetting flow at Re ⇠O(100).
From equation 4.17, we obtain the approximate analytical solution,

tan3✓ ⇡

capillary pressurez }| {
3
2

C a tan2� +

dynamic pressurez }| {
3
4

C a tan4� . (4.23)

Figure 4.13 shows that when � < 60�, 3/4C a · tan4� becomes dominant. In contrast, when
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Figure 4.12: Comparison of numerical results for the relation between corner angles � and
tan✓ /C a 1/3. The solid line has been obtained numerically from equations 4.21 and 4.22.
The dashed-dot-line is the numerical result of Limat and Stone (2004) that is based on
the Stokes flow regime. The symbols are experimental data on this partial dewetting
flow probelm for three different surface conditions and colors indicate the different drop
volumes. The red symbol notes for H = 300 µm; the green, H = 250 µm; the yellow, H =
200 µm where the radius of droplets is R = 1 mm.
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Figure 4.13: Approximate analytical solutions for the relation between the corner angle �
and tan✓ /C a 1/3. The solid line is tan3✓ ⇡ 3/4 Ca tan4� for 30� < � < 60� and the dashed
double-dot line is tan3✓ ⇡ 3/2 Ca tan2� for � > 60�. The symbols are experimental data for
three different surface conditions and colors indicate the different drop volumes. The red
symbol notes for H = 300 µm; the green, H = 250 µm; the yellow, H = 200 µm where the
radius of droplets is R = 1 mm.
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4.4. Model problem

the angle � is larger than about 60�, 3/2C a · tan2� term is dominant. Hence, we can
postulate that there are two approximate solutions to describe the relationship between ✓
and �. In the present partial dewetting flow at Re ⇠O(100), the dynamic pressure effects
become important when the corner opening angle is getting smaller.

4.4.3 Self-similar flow pattern at Re ⇠O(100)

Based on the present lubrication model, we can obtain the two-dimensional mean velocity
profile at the corner structure. From equation 4.17, we express the 2D mean velocity profile
in a coordinate system relative to the moving substrate:

U(x , y ) =
�h2

3µ

✓
r̃�h �r̃


x 2

h
(�h)2

�◆
. (4.24)

By the similarity Ansatz h(x , y ) =C a 1/3x H (⇣), we can obtain the velocity profile in a polar
coordinate system (r,�):

Ur =

capillary pressurez }| {
�U

3
H 2H⇣⇣
cos�

+

dynamic pressurez }| {
U
3

HH 2
⇣⇣

cos3�
,

U� =
U
3

H 2

cos3�

✓
H⇣⇣⇣+

3
2

H⇣⇣sin2�
◆

| {z }
capillary pressure

�U
3

HH⇣⇣
cos5�

✓
�H⇣H⇣⇣

H
+2H⇣⇣⇣+

5
2

H⇣⇣sin2�
◆

| {z }
dynamic pressure

,

(4.25)

where x = r cos�; y = r sin�. We use the (r ,�) coordinates to indicate the local position
(r ) from the corner tip and the angle (�) within the corner shape, where ��� �. The
derivative of H (⇣)with respect to ⇣ is written as H⇣.

To validate this result, we compare this solution with the measurement results obtained
with Tomo-PIV. We measure the volumetric flow field at the rear part of two partial dewet-
ting droplets where the half opening angles are � = 40� and 75�. The experiments are
performed in the same manner as in a previous study (Kim et al., 2011). The obtained
flow field contains 179 ⇥ 133 ⇥15 velocity vectors for �= 75� and 147 ⇥ 132 ⇥ 15 velocity
vectors for �= 40�, as shown in figure 4.14. In figure 4.14 (a) and (b), each symbol indicates
a different slice with respect to the corner tip (x , y ) = (0,0)mm of the partial dewetting
flow where each slice is separated by 50 µm. To compare the measurement results with
analytical results we have plotted the depth-averaged radial velocity Ur and angular velocity
U� results as a function of the position� in figure 4.14 (c) and (d). The red solid and dashed
lines indicate the analytical results, which are Ur and U� , respectively.
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Figure 4.14: Comparison of Tomo-PIV results and the analytical solution: The depth-
averaged velocity vectors (colors) and streamlines (black) of the partial dewetting flow
where the vectors are the apparent velocities in the moving frame of coordinates where the
half opening angles are (a) � = 40� and (b) � = 75�. Self-similar flow pattern: Ur (red-solid)
and U� (red-dashed) indicate the radial and angular velocity components, respectively, (c)
� = 40� and (d) � = 75� We have divided the data into slices of�x = 50 µm distance each
from the corner of the drop. The center of the droplet is the red dashed-dot line and the
purple solid lines indicate the contact lines.
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Figure 4.15: Comparison of analytical velocity profiles for (a) � = 75� and (b) � = 40�. The
solid-line is the analytical solution based on the Stokes flow by Snoeijer et al. (2005) and
the dashed-line is for equation 4.25 based on the modified lubrication theory.

During the PIV measurement, there are some particles that attach to the moving substrate.
To obtain the velocity vector, the cross-correlation of the recorded particle distribution at
the two exposures is performed. The particles that remain on the substrate can bias the
local velocity measurements at off-wall positions. In particular, this results in a higher data
scatter near the contact lines (� = 40�) and along the corner tip of the droplet (� = 0), as
shown in figure 4.14 (c). Nevertheless, our measurement results are in a good agreement
with the analytical results. The analytical and experimental results show that the velocity
components are independent of the distance from the corner tip, which is indicative of a
self-similar flow pattern.

In fact, Snoeijer et al. (2005) first showed the self-similar flow pattern in the corner
structure at Re ⌧ 1. Interestingly, this similarity occurs over a wide range of Reynolds
numbers, i.e. a droplet sliding down an incline (Re ⌧ 1) and a liquid immersion droplet
(Re ⇠O(100)). If the dynamic pressure is neglected in equation 4.25, then the velocity
expressions are same as the result of Snoeijer et al. (2005). For � = 40� and 75�, we compare
the analytical velocity profiles for both problems as shown in figure 4.15 where the velocity
components are normalized by the relative droplet velocity, U . Surprisingly enough, both
solutions are more or less identical, although the differential equations are not identical,
c f . equation 4.21 and equation (8) by Limat and Stone (2004) and equation (10) by Snoeijer
et al. (2005). In the case of � = 75�, two different solutions are exactly same and Ur and U�
profiles collapse as shown in 4.15 (a). In the case of � = 40�, the velocity profiles are slightly
different but not much.

As shown in figure 4.15, both results show that the velocity profiles are independent of
the local distance. In particular, the radial velocity component Ur becomes zero close to
the contact line and the angular velocity shows U� ⇠= �U ·sin�. To interpret the difference
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Figure 4.16: Derivative term profiles in the velocity profiles. (a) and (b) are for �= 40� and
(c) and (d) are for �= 75�. The corner velocity profile including the inertia effect is (a) and
(c). At the contact lines (H0 = 0), H⇣H 2

⇣⇣ has a non-zero finite value. On the other hand, the
corner velocity profile in the Stokes flow regime is (b) and (d). At the contact lines (H0 = 0),
H 2H⇣⇣⇣ has a non-zero finite value.
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4.5. Discussion and conclusion

in the two analytical solutions, we plot the profile of each derivative term of equation 4.25
of this paper and equation (13) of Snoeijer et al. (2005) in figure 4.16. If H (0) approaches 0,
it means �! �. Contrarily, when H (0) = H0, i.e. the center line of the partial dewetting
flow,�! 0. For the problem in the Stokes flow regime, H 2H⇣⇣! 0 as H ! 0. At the contact
line, the H 2H⇣⇣⇣ term determines the angular velocity U� and then U� =UH 2H⇣⇣⇣/3cos3�.
On the other hand, in the case of the problem considering dynamic pressure effects,
except for H⇣H 2

⇣⇣, all the terms vanish at the contact line. Therefore, for the angular velocity
component U� at the contact line, U� =�UH⇣H 2

⇣⇣/3cos5�. This result can also be obtained
from equation 4.21. If ⇣ approaches the contact line, ⇣! tan�, equation 4.21 is dominated
by the highest order of ⇣. Hence, equation 4.21 reduces to:

�3 (tan�)H⇣ ⇠=�(1+ tan2�)3
⇣
�HH⇣H 2

⇣⇣+2H 2H⇣⇣H⇣⇣⇣
⌘
⇣

, (4.26)

where ⇣! tan�, and we integrate this with respect to ⇣ once, so that

3 · sin� · cos5�=�H⇣H 2
⇣⇣+2HH⇣⇣H⇣⇣⇣+

C
H

, (4.27)

where C is the integration constant, which is zero to prevent the divergence of the equation
where H! 0. Furthermore, HH⇣⇣H⇣⇣⇣! 0 and H⇣H 2

⇣⇣ has a finite value, when H! 0. Then,
we have sin� = �H⇣H 2

⇣⇣/(3·cos5�) at the contact line. From the analytical velocity profile,
we show that the angular velocity at the contact line (H ! 0) is U� = �UH⇣H 2

⇣⇣/3cos5�.
Thus, we obtain the same result U� ⇠= �U ·sin�, as shown in figure 4.15. After all, although
the value to determine the velocity profile is different, the result shows a self-similar flow
pattern when the rear shape of the droplet has a corner. Moreover, the interesting result
is that the flow pattern is determined by the interface equation H (⇣), i.e. the shape of the
droplet tail.

4.5 Discussion and conclusion

In this chapter, we study the partial dewetting flow problem at intermediate Reynolds
number. We observe the evolution of the dewetting contact lines, i.e. from oval to corner,
wedge, and pearling droplets, which is similar to that of the gravity-driven droplet on
an incline. The lubrication theory is not suitable for the present problem, because of
Re·✏ > 1. However, based on the flow pattern analysis and scaling analysis, we obtain a
modified pressure that consists of the capillary pressure and the dynamic pressure. Then,
the governing equation becomes a linear equation although Re� 1 and Re·✏ > 1. To apply
the modified lubrication theory, the key requirement is that the streamlines are straight
and nearly parallel.

Limat and Stone (2004); Snoeijer et al. (2005); Stone et al. (2002) first studied the three-
dimensional lubrication model for the dewetting corner at Re⌧ 1. In this case, it is assumed
that the flow is entirely driven by gradients of the transverse curvature, which is determined
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by the relation between the viscous force and the capillary force. Due to the low Reynolds
number, the convective acceleration terms are simply neglected. The opening angle � for
the droplet tail predicted by the conventional model (see the inset of figure 2 of Limat and
Stone (2004) and figure 5 of Snoeijer et al. (2005)) deviates significantly from experimental
data when the contact line speed increases, i.e high C a and small ✓ . The theoretical model
underestimates the half corner opening angle. In particular, around H0 = 1.5, the difference
of the theoretical prediction and measurement results increases. This value for H0 is the
same as the one determined from the approximate analytical solution by our model (see
figure 4.13). We show that there are two solutions tan3✓ ⇡ 3

4 C a tan4� for �< 60� (dynamic
pressure is dominant) and tan3✓ ⇡ 3

2 C a tan2� for 60�<� (capillary pressure is dominant).

Here, in the dewetting corner flow, we assume that streamlines are more or less straight
and nearly parallel at cross-sectional planes. In the x -y plane, fluid elements are deformed
and accelerated along the streamlines due to the converging flow (Faber, 1995). In the case
of the gravity-driven droplet, the flow velocity is approximately a few mm/s to a few cm/s
whereas in the present investigation the flow velocity is of the order of 1 m/s. Except where
the velocity is relatively small compared to the present problem (the immersion droplet),
the typical flow pattern is almost the same, as shown in figure 4.15. Furthermore, at the
contact line, the angular velocity is also identical, i.e. U� ⇠= �U ·sin�. When the dewetting
corner shape occurs, the flow acceleration and viscous stress may be taken into account
at the same time. Likewise, Hancock et al. (1981); Moffatt (1964) pointed out that inertia
becomes significant at a certain distance from the corner although the flow is in the Stokes
regime. As a consequence, we presume that the inertia forces may begin to play a role
when the corner shape at the dewetting contact lines appears. A further investigation is
recommended.

The similarity solution h(x , y ) = C a 1/3x H (⇣) is still useful in this problem although this
similarity solution is limited to the conical geometry case. In reality, the partial dewetting
flow structure has a more complicated interface and therefore the three-dimensional corner
interface equation needs to be studied further and must be improved. Furthermore, the
given similarity solution is expressed as the capillary number and the flow structure aspect
ratio. It is believed that a further examination with the methods outlined is worthwhile
to find a new similarity solution. In addition, to interpret the effects of inertia, the results
must be described by a different parameter that includes the inertia forces.
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CHAPTER 5

NUMERICS: SIMPLIFIED DROPLET MODELS1

Abstract

A simplified numerical model has been developed for a liquid immersion droplet.
We study a partially dewetting flow problem at a Reynolds number of the order of
100. This problem corresponds to the flow in an immersion drop applied in a liquid-
immersion lithography machine. For the numerical computation domain, we adopt a
flat cylinder. We apply a zero flux boundary condition at the gas-liquid interface. The
numerical results are compared with measurement results and give a good agreement.

5.1 Introduction

In an immersion lithography machine, a confined liquid layer (i.e. a liquid immersion
droplet) is generated by an immersion hood. The hood is supposed to keep a constant liquid
volume between a lithography lens and a silicon wafer during semiconductor production.
When the substrate (wafer) reaches a critical velocity, the liquid droplet begins to lose mass
(liquid) behind the main immersion droplet. The droplets that remain on the substrate
cause a defect on the wafer (French and Tran, 2009). Therefore, it is important to prevent
droplet breakup during the operation. To improve performance, a partially dewetting flow
problem at relatively high Reynolds numbers is studied (Kim et al., 2011, 2012; Riepen
et al., 2008; Winkels et al., 2011). Furthermore, Harder (2007) pointed out the importance
of designing an immersion hood.

1The content of this chapter was presented at Physics@FOM Veldhoven 2012 (Kim et al. 2012c).
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L 

Figure 5.1: A simplified example: (a) schematic of a meniscus roll coating system and (b) a
simplified zero flux model for the flow in between rollers. The red-solid lines indicate the
zero flux boundary. Gaskell et al.’s model is summarized in this figure.

It is evident that to understand the flow field a direct flow measurement is the best
method. In preceding chapters, we performed tomographic particle image velocimetry
(referred to as Tomo-PIV), which is able to obtain three-dimensional three-component
(referred to as 3D-3C) velocity vectors in a volume. However, this technique is used to meas-
ure a specific flow geometry. The immersion droplet stability is related to many variables
(e.g. fluid, the drop height, the contact angle, the inlet and outlet boundary condition, and
so on). It is therefore difficult and laborious to perform the 3D-3C velocimetry method for
every single case. Hence, it is desirable to investigate the internal flow pattern in a different
way.

To further investigate the liquid immersion droplet, we hereby introduce a simplified
numerical model, the so-called zero flux model (Canedo and Denson, 1989; Gaskell et al.,
1995, 1998). The model was previously used in an open cavity problem where the flow was
driven by a side moving wall (Canedo and Denson, 1989). Later on, Gaskell et al. (1995,
1998) also used a similar approach to simplify the model for a meniscus roll coater, as
shown in figure 5.1. The boundary condition for a free surface is treated as a zero flux
surface. The numerical study was performed for the flow in a double-lid-driven cavity
with free surface side walls. They showed a good agreement between the numerical and
the experimental results. Furthermore, they found out the overall diagram for the flow
bifurcation by varying the aspect ratio (H/L) and the speed ratio (U1/U2) at top and bottom
walls.

In this chapter, we perform a numerical computation for the simplified immersion
droplet model. We assume that the liquid droplet shape is a flat cylinder (see figure 5.2(b)).
A zero flux boundary condition is applied for the gas-liquid interface (Canedo and Denson,
1989; Gaskell et al., 1995, 1998). For the inlet and outlet, the boundary conditions are
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Figure 5.2: Model problem: (a) a sketch of the liquid immersion droplet. (b) a simplified
3D computation model where the red area (side) is treated as the zero flux boundary. The
green and blue arrows indicate inlet and outlet, respectively.

applied that are based on the practical condition as shown in figure 5.3(c). At the bottom,
a moving boundary condition is applied. The numerical results are compared with the
Tomo-PIV results. We show that both results are in a good agreement.

5.2 Model problem

Consider a zero flux model in an liquid immersion droplet on a moving substrate with a
velocity U , as shown in figure 5.2. The present problem (see figure 5.2(a)) is simplified as
a cylindrical computation domain, as shown in figure 5.2(b). The domain has a 200 µm
height (thickness) and 2 mm diameter (width). A moving boundary condition is applied to
the bottom. At the top of the droplet, the inlet and outlet boundary conditions are applied
as shown in figure 5.3(c). The water is supplied at the center of the immersion hood device.
Around the inlet, there is a outlet. In this study, we do not consider moving contact lines. At
3-phase point, the contact lines are fixed. The side wall (i.e. the gas-liquid interface) of the
droplet are not deformed. Furthermore, the free surface is treated as a zero flux boundary
condition.

Let us consider the governing equations that describe a fluid motion in a confined
liquid droplet (a liquid immersion droplet). The continuity equation expresses the mass
conservation for the incompressible flow:

1
r
@

@ r
(r u r )+

1
r

@ u�
@ �

+
@ u z

@ z
= 0. (5.1)
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Figure 5.3: Sketch of the simplified model and the boundary conditions. (a) A numerical
computation domain of a flat cylinder. (b) Side view: a moving boundary at the bottom and
a zero flux boundary condition at the gas-liquid interface (the red-solid lines). (c) Top view:
inlet and outlet conditions are applied that are based on the practical flow condition. At
the inlet (r  Rin), Poiseuille flow is applied. The droplet is dragged by the moving substrate
(see figure 2.12(a)) and therefore flow pattern is skewed toward the rear part of the droplet.
Hence, the outlet profiles are applied as shown in figure 5.3(c).

The incompressible Navier-Stokes equations, i.e. the conservation of momentum, are:
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where (u r , u� , u z ) is the velocity component in the (r , �, z ) domain (see figure 5.3(a));
p , pressure. The fluid physical properties are the density ⇢ = 103 kg/m3 and the dynamic
viscosity µ = 10�3 Pa·s. We assume that gravity is negligible. We solve the dimensional
equations.

From the problem description of figure 5.3(b) and (c), the boundary conditions are given
as follows:

At the liquid interface (r = R),
@ u r

@ r
= 0, (6.5(a))

where a zero flux condition is considered at the interface.

At the bottom (z = 0),

u r =Ucos�, u� =Usin�, u z = 0, where 0  �  2⇡, (6.5(b))

where U is the substrate velocity.

At the top (z = h), for the inlet and the rim boundary,

u r = u� = 0, u z (= u i n ) =�2Um e a n

ñ
1�

✓
r

Ri n

◆2ô
, for r  Ri n ; (6.5(c))

u r = u� = u z = 0, for Ri n < r <Rou t . (6.5(d))

Here, Ri n and Rou t positions are indicated in figure 5.3(c). Um e a n is an average velocity of
Poiseuille flow at inlet where Um e a n = 0.1 m/s.

At the top (z = h), for the outlet (Rou t  r  R),

u r = u� = 0, u z (= uou t ) = Uou t

����1�
�

⇡

���� , for 0  �  2⇡. (6.5(e))

As the substrate velocity increases, the droplet is dragged by the moving substrate and then
the droplet tail is elongated. (see figure 2.2 (b) and (c)). Furthermore, The droplet is tilted
to the substrate moving direction and the outflow volume at the rear part of the outlet is
larger than that at the advancing part, as shown in figure 2.12(a). Therefore, the outflow
volume can be assumed linearly decreasing to the advancing outlet part. Therefore, we
assume the outflow rate is zero at� = ⇡ and at the rear part of the droplet (� = 0 or 2⇡) the
outflow velocity is Uou t , as shown in 5.3(c). The velocity Uou t is determined by considering
the mass conservation at z = h, i.e.

R
A

u z |z=h dA = 0 or
R

Ai n
u i n |z=h dAi n =

R
Aou t

uou t |z=h

dAou t , where A is the total area; Ai n , the inlet area; and Aou t , the outlet area.
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We use the cylindrical LES (Large-Eddy-Simulation) code developed by J.G.M. Eggels and
M.J.B.M. Pourquie (Brethouwer et al., 1999; Eggels et al., 1994). A finite volume method is
used to discretize the governing equations. A uniform staggered grid is used in this problem.
The advection terms are discretized using second order accurate central differences. The
time-stepping is done using the leap-frog method (central differences in time) for the
advective terms and Euler-forward for the diffusive terms in the r - and z -direction. In the
�-direction, the equations are solved implicitly, with the Crank-Nicholson scheme for the
advective terms and Euler-Backward for the diffusive terms. For all computations, a (128 ⇥
96 ⇥ 48) grid network was employed in the (r ,�, z ) domain, respectively. In our problem,
the typical Reynolds is O(100) and therefore we assume there is no turbulence. We found
that the flow became stationary after some time, and consider only the final, stationary
state in this study.

5.3 Results and discussion

The internal flow pattern of a liquid immersion droplet is numerically obtained by a
simplified zero flux model. In this section, we evaluate the numerical model by comparing
with the flow measurement result.

Figure 5.4 and 5.5 show streamlines results obtained by the Tomo-PIV and the simplified
numerical model. For the numerical model, we assume that the liquid-gas interface (at r =
R) is not deformable, so that a flow field near the interface could not be exactly resolved.
However, except for the tail region (the green-zone of figure 5.4 and 5.5), the qualitative
flow patterns are in a good agreement between two results. At the advancing part, we
observe a stagnation point in both cases, as shown in figure 5.4. In the measurement results
(see figure 2.12(a) and figure 5.4(a)), there are only few velocity vectors at the top of the
advancing part of a liquid droplet due to the experimental limitation, i.e. non-uniform
refractive indexes (see chapter 2.4.2). Hence, at the advancing part, the flow pattern
obtained by Tomo-PIV is not very reliable but we can approximately identify a stagnation
point from figure 5.4(a).

By using this simplified model, we investigate several internal flow patterns by varying
the substrate velocity. We plot u - and w -velocity profiles at the advancing (� = ⇡) and the
receding (� = 0) part of the cross-sectional plane, as shown in figure 5.6. Figure 5.6(b) shows
that a stagnation point at the advancing part is moving downward (close to the substrate)
by increasing the substrate velocity while keeping a constant boundary condition at the
inlet and outlet. At the receding part, for increasing substrate velocities, the gradient of the
wall-normal velocity varies as shown in figure 5.6 (d).

The liquid immersion droplet should be kept as uniform as possible during operation.
During semiconductor production, the main immersion droplet may lose mass (i.e. droplet
breakup) when the dewetting part of the flow becomes unstable or the velocity of the
dewetting contact line reaches a critical condition. The droplets that remain on the silicon
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Figure 5.4: Side view comparison of streamlines at the cross-sectional plane from (a) Tomo-
PIV (y = 0) and (b) the zero flux model (A–A’) where the substrate velocity is U = 1 m/s. The
green zone indicates the tail region.

(a) (b) 
150 µm 

tail region 

a1 a2 b1 b2 

Figure 5.5: Top view comparison of streamlines at the cross-sectional plane at z = 100
µm from (a) Tomo-PIV and (b) the zero flux model where the substrate velocity is U = 1
m/s. The green zone of Tomo-PIV indicates the tail region. Except for the green zone, flow
patterns are similar and the source point of the flow at the cross-sectional plane is located
at the same relative position, a1/a2 = b1/b2.
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Figure 5.6: Comparison of u - and w -velocity profiles for various substrate velocities U . (a)
and (b) are at the advancing part (at� = ⇡). (c) and (d) are at the receding part (at� = 0 or
2⇡).
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Figure 5.7: Cartoon for a bubble entrapment and travel when the liquid immersion droplet
merges with a breakup droplet remained on the substrate. (a) a low stagnation point and
(b) a high stagnation point.

wafer can merge with the main immersion droplet again while the hood moves randomly.
Then, an air bubble can be entrapped when two liquid interfaces impact each other (Hasan
and Prosperetti, 1990). The gas bubbles inside the immersion droplet may cause defects
due to its different refractive index (see figure 1.6). The position of the stagnation point
at the advancing part is significant to the trajectory of the entrapped-bubble inside the
immersion droplet, as described in figure 5.7. If the stagnation point at the leading part
of the immersion droplet is close to the substrate, the air bubble can move upward (see
figure 5.7(a)). On the other hand, if the stagnation point is rather high, the bubble can travel
along the substrate (see figure 5.7(b)). The stagnation point can be changed by changing
the boundary conditions, e.g. the substrate velocity, the boundary conditions at inlet and
outlet, and so on.

For the receding part, the numerical model could not obtain the flow pattern at the tail
region of the liquid droplet due to the fixed geometry shape. Nevertheless, figure 5.4 and
5.5 show that the flow patterns are approximately similar between the PIV measurement
and the numerical result. In particular, the flow fields of the bulk region (see the red-circle
of figure 5.5) are in a good agreement. Figure 5.8 shows comparison of the streamwise and
the wall-normal velocity profiles that are extracted from the R1–R2 line of figure 5.4. Both
the experimental and numerical velocity profiles are similar but there is some disparity
between two results. The difference can be due to the inflexible gas-liquid interface.

From this result, for the case of a simplified immersion hood device, we could postulate
that the liquid immersion drop can be largely divided into a bulk region and a tail region,
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u/umax w/wmax 

Figure 5.8: Comparison of velocity profiles at R1�R2 of figure 5.4 by the Tomo-PIV and the
numerical model.

as shown in figure 5.4 and 5.5. In this sense, we can study this liquid immersion droplet by
separating a bulk and a tail region. For the tail region, we can use the modified lubrication
model (see chapter 4). The simplified numerical model can be used for the bulk region.

5.4 Conclusion

The simplified numerical model for a liquid droplet over a moving substrate is introduced
in this chapter. We use the zero flux boundary condition for the gas-liquid interface. We
assume the liquid interface does not deform and hence the model can not provide the flow
pattern for the tail region. However, the numerical result of the bulk region qualitatively is
in a good agreement with the tomographic PIV result.

Furthermore, by using the simplified numerical model, we report that a stagnation point
at the advancing part is moving downward when increases the substrate velocity. We
address that the stagnation point is relevant for the travel route of an entrapped bubble
inside the immersion droplet. Besides, a location of bubble generation can be important
to determine the bubble travel route inside the immersion droplet. The impact position
between two liquid interfaces (the breakup droplet left on the substrate and the main
immersion droplet) is related to the size of the breakup droplet and the curvature of the
leading edge of the main immersion drop. To validate this hypothesis, it is required to
perform a further study, for instance an investigation into the bubble trajectory for various
substrate velocities or the impact position of two liquid interfaces.

To control contact lines during wetting and dewetting, the most feasible tuning parameter
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can be an immersion hood design that is able to effectively change the internal flow pattern.
The flow patterns are mainly governed by the inlet & outlet boundary conditions and the
substrate velocity at the bottom. We believe that, to examine internal flow patterns, this
simplified numerical model could be used in an effective way to test different designs of
the immersion hood.
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CHAPTER 6

DISCUSSION AND CONCLUSION

Contact line instabilities at intermediate Reynolds number are observed in industrial
applications, e.g. an immersion lithography machine, where the velocity of wetting and
dewetting contract lines increases up to O(1 m/s). In the last two decades, extensive
research has been conducted on contact line instability. Despite these efforts, little is
still known about the instability mechanism of wetting and dewetting contact lines in
this industrial problem. Therefore, the present thesis reports an attempt to study partial
dewetting flows at intermediate Reynolds number (in particular, for a liquid immersion
droplet) by means of experimental, theoretical, and numerical analysis.

As part of the theoretical analysis, we have first performed a scaling analysis based
on shadowgraphy measurement results. Then, we reported that nonlinear acceleration
terms (i.e. inertia forces) are not negligible in comparison with viscous and pressure
forces. Furthermore, an empirical model is obtained from experimental results, showing a
relation between the dynamic receding contact angle and the corner opening angle of the
immersion droplet.

Secondly, we have obtained a modified lubrication model at Re·✏ > 1. To obtain the
model, we assume that streamlines are nearly parallel and straight, which is validated
experimentally. Then, a modified pressure is introduced that accounts for the capillary
and the dynamic pressure. The inertial effects, i.e. the nonlinear acceleration terms, are
expressed in terms of the dynamic pressure.

Thirdly, we have quantitatively assessed the similarity results between the gravity-driven
droplets on an inclined plane at Re⌧ 1 and the immersion droplet at Re⇠O(100). Based on
the modified lubrication model, we have obtained an interface equation, which describes
the shape of dewetting corner at Re·✏ > 1. From this model, we have shown that two
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6. Discussion and conclusion

angles (receding contact angles ✓ and corner opening angles �) are correlated to each
other, which is also observed in the gravity-driven liquid droplets. However, the current
model presents that the dynamic pressure (derived from the nonlinear acceleration terms)
becomes dominant when the corner opening angle decreases (i.e. high speed of dewetting).
When the corner opening angle is large, the capillary pressure is important. However, for
the gravity-driven liquid droplet on an incline, the capillary pressure only plays a role in
the Stokes flow problem. Furthermore, we have presented that the flow patterns obtained
by analytical solutions near the corner are almost the same in both flow configurations, i.e.
the gravity-driven droplet and the immersion droplet. In both cases, the analytical results
for the flow pattern are governed by the interface equation, H (y /x ). The analytical model is
validated and confirmed by experimental data. As a consequence, we could conclude that
a primary parameter determining the droplet breakup is the shape of dewetting. Namely,
to prevent the droplet breakup, it is important to avoid a sharp corner shape.

In this study, however, there is still a questionable aspect between the gravity-driven
droplet at Re⌧ 1 and the immersion droplet at Re⇠O(100). From our results, we could pre-
sume that both examples have a similar flow pattern. The main difference is the magnitude
of the internal velocity profile. In the case of the gravity-driven droplet, the nonlinear accel-
eration terms, i.e. inertial effects, are neglected by using the creeping flow approximation
(Re⌧ 1)and classical lubrication approximation (Re·✏⌧ 1). Stone et al. (2002) and Limat
and Stone (2004) first dealt with a three-dimensional lubrication model to describe the
corner shape of the dewetting flow problem. In their results, the corner opening angles are
underestimated by the theoretical model, when the contact line speed increases (high C a
and small ✓ ). Our modified lubrication model better predicts the results. It might be that
the nonlinear acceleration terms are also important in the gravity-driven droplet problem.

We can also recall the typical flow patterns near the corner structure of dewetting to
raise an effect of nonlinear acceleration terms. The streamlines are straight and the flow
field converges to the corner. While the fluid element is accelerated along streamlines, the
fluid is stretched along streamlines and contracted along equipotential-lines at the same
time. We hypothesize that if the dewetting structure shows a conical shape, the nonlinear
acceleration terms might be considered. For this hypothesis, it needs to be substantiated
by additional research.

Furthermore, here, we have one more open question. Cox (1986) and Voinov (1976)
first proposed a hydrodynamic model to describe dynamic wetting and de-wetting, which
provides an expression for the dynamic contact angle as a function of the capillary number,
i.e. ✓ 3 = ✓ 3

s ± 9C a ln(x/l ). The model is limited to the Stokes flow regime. Interestingly,
for the current problem, we have also observed a similar result that the dynamic receding
contact angle ✓ 3 is proportional to the capillary number, similar to the Cox-Voinov law, ✓ 3 /
C a . Figure 6.1 shows the relation between ✓ 3 and C a for the experimental results (symbols)
where the solid lines represent linear fits to the measurement results. For comparison, the
original lubrication theory prediction for the Stokes regime is shown as the dashed line of
figure 6.1. In the case of the de-wetting problem at Re ⇠O(100), the slope is approximately
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Figure 6.1: ✓ 3 versus C a for different droplet volumes and solid surface conditions, where
✓ is the dynamic receding contact angle [rad]. The solid lines represent linear fits to the
measurement results, and the dashed line is the conventional theory for a droplet sliding
down an inclined substrate (Peters et al. (2009)). The red symbol notes for H = 300 µm; the
green, H = 250 µm; the yellow, H = 200 µm above the different surface conditions, i.e., (a)
✓s = 89±8�; (b) ✓s = 76±8�; and (c) ✓s = 63±15�.

two times larger than the Cox-Voinov model. However, so far there is no satisfactory
explanation for this result.

Here, we try to explain it based on our new model taking into account inertia. In sec-
tion 4.4.1, we have shown the modified lubrication model including dynamic pressure
effects (see equation 4.18). It is recalled that the dynamic term is (⇢h2r̃q 2)/(6µU ). To dir-
ectly measure this value is difficult but we can approximately calculate (⇢Ux · tan2✓ )/(6µ)
where tan✓ and q are assumed to be h/x and U , respectively. This approximated value
is relatively constant for C a > 0.006, as shown in the inset of figure 6.1. If this additional
dynamic term is constant, the relationship (Cox 1986; Voinov 1976) between the contact
angle and the substrate speed can be formulated as:

✓ 3 = ✓ 3
s ±� ·C a , (6.1)

where ✓ is the dynamic receding contact angle and ✓s the static contact angle. Here, the
pre-factor � is 9 · ln (↵/l ) for the Stokes flow problem (Cox 1986; Voinov 1976) where ↵ is a
macroscopic length and l is a microscopic length scale that is introduced to prevent a diver-
gence of the dissipation. In the case of taking into into account inertia, from equation 4.18,
� can be modified as 9(1+� )·ln(↵/l ) where � describes inertial effects, (⇢h2r̃q 2)/(6µU ).
The new � value accounting for inertia effects should be investigated in further detail.

For the experimental analysis, we have performed tomographic particle image veloci-
metry to obtain full three-dimensional three-velocity components at a small scale. There
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6. Discussion and conclusion

are several other three-dimensional velocimetry techniques, e.g. holographic particle
image velocimetry, stereo particle image velocimetry, 3D particle tracking velocimetry,
defocused particle image velocimetry, confocal scanning particle image velocimetry, and
magnetic resonance velocimetry. Among those, we believe that tomographic particle image
velocimetry is the best measurement technique for this research. There are three main
reasons: Firstly, it provides a good spatial resolution of the 3D-3C velocity vector field. In
this problem, the results provide a spatial resolution of 15 µm. Secondly, we successfully
measure the flow field near the moving contact lines by this technique. (Actually, it is diffi-
cult to measure the flow field close to a gas-liquid interface due to a non-uniform refractive
index.) Thirdly, although the volumetric gas-liquid interface is difficult to recognize, the
tomographic reconstruction allows to obtain the droplet shape.

On the other hand, tomographic particle image velocimetry has some minor drawbacks.
For instance, a long calculation time for the tomographic reconstruction and interrogation
is required in comparison with other measurement techniques. In this respect, a further
improvement of algorithms to reduce the computational load is desired. Furthermore, due
to a multi-camera measurement technique, a proper calibration has to be performed as
accurate as possible. Additionally, the volume self-calibration is essential to improve the
accuracy which can be hardly improved by the initial calibration.

In fact, an initial plan was to perform 3D particle tracking velocimetry. However, this
does not provide a reliable result compared with tomographic particle image velocimetry.
Although we have investigated this problem step-by-step, we could not firmly explain the
differences. In particular, we have reported that the main problem is a questionable particle
reconstruction result. The 3D particle distributions in a volume obtained by 3D-PTV vary
along the droplet height, while Tomo-PIV provides a constant 3D particle distributions in
the volume. We presume that during triangulation the complex flow pattern can cause an
erroneous particle detection. It is required to further investigate the particle identification
by triangulation in the complex flow field.

In the numerical approach, we have introduced a simplified numerical model to invest-
igate a flow pattern. The flow field is generated by a simplified immersion needle. The
results are in good agreement with the experimental results. However, this numerical work
still has a limitation. The gas-liquid interface is assumed to be an inflexible boundary. To
improve this numerical model, further studies by using a flexible boundary condition are
needed. Furthermore, it is required to investigate a real immersion hood having a complex
geometry by comparing numerical and experimental studies. Nonetheless, we believe that
this study has led to new insights into the flow pattern of the immersion droplet and this
simplified numerical model can assist to improve the immersion hood design.
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APPENDIX A

SUPPLEMENT: EXPERIMENTAL SETUP

This research is carried out as a part of the Industrial Partnership Programme (IPP), Contact
line control during wetting and dewetting (CLC). The experimental setup used in the project
is supplied by ASML.

A.1 Recirculation unit

The aim of this project is to visualize and investigate the internal flow pattern of a liquid
immersion droplet. To perform Particle Image Velocimetry (referred to as PIV), the flow
must be seeded with fluorescent particles. It is important to keep a constant seeding density
of the particles during the PIV experiments. Therefore, we have a recirculation system
as shown in figure A.1 (see also figure 2.3). The working fluid (seeded with fluorescent
particles) and air are extracted from the droplet and reserved into the vacuum chamber.
Then, the water and air are separated by pumps. The extracted water is moved into a stirring
device to keep the seeding density of the particles uniform. Before supplying the working
fluid again, we degas and filter out dust. In the recirculation system, every chamber has
a level sensor. With these sensors, this setup automatically keeps circulating the working
fluid during the measurement.

A.2 Glass wafer

In an early stage of the experiments, we observed that a commercial wafer does not provide
accurate specifications, as shown in figure A.2. The wafer thickness is not constant over the
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A. Supplement: experimental setup
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Water-+-Air-

Figure A.1: Illustration of the re-circulation system.

whole area. In this study, flatness of the wafer is very important to keep a constant height of
the immersion droplet. In the current research, the droplet height is of the order of 100 µm.
We searched many wafer suppliers and investigated the specification of wafers. However,
it is not possible to have a very accurate wafer (see Table A.1). Therefore, we applied a
mechanical device that maintains a fixed reference position of the substrate. By this device,
a global flatness at the edge of the wafer is controlled within ±1 µm (see figure 2.6).

Acknowledgement
We would like to thank Martijn Verdonck (ASML) who manufactured the re-circulation unit
for the project.
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A.2. Glass wafer
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Figure A.2: Thickness variation of glass wafers. The edge thickness of four different wafers
is measured by a micrometer and the wafer samples are provided by ASML for the research
project.

Table A.1: Comparison of wafer specifications.

Company Specification
Technical glass products, Inc. D: 300 mm / T: 2 mm, Err. < 2 – 4 waves/inch
LSP Quartz, B.V. D: 305 mm / T: 2 ± 0.05 mm
LSP Quartz, B.V. D: 305 mm / T: 0.7 ± 0.05 mm
SVM D: 300 ± 0.2 mm / T: 2.75 ± 0.2 mm
SVM D: 300 ± 0.3 mm / T: 0.7 ± 0.05 mm
Mirtec D: 300 mm / T: 6.3 mm , Local Err: O(10 nm)
Armstrong optical D: 300 ± 0.1 mm / T: 2.7 mm, Local Err: O(600 nm)
Valley Design D: 300 mm / T: 0.7 mm, Err. < 3 – 4 waves/inch
D: diameter / T: thickness
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APPENDIX B

PARTICLE DEPOSITION

During the PIV measurement, some particles remain on the substrate as shown in figure B.1,
which is taken by SEM (Scanning Electron Microscope, Quanta 3D Dualbeam FEI).

1 µm 

5 µm 

50 µm 

Figure B.1: SEM photographs: remaining particles on a substrate. The accumulated
particles are aligned in a horizontal line (the orange color zone), which is the location
of the corner tip of dewetting.
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B. Particle deposition

Height [µm] 

(a) before 

(b) after 

(b) after 

(a) before 

(c) 

Figure B.2: Post-image processing: (a) before and (b) after reducing the sticky particles. (c)
comparison of particle intensity distributions in the depth direction.

Nonetheless, the particles do not change the dewetting curvature of the moving droplet
(see chapter 2). We can assume that other dynamic effects are much stronger than this.
When we obtain velocity estimates, we perform cross-correlation of the recorded particle
distribution at two exposures. The particles that remain on the substrate could bias the
local velocity measurements. Therefore, we need additional image processing to get rid of
the particles attached to the substrate. We recognize the particles by detecting the brightest
intensity signal. The particles are then removed by using MATLAB image processing, as
shown in figure B.2. These sticky particles affect the reconstructed intensity profile in
tomographic particle image velocimetry (see figure B.2(c)). Therefore, it is essential to get
rid of the sticky particle as much as possible.

To our best knowledge, the reason of the sticky particles is not known but we can provide
some theories. First, particles are naturally charged negative in water. If a local region of
a glass wafer is partly charged positive, then the particle can easily stick to the substrate.
Second, according to the present experimental setup, the inflow impinges vertically down-
ward to the wafer and therefore the particles stick to the substrate. Last, the number of
sticky particles is related to the substrate coating condition. For instance, if the substrate is
hydrophobic, then the sticky particles are less than the hydrophilic surface. In the case of
the hydrophilic substrate, the dewetting flow structure is relatively thin compared to the
hydrophobic substrate case. The particles are affected by the flow structure. To figure out
this problem, it is essential to study this further.

Acknowledgement
We would like to thank David S. Jun (Imaging Science and Technology, Applied Sciences,
TUDelft) who helped us to take SEM pictures.
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APPENDIX C

VALIDATION FOR SHOOTING METHOD

This appendix contains the shooting method code validation. Limat and Stone (2004) first
presented the three dimensional lubrication model by considering the balance between
viscous and capillary forces. They assumed the limit of small receding contact angle in the
three-dimensional corner structure and highly viscous fluid flow. The similarity solution

Code validation to compare Limat and Stone result, H(0) = 3 

H(0)ζζ  = -0.34789  

(a) (b) 

Figure C.1: Numerical code validation of the Runge-Kutta 4th order method. The different
solutions of equation C.1, for H (0)=H0=3 and several values of H⇣⇣(0).
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C. Validation for shooting method

h(x , y ) = C a 1/3x H (y /x ) is first suggested and then they give,

3(H �⇣H⇣) =(1+⇣2)2(H 3H⇣⇣⇣)⇣+3⇣(1+⇣2)(H 3H⇣⇣)⇣
+2⇣(1+⇣2)H 3H⇣⇣⇣+(1+3⇣2)H 3H⇣⇣.

(C.1)

This equation has a unique pair solutions of H (0) = H0 and H⇣⇣(0) = H 000 as shown in
figure C.1(a). To find out the solution pairs they consider the mass conservation in the
corner structure. Therefore, they calculated the mass flux in x -direction between y =�⇣x
and y = ⇣x ,

F (⇣) =
Z ⇣

0


H 3
Ä
⇣[1+⇣2]H⇣⇣

ä
⇣
+

3
H 2

�
d⇣. (C.2)

The numerical code calculates equation C.1 by using the shooting method until F (⇣) = 0.
When H (0) = 3.0, H (0)⇣⇣ =�0.34789 is the matching solution to satisfy the mass conser-
vation. As shown in figure C.1, the results show the same as the result of Limat and Stone
(2004); Snoeijer et al. (2005).
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