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Abstract

Road intersections have a large impact on road accidents and travel delay. Applying in-
frastructure, such as stop signs and traffic lights, are supposed to prevent collisions on the
intersection. However, such methods contribute to the travel delay, while accidents still occur
due to human errors. Considering the rise of automation within vehicles, the automation of
intersections becomes possible. Vehicles exchange information with each other (distributed
techniques) or with a central unit (centralized techniques) to determine the velocity profile
needed to efficiently cross the intersection without causing any collisions. This information ex-
change is established through the creation of spontaneous wireless networks between vehicles
and infrastructure, also known as a Vehicular Ad-Hoc Network (VANET).

However, the addition of wireless communication to autonomous vehicles presents a dangerous
vulnerability to cyber attacks. In the literature, many studies investigate what types of cyber
attacks are most likely to occur on the VANET. From these studies, it is chosen to test the
cyber attack called "false data injection" on Virtual Platooning based Intersection Control.

It is shown in simulations that an alteration in the broadcasted messages for a duration of
1.3 seconds already leads to a collision on the intersection. In order to prevent such events
from happening, a Sliding Mode Observer (SMO) is designed to monitor the received data
from the surrounding vehicles. Treating the false injected data as an unknown input to the
system, the SMO is designed to reconstruct the anomalous data.

The accuracy of the unknown input reconstruction using an SMO depends on how well the
model describes the dynamics of the vehicles. Thus the SMO is designed for both a linear
as well as a non-linear vehicle model. To analyze the performance of the SMO, the observer
is applied to both simulations and experiments. Under the assumption that the vehicles can
measure the relative velocity to each other, both the simulations and the experiments show
promising results.
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Chapter 1

Introduction

It is a well-known fact that junctions have a large contribution to road accidents and travel
delay. In 2018, fatalities on intersections made up 20% of all fatal road accidents [21]. To
prevent accidents on intersections, traffic lights are placed such that the vehicle flow can be
controlled. However, the use of traffic lights cause a delay in travel time, while accidents still
occur due to human errors. With the rise of automation in vehicles, concepts to automate
intersections have been proposed in the literature. Vehicles exchange information with each
other (distributed techniques) or with a central unit (centralized techniques) to determine the
velocity profile needed to efficiently cross the intersection without causing any collisions. This
information exchange is established through the creation of spontaneous wireless networks
between vehicles and infrastructure, also known as a Vehicular Ad-Hoc Network (VANET).
Vehicles that use the VANET to exchange messages are referred to as connected vehicles.

Since the automation of intersections relies heavily on wireless communication, a dangerous
vulnerability arises. As is the case with any wireless application, wireless communication
exposes the vehicles to cyber attacks. An undetected cyber attack on the communication
channel can lead to inefficient and even dangerous situations [2, 4, 23, 122]. Therefore,
multiple researchers have investigated the effects and the solutions of cyber attacks in VANET,
each dedicated to a particular type of cyber attack. The type of cyber attack on the connected
vehicles depends on how the VANET is used, and what the autonomy level of the vehicle is.
Therefore, the rest of the chapter elaborates on the possible autonomy levels in the vehicle,
and the details of the VANET. The chapter is concluded with the research aim of this thesis,
and the further structure of the report.

1-1 Autonomous Vehicles and its Sensors

The type of communication, and thus the type of cyber attack, depends on the level of
autonomy within vehicles. Autonomous vehicles are generally divided into six levels, the first
level corresponds with the lowest level of autonomy, and the sixth level with the highest level
[22]. The higher the level, the more tasks are transferred from the human driver to the vehicle
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2 Introduction

Figure 1-1: Levels of autonomous driving according to SAE International from [22].

itself. From the third level, the vehicle is responsible for navigating through the environment,
and is thus most commonly seen as autonomous driving. A short overview of the levels is
shown in Figure 1-1.

To be able to achieve any kind of autonomy, multiple sensors are necessary. These sensors
are the ears and eyes of the vehicle, and register the surroundings to enable the possibility
of navigating through the environment without human interference. The most important
sensors are given in Figure 1-2 and are further explained below.

- LiDAR: Light Detection And Ranging (LiDAR) is a mechanism which sends out laser
pulses to measure the distance to the surrounding objects. The laser reflects on obstacles
and is received back into the LiDAR system. The distance to the object is calculated
by using the speed of light and the travel time of the laser. LiDAR sensors have a range
of approximately 80 to 160 meters [100].

- GPS : Global Positioning System (GPS) communicates with satellites through radio
waves containing the Time Of Transmission (TOT). Together with the received signal
and the TOT, an exact location can be determined. The precision of the location is
around a few centimeters, depending on the quality of the GPS [3].

- Ultrasound: Ultrasound sensors detect nearby objects with a range of 5 meters. The
sensor emits a mechanically formed sound wave, and calculates the distance using the
frequency and travel time of the wave [122].

E.H. Janse Master of Science Thesis



1-2 Inter-Vehicle Communication 3

Figure 1-2: Important sensors in a vehicle from [103].

- Radar : Radars send radio waves which are reflected by objects and are received back
into the Radar sensors. Mid Range Radars (MRR) have a range of up to 160 meters,
while Long Range Radars (LRR) have a range of up to 250 meters [82, 77].

- Camera: Processed camera images enable the tracking of moving objects. However,
getting useful data from raw camera images is quite difficult to achieve. This is caused
by the constantly moving sensors, in both velocity and orientation. Furthermore, it is
difficult to estimate the distance of objects in a two-dimensional (2D) image [56].

- Wheel encoder : Wheel encoders converts rotary information to velocity and distance
information.

Although the three sensors LiDAR, Ultrasound and Radar have the same working principle,
there are notable differences. First of all, the range and resolution of the sensors are different.
Furthermore, all three sensors have different operating frequencies, causing different reflections
on varying materials. This results in the fact that certain materials are not detected with
radar waves, while they are detected with an ultrasound sensor [112].

1-2 Inter-Vehicle Communication

The vehicular Ad-Hoc Network enables the inter-vehicle communication by applying the prin-
ciples of Mobile Ad-Hoc Network (MANET). Vehicles and road infrastructure act as nodes
within the network and create a spontaneous wireless connection with each other through
On Board Unit (OBU) and infrastructure using Road-Side Units (RSU) [108, 113]. Commu-
nication between vehicles is referred to as Vehicle-to-Vehicle (V2V) communication. When
vehicles are also able to exchange information with Road Side Units (RSUs), it is referred to
as Vehicle-to-Everything (V2X) communication. In Europe, the Vehicular Ad-Hoc Network
communication is standardized as a layered protocol in ETSI ITS. The access layer is called
ITS-G5 and applies the protocol IEEE 802.11p which uses the frequency band 5.855 - 5.925
MHz. The access layer is divided into a Data Link layer and a Physical layer. The physical
layer consists of frequency channels with a bandwidth of 10 MHz each and supports eight
transfer rates of which the highest transfer rate equals 27 Mbps. [52].
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In the U.S., the standard of VANET is called the Dedicated Short Range Communication
(DSRC), applying the IEEE 1609 Wireless Access in Vehicular Environments (WAVE) pro-
tocol which is based on the IEEE 802.11p protocol. The operating frequency is 5.9 GHz,
divided into seven channels of 10 MHz each.

The level of autonomy in the vehicles influences the possible messages that can be sent via the
VANET. In case of human operated vehicles, communication between vehicles may improve
road safety by sharing informative messages. These messages, for example, may contain
information about crashes ahead, collision warnings, traffic conditions and road conditions.
These types of messages are referred to as "alert" or "warning" messages. In the case that the
vehicle autonomy is at the third level (see Figure 1-1) and is thus able to automatically adjust
its own velocity and acceleration, connected vehicles can share their state information and
planned trajectories. Sharing state information, such as the current velocity and intended
acceleration, enables the possibility to implement concepts such as Cooperative Adaptive
Cruise Control (CACC) and Intersection Control (IC). Both concepts aim to improve the
vehicle throughput and road safety. A more detailed description of both concepts is given in
Chapter 2.

Wireless networks always pose a vulnerability to cyber attacks, the VANET being no ex-
ception. A cyber attack on connected autonomous vehicles could have fatal consequences,
thus many studies have been conducted to determine what kind of attacks are possible on
the wireless communication channel, and how to prevent and detect them. The effects of a
cyber attack depend on the content of the transmitted messages between the vehicles. In the
case that the transmitted messages contain alert information (e.g., a roadblock or traffic jam
ahead), an attacker —also known as a malicious node— may forge false messages to create
situations in their own benefit. If the messages are used to enable the formation of vehicle pla-
toons, forged messages may lead to rear-end crashes by altering the positions or acceleration
of the vehicles. Finally, in case of vehicles participating in an Intersection Control protocol,
cyber attacks can lead to collisions on the intersection. It is therefore of high importance that
prevention and detection techniques of cyber attacks are thoroughly researched.

1-3 Research Focus

The Intersection Control heavily depends on wireless communication in order to prevent
collisions on the intersection. Receiving incorrect data from the neighbouring vehicles could
have fatal consequences. The reasons for receiving incorrect data from neighbouring vehicles
could be either intentional or unintentional. For example, if the anomalous data is a result of
a sensor fault, the vehicle could unknowingly broadcast incorrect information. However, the
most dangerous cause is when a cyber attack on the communication channel goes unnoticed.

Cyber attacks on alert messages and platooning vehicles are already a known research topic.
However, no research has yet been conducted on cyber attacks on vehicles executing an
Intersection Control protocol, even though intersections are most prone to fatal accidents.
Therefore, the scope of this Master Thesis consists of two research questions.
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The first objective is:

If connected autonomous vehicles are participating in an Intersection Control
protocol, to what extent should the broadcasted data from the surrounding
vehicles be altered in order to cause a collision?

And secondly:

Is it possible to detect the presence of anomalous data and reconstruct it,
in the case that the transmitted messages from connected autonomous ve-
hicles participating in an Intersection Control concept are subject to data
alteration?

In order to answer both questions, a specific Intersection Control (IC) technique is chosen
for further analysis. A short summary of the existing IC techniques, and an elaboration of
the chosen technique, is given in Chapter 2. Next, to answer the first research question, an
overview of the possible cyber attacks on the communication channel is given in Chapter 3,
together with an analysis of the effects of anomalous data on the chosen IC technique. In
Chapter 4, the existing detection an prevention techniques are briefly discussed, after which
two detection techniques are chosen to answer the second research question. Chapter 4 also
includes simulation results on one of the chosen detection techniques. The design of the second
detection technique is discussed in detail in Chapter 5, and is tested in simulations in Chapter
6. Chapter 7 provides a performance analysis of the designed observers in experiments.
Finally, we provide the final conclusion and discussion of this Master Thesis in Chapter 8.
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Chapter 2

Intersection Control

Replacing the traffic lights at an intersection with a safer and more efficient solution is a topic
that has been researched for many years [27]. Combining autonomous vehicles with V2X
(Vehicle-to-Everything) communication provides the possibility to automate intersections.
The automation of intersections is in general referred to as Intersection Control (IC). Vehicles
share important information such as their current velocity or their time of arrival in order to
safely cross the intersection with a minimum travel delay. Many different techniques have been
considered, all with the main goal to avoid collisions and maximize the vehicle throughput.

In this chapter, a short summary of the existing IC techniques is given, after which the chosen
concept is further elaborated.

2-1 State-of-the-Art

In a prior literature research, the different types of IC techniques have been researched and
categorized. Figure 2-1 shows a summary of the Intersection Control techniques, divided into
four different categories. The first important division is whether the coordination technique
is optimization based or non-optimization based. Optimization based techniques translate
the IC problem into an objective with constraints. The objective is often formulated as
maximizing the vehicle throughput or minimizing energy usage. The constraints typically
contain the collision avoidance terms and some limitations on the control input. Optimization
based techniques have as advantage that at least a local optimum can be found, implying
that the vehicles will efficiently cross the intersection. However, these techniques have the
disadvantage that they are computationally heavy to perform, which is caused by the non-
convex and non-linear constraints of the optimization objective. Furthermore, it needs to
be guaranteed that a feasible solution is found in time in order to avoid collisions on the
intersection. Therefore, multiple techniques are suggested to solve the intersection problem
without using any optimization techniques.

The second division is based on the communication protocol of the vehicles.
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Figure 2-1: Overview Intersection Controllers.

In the case that the vehicles communicate to a central node, which makes at least one global
decision, the controller is called centralized. The central node is often named the Intersection
Manager (IM). Some researches implement a central node by temporarily assigning a vehicle
as the IM. The method is referred to as decentralized control in the case that no central
node is involved. Below, the often suggested non-optimization based and optimization based
techniques are discussed.

From the beginning of IC research, centralized resource allocation was a popular concept.
The essential idea behind resource allocation is to divide the intersection into tiles or collision
points that can be reserved at a certain time. Upon approaching the intersection, vehicles
communicate with the IM about their expected time of arrival and their planned trajectory.
Next, some variant of a negotiation process takes place, after which the vehicle receives a
reservation for a tile or collision point at a certain time. This idea was also introduced in a
distributed manner. Instead of communicating with a central node, the vehicles claim a tile
at a certain time, and keep broadcasting their reservation until they passed the tile.
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2-1 State-of-the-Art 9

Another interesting concept, both proposed in a distributed and centralized way, is platoon
based Intersection Control. A standard platoon describes the situation where vehicles drive
in sequence on a highway, and try to keep a small constant distance between each other. In
order to maintain a constant distance, the vehicles share their intended control input, which
is directly used in the calculation of their own control input. This idea was adjusted and
proposed as an IC technique. Approaching vehicles form a so-called Virtual Platooning (VP)
where the distance towards the common collision point is used to calculate a safe inter-vehicle
distance.

Although the suggested non-optimization based techniques maintain a collision free intersec-
tion, many researches argued that such concepts are not efficient in terms of travel delay. This
resulted in the idea of an optimization based IC. As mentioned in the introduction, the IC
problem is translated into an objective function together with some constraints. Optimization
based approaches often give a solution in the form of a schedule containing the arrival times
for each vehicle. In case of a distributed IC technique, the optimization problem becomes even
more challenging. The vehicles each find a solution to the objective function after which they
broadcast their solution (for example their time of arrival) and negotiate until the conflicting
arrival times are resolved.

For a more detailed summary on the different IC concepts, the interested reader is referred to
the literature study executed prior to this Master Thesis, or to the papers provided in Figure
2-1.

After a thorough literature research, the concept of Virtual Platooning enabled Intersec-
tion Control [85] is chosen in this thesis to analyse the effects of the presence of anomalous
data in the Vehicular Ad-Hoc Network (VANET). Virtual Platooning is a distributed non-
optimization based IC concept. The first decision that needed to be made was between a
centralized or distributed controller. Using a centralized approach, no negotiation process is
necessary. The central unit collects all needed information to determine the crossing order
and trajectories to avoid collisions. However, the central unit must be able to bear the high
computational load caused by all the necessary calculations, therefore making it difficult to
scale up a centralized control unit in larger scenarios. Furthermore, the process makes the
central unit a very crucial node, meaning that a malfunction in the central node will have
major impacts. Another disadvantage arises from the high costs of placing and maintaining
central control units at each intersection. In a complete decentralized approach, these disad-
vantages are not present. However, the vehicles do need to negotiate in order to determine
the intersection crossing order, which will lead to a higher communication rate. Considering
these arguments, a distributed technique was chosen. The control level of the chosen VP
technique is decentralized, however, there is a central node present to determine the crossing
order of the vehicles. The authors do note that this centralized node should eventually be
replaced with a decentralized process.

Another reason for choosing the VP technique for IC, is that it is a non-optimization based
technique. The main disadvantage with optimization based protocols is that it cannot be
guaranteed that a feasible solution can be found on time, every time, due to the complexity of
the objective function with its constraints. Furthermore, even though the Virtual Platooning
is not an optimization based protocol, a high vehicle throughput can still be established due
to its working principle. The next section gives a more detailed description of the working
principles of Virtual Platooning.
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10 Intersection Control

Figure 2-2: A platoon of CACC vehicles from [92].

2-2 Virtual Platooning based Intersection Control

In order to discuss the working principles of Virtual Platooning, it is first necessary to explain a
distributed longitudinal control scheme calledCooperative Adaptive Cruise Control (CACC).

2-2-1 Cooperative Adaptive Cruise Control

CACC is an extension of Adaptive Cruise Control (ACC), which is a technique that is used
such so that the vehicle automatically keeps a safe distance from the preceding vehicle by
using data retrieved from on-board sensors. The smaller the inter-vehicle distance, the higher
the vehicle throughput. However, when only sensor data is used, it is difficult to prove an
important requirement, called string stability. A platoon of vehicles is called string stable if a
disturbance in the velocity of the vehicles decrease as it moves upstream in the platoon [93].
Multiple researches showed promising results for string stability in an ACC enabled platoon
[28, 120], but do not account for the actuator and sensor delay, which significantly degrade
the string stability [83, 116]. String stability is mathematically defined as

‖zi(t)‖Lp ≤ ‖zi−1(t)‖Lp , ∀t ≥ 0, 2 ≤ i ≤ m, (2-1)

where zi(t) is either the distance error, velocity or the acceleration of vehicle i. ‖ ·‖Lp denotes
the signal p-norm. Finally, a total of m vehicles are participating in the platoon where vehicle
i = 1 is called the platoon leader, (see Figure 2-2).

By sharing the intended control input via the VANET, vehicles can take velocity disturbances
of the preceding vehicle into account, and are therefore able to achieve a smaller inter-vehicle
distance while maintaining string stability. Most researches express the inter-vehicle distance
using a constant time-headway policy, formulated as

dr,i(t) = ri + hvi(t), 2 ≤ i ≤ m, (2-2)

where dr,i is the desired distance of vehicle i to the preceding vehicle i− 1, ri is the standstill
distance, h > 0 is the time headway and vi the velocity of vehicle i. The time headway h
is known to improve string stability [92]. Using this spacing policy, the spacing error ei is
defined as

ei(t) = di(t)− dr,i(t)
= (si−1(t)− si(t)− Li)− (ri + hvi(t)) ,

(2-3)
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2-2 Virtual Platooning based Intersection Control 11

where di(t) is the true inter-vehicle distance, si(t) and si−1(t) are the positions of the follower
vehicle i and the preceding vehicle i− 1, and Li is the length of the vehicle.

To design a control law in order to maintain the correct inter-vehicle distance, Ploeg et al.
[92] use the following linearized vehicle model,

ḋiv̇i
ȧi

 =

 vi−1 − vi
ai

− 1
τ ai + 1

τ ui

 , (2-4)

where di(t), vi(t) and ai(t) are the inter-vehicle distance, velocity and acceleration of vehicle
i, respectively. Furthermore τ is related to the motor dynamics and ui(t) is the intended
control input.

Using Equations (2-3) and (2-4) and together with e1,i(t) = ei(t), e2,i(t) = ėi(t) and e3,i(t) =
ëi(t), the error ė3,i(t) is given by

ė3,i = −1
τ
e3,i −

1
τ
qi + 1

τ
ui−1, (2-5)

where the input qi = hu̇i + ui should stabilize the error dynamics and compensate for the
control input ui−1 of the preceding vehicle. Thus a feedback control law is designed as

qi = K

e1,i
e2,i
e3,i

+ ui−1, (2-6)

where K =
(
kp kd kdd

)
. Using this control law together with the definition of qi, the

control law u̇i is defined as

u̇i = −1
h
ui + 1

h
(kpe1,i + kde2,i + kdde3.i) + 1

h
ui−1. (2-7)

Extending the error dynamics with this control law leads to


ė1,i(t)
ė2,i(t)
ė3,i(t)
u̇i(t)

 =


0 1 0 0
0 0 1 0
−kp

τ −kd
τ −1+kdd

τ 0
kp
h

kd
h

kdd
h − 1

h



e1,i(t)
e2,i(t)
e3,i(t)
ui(t)

+


0
0
0
1
h

 ui−1(t), (2-8)

where kp, kd and kdd are design parameters, τ represents the motor dynamics, and ui−1 is the
control input of the preceding vehicle. Since the intended acceleration of the target vehicle
ui−1 cannot be measured by on-board sensors, it is required that this variable is shared via
the VANET.
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Figure 2-3: Virtual Platooning concept. a) Vehicles on distinct trajectories with a common
collision point, b) vehicles projected into a virtual platoon, where the distance to the collision
point si and the length of a vehicle Li are used to calculate the inter-vehicle distance δi =
sc,i − sc,i−1 − Li−1.

2-2-2 Virtual Platooning

Virtual Platooning allows the formation of vehicle platoons, even though the vehicles are on
different lanes of the intersection and have different planned trajectories. Virtual Platooning
was already a concept suggested for lane merging on highways. In 2015, Morales Medina
et al. [80] extended the Virtual Platooning concept to T-shaped intersection. They further
developed their work in 2017 [85] to a more comprehensive study where they apply Virtual
Platooning to any type of intersection. The authors argue that the safe passage of vehicles
through the intersection does not only depend on a time schedule, but is mainly achieved by
dynamic cooperation between vehicles. In 2019, Castiglione et al. [17] modified the concept
from [85] to a Multi-Agent System (MAS) and mainly focused on experiments in urban
environmental scenarios.

The virtual platoons are formed by projecting vehicles from distinct trajectories onto the
same virtual path. Each vehicle follows a preceding vehicle with a small but safe inter-vehicle
distance, which is calculated based on the distance to the common collision point. If the
preceding vehicle is in reality on a different road, the safe inter-vehicle distance creates a
"gap" such that the following and leader vehicle will not collide at the common collision
point. The Virtual Platooning concept is schematically represented in Figure 2-3.

The authors from [85] show that it is possible to decouple the vehicle control in a lateral
and a longitudinal part. Lateral control focuses on following the planned trajectory while
longitudinal control enables the formation of Virtual Platoons. The authors do not focus
on the ordering technique and assume a simple First Come First Serve (FCFS). However,
they stress that other ordering techniques are more efficient. For example, when a vehicle
approaches the intersection, the Target Vehicle Assignment (TVA) protocol checks if the
vehicle has a conflicting trajectory. The vehicle that is closest to the common collision point
will be the target vehicle due to the FCFS protocol. Castiglione et al. [17] propose a similar
approach where the leader vehicle is assigned to the vehicle closest to the center of the
intersection. However, the technique introduced in Ref. [85] would be more efficient in most
scenarios.
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2-2 Virtual Platooning based Intersection Control 13

Figure 2-4: Locations in Virtual Platooning.

In order to use the CACC concept to form a Virtual Platoon, it is required to define the
inter-vehicle distance. Figure 2-4 shows two vehicles approaching a common collision point,
indicated by a red circle. The blue and green circles are the entrance points of the respective
vehicles of the Intersection Zone, which is an area around the intersection from where the
IC protocol and the communication between vehicles takes place. Since the green vehicle is
closer to the common collision point, it is assigned to be the target vehicle of the blue vehicle.
The inter-vehicle distance is given by

δ = S1 − s1 − L1 − (S2 − s2), (2-9)

where the variables are as defined in Figure 2-4. Using the distance towards the collision point
transforms the two-dimensional coordination problem into a one-dimensional one. Therefore,
it is now possible to implement the same control law as with CACC.

The control law that ensures the correct inter-vehicle distance is defined by

u̇ = 1
h

(
ut − u+ kp(δ − δref) + kd(δ̇ − δ̇ref)

)
, (2-10)

where δref is the reference inter-vehicle distance, kp and kd are design parameters and ut is the
intended longitudinal control input of the target vehicle (equal to the index i− 1 in CACC).
Again, the reference inter-vehicle distance is given by δref = h+ rv. For h > 0, and kd > τkp
the control input from Equation (2-10) exponentially stabilizes the error between the virtual
inter-vehicle distance and the virtual reference distance e = δ − δref, see Ref. [85]. Thus the
tracking error dynamics equals


ė1(t)
ė2(t)
ė3(t)
u̇(t)

 =


0 1 0 0
0 0 1 0
−kp

τ −kd
τ − 1

τ 0
kp
h

kd
h

kdd
h − 1

h



e1(t)
e2(t)
e3(t)
u(t)

+


0
0
0
1
h

 ut(t), (2-11)

where e1 = e, e2 = ė and e3 = ë. Even though the state-space of VP is equal to the CACC
state-space, an important distinction in the state e1 is present. Instead of representing the
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actual inter-vehicle distance, e1 now represent the virtual inter-vehicle distance. Thus, this
state cannot be obtained with a frontal radar. The states are defined as

e1 = e = s− st + S − St − L− δref,

e2 = ė = v − vt − δ̇ref,

e3 = ë = a− at − δ̈ref.

(2-12)

Virtual platooning in intersections is furthermore also proposed by Castiglione et al. [17], who
look at the problem as a Multi Agent System (MAS) and use an undirected graph to represent
the communication between the vehicles. The authors focus on experimental application of
the Virtual Platooning technique established by 5G communication.
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Chapter 3

Anomalous Data in Connected
Vehicles

All previously introduced Intersection Controllers (ICs) heavily depend on wireless commu-
nication in order to prevent collisions on the intersection. However, this presents a dangerous
vulnerability, where receiving incorrect data have fatal consequences. In order to prevent or
mitigate such events it is important to know what the possible causes are.

This chapter explains the causes and types of altered data in connected vehicles, whereafter
a specific type of data alteration is chosen for further research. To answer the first research
question, the needed data alteration to cause a collision at the intersection is analyzed in
simulations. This type of analysis has not yet been performed in IC, and is thus a novel
contribution.

3-1 Causes of Altered Data

The reasons for receiving incorrect data are classified into two categories: unintentional and
intentional causes. In the case that the sending vehicle is transmitting incorrect data, without
the interference of a third party, the cause is classified as unintentional. However, in the event
that either the sender or a malicious outsider alters the broadcasted information on purpose,
one speaks of an intentional cause.

3-1-1 Unintentional

An Autonomous Vehicle (AV) may unknowingly send incorrect information due to the pres-
ence of undetected faults. Although AVs will be developed such that the presence of an
undetected fault is minimal, it is very unlikely that a perfect fault-free AV will exist. The
faults may be caused by, for example, uncertain or false sensor readings [7, 97].
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16 Anomalous Data in Connected Vehicles

3-1-2 Intentional

Evidently, no matter what the use case is, wireless communication always induces a sensitivity
to cyber attacks. This has resulted in high concerns for the implementation of connected
vehicles in general [1, 2, 89, 90, 107]. A broad body of literature exists on the topic of cyber
attacks on connected vehicles participating in a platoon, or connected vehicles making use
of safety messages. A malicious node may either intercept and modify transmitted date, or
broadcast falsely generated data. Not only does this form a problem for concepts such as IC,
but also for all vehicles using wireless communication.

The attacker, also referred to as a malicious node, can be classified according to the following
categories, as proposed in Refs. [30, 42, 91]

- Outsider versus Insider: An outside attacker is an attacker that lacks the correct au-
thentication keys, and is therefor recognized as an intruder. An inside attacker however
is an authorized member of the communication network;

- Irrational versus Rational: An irrational attacker is an attacker who gains no personal
benefit in the attack, contradictory to a rational attacker who does seek personal benefit;

- Active versus Passive: An active attacker generates signals or packages in order to harm
the connected vehicles. A passive attacker does not affect the network, thereby causing
no visible consequences, making it difficult to detect;

- Local vs Extended: This involves the scope of the attack. When only a limited amount
of vehicles are affected by the attack, the attack is considered local. In contrast to a
local attack, an extended attack involves a greater amount of vehicles (for example a
whole intersection, or multiple intersections at the same time).

An overview of possible cyber attacks on the wireless communication channel is given below
[4, 30, 89].

• Denial of Service (DoS)
The goal of a DoS attack is to prevent the targeted network from performing its expected
function [119]. A typical approach is by flooding the network with packages. As a
consequence, the targeted vehicle is occupied with processing the continuous stream
of messages, and is thus unable to process "true" messages from other vehicles. The
packages that could not be processed in time are dropped, resulting in information loss
[91, 30].

• Ghost vehicle
A ghost vehicle is created when a malicious node sends fake messages to surrounding
vehicles containing the necessary but fake authorization information. The surrounding
vehicles keep an unnecessary distance to the non-existing vehicle, affecting the vehicle
throughput [13].

• Replay attack
A malicious node listens to messages transmitted through the VANET and records
them for later use. The attacker broadcasts the messages at a desired moment when
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the content of the message is not correct anymore. Since the message contains the true
authentication keys, the surrounding vehicles will not detect the intruder [4, 30].

• Sybil attack
A Sybil attack is a type of attack where the malicious node forges multiple fake vehicles
with a fake GPS signal to inject false data into the VANET. Various safety related
messages use an honest majority before broadcasting the messages. Sybil nodes can
take advantage of the honest majority by creating multiple false nodes with correct
authentication [25, 88].

• Eavesdropping
Vehicles broadcast a variety of messages to their surroundings, containing informa-
tion about their identity and position. These messages are shared amongst a wireless
network, making it sensitive to eavesdropping. Eavesdropping is an attack where a
malicious node only listens to the messages, without further interference. Since eaves
dropping does not show any (immediate) consequences, they are very difficult to detect
[4, 30].

• Forged alert messages
As explained in Chapter 1, the Vehicular Ad-Hoc Network (VANET) can be used to
transmit alert messages. Alert messages may contain road conditions or information
about road hazards. An attacker may modify these types of messages for their own
benefit. The attacker could forge informative messages containing false information
about a non-existing traffic jam ahead. Vehicles may decide to not follow the road due
to this traffic jam, resulting in an empty road in favor of the attacker [4, 30, 96].

• False Data Injection
A more intelligent type of attack is possible when the vehicles use the state information
sent through the VANET for control related computations, for example vehicles forming
a platoon or vehicles engaged in IC. A malicious node may intercept messages and
modify the content, without the receiving vehicle knowing. Furthermore, a malicious
node could imitate the identity of the target vehicle, and transmit false messages. If such
an attack is performed while vehicles are forming a platoon, the falsified information
leads to perturbations in velocity or rear-end crashes [4, 30, 46].

3-1-3 Choice of Altered Data Attack

From all the listed cyber attacks, the Denial of Service (DoS) attack is the most straightfor-
ward to execute. The malicious node does not require any knowledge of the control method
of the vehicles, or knowledge of the communication protocol. Therefore, a wide body of
literature exists on how to deal with DoS attacks in the VANET. The attack type False
Data Injection does provoke interest amongst researchers [4, 30, 46], but has not yet been
researched for IC concepts. The false data transmitted via the VANET could also be the re-
sult of a sensor fault at the sending vehicles’ side. Therefore, even when the VANET is made
extremely resilient against cyber attacks, false data could still be present. Thus, false data
injection (also referred to as data alteration) is further researched on the chosen IC concept.
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3-2 Effects of Anomalous Data on Virtual Platooning

Over the years as the actual implementation of connected vehicles became more realistic,
concerns for the privacy and safety of the passengers rose with it. Considering the possible
causes listed in Section 3-1, the effects of vehicles receiving anomalous data while using the
VANET for a variety of applications have been thoroughly researched. The applications that
have been studied so far mostly consist of human operated vehicles using the VANET for
safety related messages (see Chapter 1), and autonomous vehicles participating in a platoon
enabled by Cooperative Adaptive Cruise Control (CACC). However, the consequences of
vehicles receiving incorrect data while obeying an IC concept has not yet been considered.
Therefore, this section presents a simple analysis of the effects of vehicles receiving incorrect
data while participating in a Virtual Platoon.

In the previous chapter, the choice for a Virtual Platooning (VP) enabled IC protocol was
explained. On approaching the intersection, a target vehicle t is assigned to the entering
vehicle i. Vehicle i keeps a safe inter-vehicle distance to the target vehicle by executing the
following control law:

u̇i(t) = 1
h

(ut(t)− ui(t) + kpe1(t) + kde2(t)) , (3-1)

Again, e1 represents the difference between the virtual inter-vehicle distance and the reference
distance, and e2 the relative velocity between the vehicles as shown in Equation (2-12).
Furthermore, ut is the control input of the target vehicle and u the control input of the host
vehicle. To calculate the needed control input using Equation (3-1) an important assumption
is made, which is elaborated below.

Assumption 3.1 Measurements.
Vehicle i (the host vehicle) can compute the relative (inter-vehicle) velocity with respect to its
target vehicle using on-board sensors. �

Remark 1
Assumption 3.1 is a reasonable assumption in vehicles participating in a CACC enabled pla-
toon, since the distance and relative velocity to the preceding vehicle can be measured with a
frontal radar. In the IC case however, this assumption is less reliable. The target vehicle may
approach sideways and could be out of view due to an obstacle (e.g., another vehicle).

Providing that this assumption holds, the only required information from the target vehicle
is the control input ut to calculate Equation (3-1), since the first state e1 can be derived from
a regular observer using the measurements for e2. For clarity, a schematic overview is given
in Figure 3-1.

The target vehicle implements a simple Cruise Control mode to maintain a constant velocity,
given by

u(t) = −kcc(v(t)− vref) + aref, (3-2)

where kcc is a design constant, v(t) the velocity of the vehicle, vref the reference velocity and
aref the reference acceleration.
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Figure 3-1: Measured and received data in Virtual Platooning

Simulations without data alteration

This section presents the simulation results of a virtual platoon receiving the true value ut.
The simulation scenario consists of two homogeneous vehicles approaching an intersection,
whose paths intersect at the intersection as shown in Figure 3-1. The target vehicle is the first
of the Virtual Platoon, and is thus in Cruise Control mode. The vehicles behave according to
a simple linearized vehicle dynamics model where the change in acceleration is represented by
a time delay τ . Since the considered vehicles are homogeneous, the time delay τ is equivalent
for both vehicles. The simple vehicle dynamics model is given by


δ̇(t) = vt(t)− v(t),
v̇(t) = a(t),
ȧ(t) = − 1

τ a(t) + 1
τ u(t).

(3-3)

The variable δ is the inter-vehicle distance, vt and v the velocity of the target vehicle and
host vehicle, respectively, a the acceleration and u the control input.

The same parameters are used as in Ref. [85] to perform the simulation. The parameters
of the target vehicle are kcc = 0.7 s−1, vref = 3m/s, aref = 0m/s and τ = 0.1 s−1. The
parameters of the host vehicle are equal to r = 3m, h = 0.3 s, kp = 0.2 s−2 and kd = 0.7 s−1.
The distance to the common collision point for the host vehicle is S1 = 39.5, and for the
target vehicle St = 36.5. Furthermore the following assumptions are made:

Assumption 3.2 Sensor uncertainties.
There are no sensor uncertainties. �

Assumption 3.3 Communication.
There is no communication delay. �
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20 Anomalous Data in Connected Vehicles

Figure 3-2: Left: distance to common collision point, the grey area represents the width of
the car. Right: the three states e1, e2 and e3 of the Virtual Platoon, where the host vehicle
follows the target vehicle.

Assumption 3.4 Lateral Control.
A different control system is responsible for the path following of the vehicles, which is not
considered in these simulations. �

Figure 3-2 shows the simulation results of two vehicles forming a Virtual Platoon when no
attack is present. Both vehicles start from stationary conditions, v(0) = 0m/s. The left
plot shows the distance towards the common collision point over time. As can be seen, a
constant inter-vehicle distance is maintained under the previously defined assumptions and
the collision point is safely crossed. The three plots on the right in Figure 3-2 show the three
error states e1, e2 and e3 of the Virtual Platoon, defined in Chapter 2, Equation (2-12). All
three states converge to zero asymptotically.

Simulations with data alteration

Under assumption 3.1, the only broadcasted variable using the VANET is ut, therefore this
is the only variable that may be incorrect. Jahanshahi and Ferrari [53] investigate the effects
of vehicles receiving false data while following a CACC protocol. The authors showed that it
is possible to model a wide range of cyber attacks as

∆ut = ut,rec − ut, (3-4)

where the signal ∆ut is the difference between the true value ut and the received value ut,rec
of the target vehicle.
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The same concept is applied to Virtual Platooning using different ∆ut signals to evaluate
what is necessary to cause a collision on the intersection. Using the same simulation con-
figurations as previously described, Figures 3-3 to 3-6 show the effects of a Virtual Platoon
receiving incorrect data for different ∆ut signals. The top plot in Figure 3-3 shows the dis-
tance to the common collision point over time while the host vehicle receives incorrect data.
The received value is a summation of ut and ∆ut = step(t), shown in the bottom plot. The
grey areas represents the width of the vehicles, thus overlapping grey areas at the horizontal
axis translate into a collision. It is very likely that the vehicles will perform a general check
to see if the received value is within physical bounds. Therefore, the step signal has as final
value of 4m/s2 such that the incorrect data would not be detected by the general check. It
can be seen that a step signal with size 4m/s2 needs to be maintained for only 2.5 seconds
to cause a crash at the intersection. Clearly, when a smaller step size is chosen it takes more
time to cause a collision, as is shown in Figure 3-5.

In Figure 3-4 it can be seen that it is not necessary to maintain the step signal for 2.5 s
straight to cause a crash. The bottom plot shows that a step signal with final value 4m/s2

for only 1.3 seconds is enough for the vehicles to collide at the collision point.

Finally, Figure 3-6 shows the distance towards the collision point when not all consecutive
messages are incorrect. The bottom plot shows ∆ut over time, which is alternating between
0m/s2 and 4m/s2. Clearly this still causes a collision, however, more time is needed.

It must be noted that with this specific IC concept, the timing of the data alteration is
important. For example, if the block signal in Figure 3-4 is implemented too early, the
vehicle will recover from the unknown input before entering the intersection. This is due to
the fact that the control law (3-1) also implements e2, which is assumed to be measurable.

Furthermore, the duration needed to cause a collision depend on the reference inter-vehicle
distance δref = r+hv. Choosing a larger stand-still distance r or headway time h will extend
the needed duration of the data alteration.

3-3 Discussion

In this chapter, the type of anomalous data in connected vehicles was chosen. The chosen type
of anomalous data is the alteration of the broadcasted messages from the target vehicle. The
alteration of the broadcasted messages includes both the causes from a false data injection
cyber attack, as well as the unintentional cause (e.g., the result of a sensor fault).

Furthermore, this chapter showed the needed data alteration in order to cause a collision at
the intersection, while the vehicles are following a VP protocol. Even when the simulations
are performed in the ideal situation, thus no communication delay, package loss or sensors
noise, a data alteration with a duration of only t = 1.3 seconds was necessary to cause a
collision at the intersection. However, the duration needed to cause a collision does depend
on the reference virtual inter-vehicle distance δref.
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22 Anomalous Data in Connected Vehicles

However, the data alteration needs to be timed correctly in order to cause a collision in the
specific case of VP enabled IC. The control law for the VP also uses data retrieved from
on-board sensors, besides the received information from the target vehicle. Therefore, if the
data alteration is temporarily and not timed correctly, the VP can recover from the received
anomalous data.

This chapter showed the dangerous consequences of undetected anomalous data in the VANET.
Thus, the next chapter elaborates on the existing prevention and detection techniques in the
literature, of which one technique is chosen for further research.

E.H. Janse Master of Science Thesis



3-3 Discussion 23

Figure 3-3: Top: distance to common collision point where the host vehicle receives ut,rec =
ut + ∆ut. The grey area is the width of the vehicles, so overlapping grey areas already rep-
resent a collision. Bottom: difference between the true and received value from the target
vehicle is a step signal of size 4m/s2.

Figure 3-4: Top: distance to common collision point where the host vehicle receives ut,rec =
ut + ∆ut. The grey area is the width of the vehicles, so overlapping grey areas already rep-
resent a collision. Bottom: difference between the true and received value from the target
vehicle is a block signal of size 4m/s2.
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Figure 3-5: Top: distance to common collision point where the host vehicle receives ut,rec =
ut + ∆ut. The grey area is the width of the vehicles, so overlapping grey areas already rep-
resent a collision. Bottom: difference between the true and received value from the target
vehicle is a step signal of size 1m/s2.

Figure 3-6: Top: distance to common collision point where the host vehicle receives ut,rec =
ut + ∆ut. The grey area is the width of the vehicles, so overlapping grey areas already rep-
resent a collision. Bottom: difference between the true and received value from the target
vehicle is a block wave of size 4m/s2.
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Chapter 4

Detection and Estimation of False Data
Injection Attacks

The previous chapter has shown the dangerous consequences of vehicles using false data in
their Intersection Control (IC) protocol. It was shown in simulations that even in an ideal
situation, receiving anomalous data for a period of one second could already lead to a collision
at the intersection. It is therefore important that multiple safety measures are implemented
in order to make it impossible for anomalous data to go undetected.
This chapter starts by shortly discussing the existing prevention and detection techniques in
the literature, from which two techniques are chosen to detect the presence of false data in
the Virtual Platooning (VP). Next, the state-space of the VP model is extended to explicitly
contain the presence of false data.
The extended VP model is used in the design of both the false data detection techniques.
First, an elaboration of the most popular technique, a Kalman filter, is given and is tested
in simulations. Finally, an introduction for the second detection technique, a Sliding Mode
Observer (SMO), is given. The SMO is further used throughout the thesis, of which the
reasons are provided in this chapter.

4-1 State-of-the-Art and Chosen Concept

In a preliminary literature review as part of this thesis project, the most common pro-
cedures were researched on how to handle anomalous data in the Vehicular Ad-Hoc Net-
work (VANET). This section provides a short summary of the found techniques, after which
the chosen concept is elaborated.

4-1-1 State-of-the-Art

Figure 4-1 shows a summary of the state-of-the-art of the prevention and detection techniques
of cyber attacks in the VANET. The techniques are split into two categories, which are in
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Figure 4-1: Schematic literature overview of false data prevention and detection techniques
in a wireless network used by vehicles.

turn split into two classes each.

PreventionTechniques Prevention techniques mainly focus on keeping malicious nodes out-
side the communication channel. The prevention techniques require the vehicles to possess
some resources, such as a certificate, in order to be included in the communication channel.
The main goal of prevention techniques is to make it as difficult as possible for a malicious
outside node to listen to transmitted messages and to modify or inject false data.

The prevention techniques are further categorized into two different classes: Passive and
Active techniques. Passive techniques are implemented as a precaution in order to hinder
a malicious node from achieving its goal. Passive techniques do not change based on the
situation, meaning that every received and broadcasted message is subject to the same im-
plemented prevention techniques. Examples that fall into this category are Pseudonyms and
a Public Key Infrastructure (PKI). A PKI is an asymmetric cryptosystem, which is already
widely used in different communication channels, such as e-mail and the Internet of Things
[72, 129]. A Tamper Proof Device (TPD) installed at each vehicle contains encryption keys,
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which are used to encrypt the broadcasted data. The encrypted message can only be de-
crypted with the public key of the same vehicle. This method confirms the identity of the
source from the received message. The details on how an efficient PKI system should be
implemented in the VANET is still under discussion. A few studies that focus on a PKI in
the VANET are Refs. [45, 47, 110, 117].

However, researchers argue that such a PKI system enables malicious nodes to track vehicles
on a large scale, as pointed out by Wang et al. [116]:

“When communicating with each other, vehicles broadcast a range of highly sensitive infor-
mation, such as position, speed and direction. Thus, if there is a malicious adversary, it can
trace the vehicle and a violation of the privacy would happen.”

Several Studies [16, 36, 78, 116, 127] suggest a procedure that uses a PKI system, but renews
the encryption keys at a certain frequency such that the messages of one vehicle cannot be
linked together. It has been pointed out, however, that this technique is not practical for
vehicles participating in either a platoon or an IC technique, since in those protocols it is
necessary to track a single vehicle.

In contrast to passive techniques, active techniques change the procedure based on the current
situation. The active prevention techniques listed in Figure 4-1 are specifically developed to
prevent a Denial of Service (DoS) attack, which is the most common cyber attack. A typical
DoS attack seeks to disable the communication between vehicles by flooding the channel
with messages. Since it is not necessary for a successful DoS attack to posses the required
encryption keys or certificates, the passive prevention techniques will have no impact on
avoiding such an attack. Multiple studies [48, 127, 44, 98] propose the addition of an extra
step prior to the verification process. This extra step implements a technique that accelerates
the authentication process, enabling the vehicle to filter out messages containing incorrect
certificates or decryption keys.

Detection Techniques Detection techniques focus on detecting messages containing anoma-
lous data while possessing the required encryption keys or certificates. Reasons for receiving
this type of anomalous data could be unintentional e.g., sensor fault in the vehicle transmit-
ting the data), or by a malicious inside node (see Section 3-1). Detection techniques actively
screen messages to determine whether the received information can be trusted. The detection
techniques are divided into two classes: Plausibility Checks and Computed Plausibility. The
Plausibility Checks are in general easier to implement. For example, a simple check may be a
comparison between the received data and the physical limits [76, 104]. However, more com-
plex checks are also proposed in the literature. A common strategy is to verify the received
data with multiple sources. These sources can either be information from your own sensors
or from other vehicles. Combining the information from different sources gives an indication
of the confidence level on the received message [15, 62, 37].

Computed Plausibility techniques use a model representing the dynamics of the vehicle(s) to
detect an abnormality in the received data. The difference between the model outputs and
the measurements is compared with a predefined threshold. If the difference surpasses the
threshold, a decision is made to ignore the received message.

An often proposed concept that uses this technique is the Expected Path comparison. This
technique is developed to detect a specific cyber attack that could occur in safety related
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messages. As explained in Chapter 1, safety related messages are used to warn other vehicles
about upcoming road obstacles. Researchers are worried, however, that individuals will inject
false messages about non-existing obstacles with the aim to clear the road ahead [96]. Ruj
et al. [99], Ghosh et al. [37], and Stübing et al. [106] argue that based on the contents of the
safety message, the vehicle transmitting this message should follow a specific path to avoid
the indicated obstacle. Using a model of the vehicle dynamics, a prediction can be made of
the trajectory that the vehicle should follow in order to avoid the indicated obstacle. The
difference between the actual and predicted path is compared with a predefined threshold. If
the difference surpasses this threshold, a decision protocol is activated whether to ignore or
trust the message.
Other techniques that fall in this category are observer based techniques. A vehicle model
is used to compute whether the measurements and received information are coherent. This
technique is especially useful if the dynamics of the host vehicle depend on the dynamics of
the target vehicle. An example of such a concept is vehicles participating in a platoon or in
an IC protocol. In both situations the vehicle receives crucial information in order to keep a
safe distance from the target vehicle.

4-1-2 Chosen Anomalous Data Detection Technique

In order to implement an efficient IC protocol, it is crucial that the received information can
be trusted. Therefore, it is likely that multiple prevention and detection techniques will be
implemented in parallel. From the prevention and detection techniques listed in Figure 4-1,
one technique is chosen in this thesis to be applied on the VP protocol.
Transmitted anomalous data may be the result of a sensor fault or from an inside attacker.
Thus, it is possible that a trusted vehicle unintentionally transmits anomalous data. Fur-
thermore, no matter how secure an online system is, it is still subject to cyber attacks [105].
Although the prevention techniques listed in Figure 4-1 will greatly hinder a malicious node
in performing its cyber attack, it will not be able to completely prevent the presence of
anomalous data in the VANET.
Furthermore, as shown in Chapter 3, the anomalous data that caused a collision at the in-
tersection was altered such that it was within the physical limits. Therefore, implementing
a simple plausibility check on the received data will not filter out these cases. Finally, all
suggested IC protocols depend on transmitted data, such as time of arrival or the intended
acceleration of the surrounding vehicles. Detection techniques such as Multi-Source Verifi-
cation verify whether the location of the target vehicle at that time instant can be trusted.
Such detection techniques are thus not able to confirm the trustworthiness of the received
information, which are essential for collision avoidance. Therefore, it is chosen in this thesis
to design an observer to monitor the received information for the presence of anomalous data.
In order to incorporate the anomalous data in the observer design, the next section extends
the state-space model of the VP such that it contains the presence of anomalous data.

4-2 Extended State-Space Virtual Platooning

In order to detect the presence of anomalous data in the chosen IC technique, it is necessary
to first modify the Virtual Platooning model. The model needs to be extended such that
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it includes the possibility of receiving incorrect data from the target vehicle. As shown in
Section 3-2, it is possible to split the received data into two parts

ut,rec = ut + ∆ut. (4-1)

The first part ut represents the true control input of the target vehicle. The second part ∆ut
is the difference between what is received and what is truly implemented by the target vehicle.
When there is no difference between the received and implemented data, it is clear that ∆ut
is equal to zero. The presence of ∆ut will directly influence the dynamics of the third state
e3. Substituting Equation (4-1) in the tracking error dynamics of Equation (2-11), the third
state ė3 = ...

e will extend to the following

ė3 =
...
δ −

...
δ ref

= ȧt − ȧ− hä

= −1
τ
at + 1

τ
ut − ȧ− hä

= −1
τ
at + 1

τ
ut,rec − ȧ− hä−

1
τ

∆ut.

(4-2)

Now implementing the vehicle dynamics model (3-3) and the control law (3-1), the e3 dy-
namics become

ė3 = −1
τ
at + 1

τ
ut,rec − ȧ− h

(
−1
τ
ȧ+ 1

τ
u̇

)
− 1
τ

∆ut

= −kp
τ
e1 −

kd
τ
e2 −

1
τ
e3 −

1
τ

∆ut.
(4-3)

Finally, including the control law (3-1) used in Virtual Platooning and the extended e3 dy-
namics (4-3), the complete Virtual Platooning dynamics are equal to


ė1(t)
ė2(t)
ė3(t)
u̇(t)

 =


0 1 0 0
0 0 1 0
−kp

τ −kd
τ − 1

τ 0
kp
h

kd
h 0 − 1

h



e1(t)
e2(t)
e3(t)
u(t)

+


0
0
0
1
h

ut,rec +


0
0
− 1
τ

0

∆ut(t), (4-4)

which can be written in the compact form

ẋ(t) = Ax(t) +Bu(t) +D∆ut(t), (4-5)

where xT (t) =
[
e1(t) e2(t) e3(t) u(t)

]
. The extra input ∆ut is an unwanted and unknown

disturbance to the system that is the result of a cyber attack or a sensor fault at the target
vehicle’s side. A non-zero value of ∆ut is referred to as the unknown input to the system.
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4-3 Observer Based Anomaly Detection

A common technique to detect sensor or actuator faults is to compare the difference in esti-
mated output ŷ(t) and measured outputs y(t) —called the residual— with a threshold. This
threshold can be a simple fixed level, or can be a more complicated time varying threshold,
that for example incorporates the measurement uncertainty. From Assumption 3.1 it follows
that the tracking error of the inter-vehicle velocity e2 can be computed from measurements
and on-board sensors. Thus the output of the system (4-4) is given by

y(t) =
(

0 1 0 0
0 0 0 1

)
e1(t)
e2(t)
e3(t)
u(t)

 . (4-6)

However, there are multiple advantages in using the estimation of ∆ut(t) for anomaly detec-
tion, instead of using the output estimate ŷ(t). The first and foremost advantage is that the
estimate of ∆ut can directly be used for both the detection and mitigation process. In the
case that the presence of anomalous data is detected, with no knowledge of the size, a very
drastic mitigation technique is to come to a complete standstill and not cross the intersection.
However, using the estimate of ∆ut, a less conservative mitigation technique could be imple-
mented that does not require a complete standstill. For example, from the estimate of ∆ut
the true control input ut can be derived, as shown in Equation (4-1), which can be used to
keep a large distance from the corrupt vehicle without coming to a standstill. Furthermore,
the estimate of ∆ut gives direct insight into how the received data is altered. Therefore, the
patterns of ∆ut can later on be analyzed to help classify the incident as a fault or a cyber
attack. And finally, the estimate of ∆ut is directly used for the anomaly detection, thus, more
suitable thresholding techniques can be applied. The threshold now directly represents the
size of anomalous data that is not detected, meaning that the control method needs to be
robust enough to tolerate anomalous data below the threshold [61].
A popular technique to reconstruct the anomalous data —also referred to as the unknown
input— is by using a Kalman filter. The next subsection elaborates on how to use a Kalman
filter for anomaly detection, after which a different technique, called SMO, is introduced.

4-3-1 Kalman Filter for Anomaly Detection

A popular technique to estimate the unknown variables of a dynamical system is to use a
Kalman filter. The unknown input is included in the system as an extra state that needs
to be estimated. Since there is no knowledge on how the unknown input is generated, the
unknown input is modeled as a so-called random-walk process [115]. In discrete-time, the
process is given by

∆ut(k + 1) = ∆ut(k) + w∆ut(k) , (4-7)

where w∆ut(k) is a white noise sequence with zero mean. This random-walk process indicates
that a change in the unknown input is only determined by the white noise sequence wf (k).
Implementing the continuous time version of (4-7) to the system described in (4-4) leads to
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(
ẋ

∆u̇t

)
=
(
A D
0 0

)(
x

∆ut

)
+
(
B
0

)
ut,rec +

(
w

w∆ut

)
,

y =
(
C 0

)( x
∆ut

)
+ v,

(4-8)

where w is the process noise of the normal states x and v is the measurement noise. Further-
more, x, A, D and C are as defined in Equations (4-4) and(4-5). To implement the Kalman
filter for the reconstruction of the anomalous data, it is required to define the covariance
matrices of the process and measurement noise. The covariance matrix of the process and
measurement noise in continuous time is given by

E


 w(t)
w∆ut(t)
v(t)

 [wT (τ) wT∆ut(τ) vT (τ)
] =

 Q 0 S
0 Q∆ut 0
ST 0 R

 δ(t− τ). (4-9)

The extent to which ∆ut is accurately estimated depends on the covariance matrix Q∆ut . The
simulation result in the next subsection shows the influence of the covariance matrix Q∆ut on
the ∆ut estimation.

To be able to use the extended state-space (4-8) to reconstruct the unknown input ∆ut, it

is required that the pair
(
Ā, C̄

)
is observable, where C̄ =

(
C 0

)
and Ā =

(
A D
0 0

)
. The

observability is determined by verifying the rank of the observability matrix O.

Definition 4.1
The system (4-8) is observable if

rank(O) = n, (4-10)

where n is defined as
(

x
∆ut

)
∈ Rn. �

The rank of the observability matrix, in our case, is equal to

rank




C̄

C̄Ā

C̄Ā2

C̄Ā3

C̄Ā4



 = 5. (4-11)

Since
(

x
∆ut

)
∈ R5, the rank in Equation (4-11) is equal to n, and thus (Ā, C̄) is observable.
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Simulation Result Without Measurement Noise

Using the design from the previous section, we performed a simulation in Simulink to test the
unknown input reconstruction with and without measurement noise. The simulation consists
of two homogeneous vehicles approaching a common collision point, as can be seen in Figure
3-1. The dynamics of the vehicles are simulated according to the vehicle model described in
Equation (3-3). The unknown input ∆ut is equal to a step signal, initiated at t = 2 s, with
an initial value of 0m/s2 and a final step value of 1m/s2.

Target vehicle
The target vehicle implements a simple Cruise Control control law, given by

a = −kcc (v − vref) + aref, (4-12)

where kcc = 0.2, vref = 3m/s and aref = 0m/s2. The parameters of the vehicle are τ = 0.1,
L = 2m and St = 38.5m, where τ is related to the motor dynamics, L the length of the
vehicle and St the distance towards the common collision point.

Host vehicle
The host vehicle follows the target vehicle using the Virtual Platooning control law. Since the
two vehicles are homogeneous, the host vehicle has the same constant related to the motor
dynamics τ = 0.1, and length L = 2m. Furthermore, the parameters for the control law are
kp = 0.2, kd = 0.7, h = 0.3, r = 3 and the distance to the collision point is S = 41.5m. The
control law is given by

u̇ = 1
h

(
ut − u+ kp(δ − δref) + kd(δ̇ − δ̇ref

)
, (4-13)

where the inter-vehicle distance is defined as δ = st − s − St + S − L and the reference
inter-vehicle distance δref = r + hv.

As previously described, the process noise covariance matrix has a large influence on how
accurate the unknown input is reconstructed. The value of Q∆ut translates to how uncertain
the model (4-7) for the ∆u̇t dynamics is. A Q∆ut close to zero implies that there is no
uncertainty in the ∆ut model, meaning that there is no change in ∆ut over time. The higher
the value for Q∆ut , the more uncertain the model is, meaning that the estimate for ∆ut may
vary more over time. To illustrate this effect, the ∆ut estimation is shown for two different
values for Q∆ut . Furthermore, the state vector x is modelled without process noise, thus the
covariance matrix is set close to zero Q = 10−20I4×4. Figures 4-2 and 4-3 show the state
estimates and the ∆ut estimation, respectively, where Q∆ut = 1. Figures 4-4 and 4-5 show
the same estimates with Q∆ut = 100. When comparing the estimation of ∆ut with different
Q∆ut values, it can be seen that the rise time of the ∆ut is smaller with a higher Q∆ut value.

Simulation Result With Measurement Noise

The choice of Q∆ut also influences the sensitivity to measurement noise. A White Gaussian
noise with zero mean and variance σ = 0.0367 was added to the relative velocity measurement
e2. The variance was taken from the product sheet of a Mid-Range velocity radar developed by

E.H. Janse Master of Science Thesis



4-4 Discussion 33

Bosch [38]. Figures 4-6 and 4-7 show the state estimates and ∆ut estimation where Q∆ut = 1,
while measurement noise is present. Figures 4-8 and 4-9 show the state and ∆ut estimation,
again with measurement noise present, but with a process noise covariance matrix equal to
Q∆ut = 100. In Figure 4-7, where Q∆ut = 1, it can be seen that while the measurement
noise is present, the estimation of the unknown input is still reliable. With Q∆ut = 100, the
unknown input ∆ut estimation becomes noticeably more affected by the noise, as shown in
Figure 4-9. However, it is still possible to detect the presence of anomalous data from the
unknown input estimation.

4-3-2 Sliding Mode Observer for Anomaly Detection

Using a Kalman filter to reconstruct the unknown input depends on a linear vehicle model.
However, the research that introduces the VP-based IC, [85] uses the vehicle model from Ref.
[101], who states the following:

“This simple model used to describe the engine dynamics has proved to be useful for prelimi-
nary system level studies in longitudinal control of a platoon of vehicles,”

thereby indicating that the simple vehicle model should eventually be replaced with a more
suitable non-linear vehicle model. Therefore, a technique called Sliding Mode Observer (SMO)
is researched to reconstruct the unknown input. An SMO has as main advantage that it is
not limited to a linear model. After designing a linear SMO, only minor adjustments are
needed to transform the observer to a non-linear SMO.

An SMO is a non-linear high gain state observer, which pushes the dynamics of the observer
towards a predefined sliding surface. The sliding surface is represented by the difference
between the estimated and measured outputs (the residual), and is set to zero. The observer
feedback that pushes the dynamics towards this zero residual surface is often defined as the
sign of the surface. Since the design of the SMO is complex, the next chapter is devoted to
the design of both the linear as well as the non-linear SMO.

4-4 Discussion

In this chapter, an overview was given of the state-of-the-art on prevention and detection
techniques of cyber attacks on connected vehicles. The VP model was extended such that the
effect of the anomalous data explicitly appears in the model. And finally, Kalman filter was
designed to reconstruct the unknown input. As a contribution, it was shown in this chapter
that a Kalman filter is able to reconstruct the unknown input ∆ut. Furthermore, it was
shown that the process noise covariance matrix Q∆ut needs to be high in order to reconstruct
the unknown input, which has as a disadvantage that the measurement noise is amplified.

However, the vehicle model used in simulations to estimate the unknown input with a Kalman
filter, is a simple linear model. As stated in Section 4-3-2, the linear vehicle model will
eventually be replaced with a more suitable non-linear vehicle model. Therefore, the next
chapter elaborates on the design of an SMO to reconstruct the unknown input, since the SMO
has much more flexibility in the observer design.
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Figure 4-2: Estimation of the state vector using a Kalman filter while an unknown input is
present, without measurement noise. The process noise covariance matrix Q∆ut

= 1.

Figure 4-3: Estimation of the unknown input using a Kalman filter without measurement
noise. The process noise covariance matrix Q∆ut

= 1.
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Figure 4-4: Estimation of the state vector using a Kalman filter while an unknown input is
present, without measurement noise. The process noise covariance matrix Q∆ut

= 100.

Figure 4-5: Estimation of the unknown input using a Kalman filter without measurement
noise. The process noise covariance matrix Q∆ut

= 100.
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Figure 4-6: Estimation of the state vector using a Kalman filter while an unknown input is
present, with measurement noise. The process noise covariance matrix Q∆ut

= 1.

Figure 4-7: Estimation of the unknown input using a Kalman filter with measurement noise.
The process noise covariance matrix Q∆ut

= 1.
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Figure 4-8: Estimation of the state vector using a Kalman filter while an unknown input is
present, with measurement noise. The process noise covariance matrix Q∆ut

= 100.

Figure 4-9: Estimation of the unknown input using a Kalman filter with measurement noise.
The process noise covariance matrix Q∆ut

= 100.
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Chapter 5

Sliding Mode Observer for Anomaly
Detection

The previous chapter illustrates how a Kalman filter can be used to estimate an unknown
input of the system. However, as expressed in multiple papers [8, 86, 101], the simple linear
vehicle model should eventually be replaced with a more suitable non-linear model. To this
end, it was chosen to design a Sliding Mode Observer (SMO), which is not limited to a linear
model to reconstruct the anomalous data of the system.

The design of the SMO is taken from the two studies by Floquet et al. [34] and Yu and
Xu [124]. Thus, the novel contributions in this chapter are the combination of these two
papers, and the application of the designed SMO to the Virtual Platooning (VP) protocol.
The designed SMO is applied to both a linear as well as a non-linear vehicle model.

In this chapter, the design of the SMO is discussed. The chapter starts by shortly discussing
the general working principle of an SMO in Section 5-1. Section 5-2 explains how an SMO
can be designed such that it can be used to reconstruct unknown inputs in a linear system.
Finally, Section 5-3 expends the SMO designed for a linear system to a non-linear vehicle
model.

Remark 2
Throughout the thesis, the SMO that uses a linear vehicle model in the observer design is
referred to as the linear SMO, whereas the SMO with a non-linear vehicle model is called
the non-linear SMO. These references are introduces for brevity, however, it must be kept in
mind that both SMOs are non-linear.

5-1 Working Principle Sliding Mode Observers

An SMO is a high gain state observer that originates from Sliding Mode Control (SMC). To
better understand the working principle of an SMO, this section starts with a brief summary
of SMC.
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40 Sliding Mode Observer for Anomaly Detection

WorkingPrinciple SlidingModeControl SMC is a non-linear control method, which forces
the dynamics of the system to slide along a predefined surface [102, 124]. This predefined
surface represents a desired behaviour of the system, for example, the desired equilibrium of
the system. The sliding surface is reached by implementing a non-linear discontinuous control
law.

Consider the following non-linear system

{
ẋ = f(x, t) + u(t),
y = Cx(t),

(5-1)

where x ∈ Rn is a state vector, u ∈ Rm the control vector and y ∈ Rp the system outputs.
To push this system towards the origin x = 0, the sliding surface is chosen to be x1 + x2 +
... + xn = 0, where s(x) = x1 + x2 + ... + xn is referred to as the switching function. The
discontinuous control law switches from one continuous function to another based on the state
of the switching function

ui =
{
u+
i (x, t), if si(x) > 0,
u−i (x, t), if si(x) < 0,

(5-2)

where i stands for the i-th output y. The control input u+
i (x, t) ensures that the change

in the switching function is negative (ṡi(x) < 0), which causes the value of si(x) to decrease
towards zero. The control input u−i (x, t) represents a positive change in the switching function
(ṡi(x) > 0).

Advantages and Disadvantages Sliding Mode Control Sliding Mode control has as the
main advantages that it is robust against model uncertainties, can reach the sliding surface in
finite time due to the discontinuous non-linear control law, and finally, the SMC is applicable
to non-linear systems. However, the discontinuous control law introduces a chattering effect
once the sliding surface is reached. Both functions that are part of the control law (5-2)
push the switching function towards the other side of the sliding surface, which causes the
chattering effect (see Figure 5-1). Systems where the control is executed by a mechanical
component will experience faster wear due to the high frequency switching function. This
initially resulted in a decrease in popularity of SMC. Recently, many techniques have been
introduced in the literature to circumvent this chattering effect [11, 12, 31, 67].

Working Principle Sliding Mode Observer Observers designed for anomaly detection are
not included in the control loop, thus, the chattering effect will not pose a limitation on the
physical system. Therefore, using the SMO for fault detection is an interesting application.

Consider again the system defined in Equation (5-1). When designing an observer for this
system, the desired dynamical behaviour is for the difference between the measured and
estimated outputs —the residual— to go to zero. Thus the switching function is defined as

s(x̂, y, t) = Cx̂(t)− y(t), (5-3)
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Figure 5-1: Switching function SMC.

and the sliding surface as

s(x̂, y, t) = 0. (5-4)

Including the state estimation with a simple feedback law that pushes the output estimation
error (5-3) to zero is given by

˙̂x = f(x̂, t) + u(t) + Lv(x̂, y, t), (5-5)

where L is the feedback matrix and v ∈ Rp is the discontinuous output injection signal equal
to

v(x̂, y, t) = −ρ sign (s (x, y, t)) , (5-6)

where ρ > 0 is a design parameter. When the switching function has reached the sliding
surface, the residual slides amongst the sliding surface defined in Equation (5-3).

Definition 5.1
After the switching function reaches the sliding surface, the injection signal that is necessary
thereafter to maintain the sliding motion is called the equivalent injection signal [29]. �

5-2 Sliding Mode Observer Applied to Linear Systems

Edwards and Spurgeon [29] provide a method to use an SMO for the reconstruction of the
unknown input. The authors show that in the case that an SMO meets two important
requirements, it is possible to reconstruct the unknown input from the equivalent injection
signal, defined in Definition 5.1. Unfortunately, for the system described in (4-4), one of the
conditions —called the ranking condition— does not hold. Therefore, a technique introduced
by Floquet et al. [34] is implemented to circumvent this condition.
Since the design of the SMO is quite complex, this section is divided into multiple parts.
First, the concept Unknown Input Observer (UIO) is explained, and how the SMO should be
designed to behave like a UIO. Next, it is shown how the unknown input can be retrieved from
the equivalent input injection. Thereafter, the technique on how to circumvent the ranking
condition is elaborated. And finally, the process on how to design the design matrices of the
SMO is shown.
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5-2-1 Unknown Input Sliding Mode Observer

A specific class of observers that is resilient against unknown inputs, is called a UIO. In order
for an observer to behave like a UIO, two conditions must be met, which will be defined later
on. Edwards and Spurgeon [29] translate these conditions into the design of the SMO, such
that the SMO behaves like a UIO. Before the SMO is explained, the definition for a UIO is
given below.

Unknown Input Observer UIOs are generally used in a specific fault detection set-up. In
such a set-up, the unknown inputs are expected and should not lead to false positives. For
example, a fault observer is designed for a wind turbine. However, there is no model for the
effects of the wind on the blades, thus, the wind is an unknown input to the system. Using
a UIO, the state estimates can be decoupled from the unknown input, such that the residual
can be further analyzed for the presence of faults.

Definition 5.2 Unknown Input Observer [19]
An observer is defined as an unknown input observer if the state estimation error of the
system approaches zero asymptotically regardless of the presence of the unknown input. �

Unknown Input Sliding Mode Observer To design an SMO for the system described in
Equations (4-4) and (4-6) that behaves like a UIO, the necessary and sufficient conditions,
given in [29], are

• rank(CD) = rank(D);

• Invariant zeros of (A,D,C) lie in the left half plane.

These conditions are the same as for a regular UIO, where the ranking condition is often
referred to as the matching condition. Intuitively, the matching condition implies that the
effects of the unknown input are directly visible in the system’s output. Thus, making it
possible to directly adjust the observer output independent of the unknown input. The
second condition is necessary to design a stable SMO, since the invariant zeros of a system
cannot be canceled out with a control law.

When these conditions hold, it is possible to design an SMO that stays on the sliding surface,
independent of the unknown input [29]. Once the switching function reaches the sliding
surface, the equivalent injection signal can be used to reconstruct the unknown input. The
SMO, proposed by Floquet et al. [34], is given by

˙̂z = Āẑ + B̄u+Gl(y − C̄ẑ) +Gnvc(y − C̄ẑ), (5-7)

where Gl and Gn are design matrices, z is a state transformation of x, and vc is the injection
signal that pushes the observer dynamics towards the sliding surface. Transforming the state
x by z = T0x will aid the stability proof of the SMO. The precise formulation of the matrices
Gl and Gn will be given in Section 5-2-3. The sliding surface of the SMO (5-7) is defined as
the output estimation error
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s(x, y, t) = y(t)− C̄ẑ(t) = 0. (5-8)

In order to push the observer dynamics towards the sliding surface, a discontinuous injection
signal is implemented. However, instead of using the injection signal suggested in Ref. [34],
the injection signal from Ref. [124] is used in this thesis. The reason for using a different
injection signal is that this injection signal guarantees quadratic stability of the sliding mode
dynamics, as is shown in Appendix B. The injection signal is given by

vc =

−ρ(t)||P0D2|| εy||εy || , if εy 6= 0,
0, otherwise.

(5-9)

where εy = y − ŷ, and ρ ≥ γ + µ, with µ > 0. Again, the matrices P0 and D2 will be defined
in Section 5-2-3. The variable γ(t) represents the upper limit of the unknown input ∆ut

||∆ut(t)|| ≤ γ(t). (5-10)

Remark 3
The function γ(t) represents the upper bound of the unknown input reconstruction. A logical
choice for γ would be to incorporate the physical limits on ut. Anything that is below this
limit cannot be detected with a simple data plausibility check, but can still cause dangerous
situations on the intersection. The function γ(t) can either be time varying or constant.

Reconstructing the unknown input Once the sliding surface is reached, the unknown input
can be reconstructed from the equivalent input injection. The dynamics of the sliding surface,
using the SMO from Equation (5-7), are equal to

ṡ = C̄ ˙̄ε = C̄(Ā−GlC̄)ε̄+ C̄D̄∆ut − C̄Gnv(C̄ε̄), (5-11)

where ε̄ is the state estimation error ε = T−1
0 x − ẑ. Designing Gn and Gl according to the

procedure from Section 5-2-3, ε̄ = 0 is a stable equilibrium of the state estimation error
dynamics ˙̄ε. Thus the sliding surface dynamics (5-11) are simplified into

ṡ = C̄D̄∆ut − C̄aGnveq(C̄ε̄) = 0, (5-12)

where veq(·) indicates the equivalent output injection needed to maintain the sliding motion
on s = 0. Thus, for the equality (5-12) to hold, it is necessary that the equivalent input
injection compensates for the unknown input

C̄Gnveq(C̄ε̄) = C̄D̄∆ut. (5-13)

Multiplying both sides of Equation 5-13 with the pseudo inverse of C̄aD̄ leads to an estimate
of the unknown input ∆ut

∆ût = (C̄D̄)+C̄Gnveq. (5-14)
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From Equation (5-13) it becomes clear why the ranking condition is so important. In the case
that the ranking condition does not hold, the maximum amount of unknown inputs that can
be reconstructed from Equation (5-14) is equal to rank(CD). From equation (4-4) it follows
that

(C̄D̄)+ =
[
0 0

]
. (5-15)

Thus, the unknown input cannot be reconstructed from Equation (5-14). The next section
implements a technique from Ref. [34] to still meet the requirement.

5-2-2 Fitting the Ranking Condition

A simple check shows that the Virtual Platooning dynamics (4-4) do not fulfill the ranking
condition

rank(D) = rank




0
0
− 1
τ

0


 = 1,

rank(CD) = rank


[
0 1 0 0
0 0 0 1

]
0
0
− 1
τ

0


 = 0 6= rank(D).

(5-16)

In order to fulfill the ranking condition, Floquet et al. [34] suggest to estimate extra auxiliary
outputs until the ranking condition is fulfilled. The authors include a method that helps
determine how many auxiliary outputs are needed, and from which available system outputs
they need to be obtained. From the following inequality the variable uj is determined

CjA
kD = 0, ∀k < uj − 1,

CjA
uj−1D 6= 0.

The notation Cj denotes the jth row of the system output matrix C. The expression above
indicates the amount of times yj needs to be differentiated in order for the unknown input
to explicitly appear [34]. From the variables uj , a new output matrix Ca is formed that does
fulfill the ranking condition. Selecting u1 = 2 and u2 = 1, the following Ca matrix is retrieved

Ca =

 C1
C1A

u1−1

C2

 =

 C1
C1A
C2

 =

0 1 0 0
0 0 1 0
0 0 0 1

 , (5-17)

which is not unexpected, since the dynamics of the vehicle are a chain of differentiators. Next,
the new system output ya containing the extra auxiliary output is defined as
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ya =

 y1
v(y1 − y1

1)
y2

 , (5-18)

where the y1
1 dynamics are

ẏ1
1 = v(y1 − y1

1) + C1Bu. (5-19)

The signal v(y1 − y1
1) is the injection input used in a step-by-step observer [35, 66]. The

step-by-step observer is given as

{
v(y2 − y1

2) = φ(y1 − y1
1) + λ|y1 − y1

1|
1
2 ,

φ̇(y1 − y1
1) = α sign(y1 − y1

1),
(5-20)

where λ, α > 0 are design constants. After a finite time, the auxiliary output will tend towards
C1A, thus ya = Cax. Using the new Ca matrix and state outputs ya, the ranking condition
is satisfied

rank(CaD) = 1 = rank(D).

Replacing C and y from Equation (5-7) with Ca and ya, respectively, the new SMO is as
follows

˙̂z = Āẑ + B̄u+Gl(ya − C̄aẑ) +Gnvc(ya − C̄aẑ). (5-21)

After a finite time, the auxiliary output vector ya will equal ya = C̄aẑ = ε̄. Thus, Equation
(5-14) can be used to reconstruct the unknown input ∆ut.

5-2-3 Design of the Sliding Mode Observer

Using the new system containing the auxiliary output, it is possible to design an SMO con-
forming to the UIO requirements.

State Transformation The first step in designing an SMO is to apply a change of coordinates
to the model of Equation (4-4), which helps the design process and stability proof of the
observer. When the ranking condition is met, and there are no invariant zeros in the right-
half plane, it is possible to apply the following change of coordinates to the Virtual Platooning
model

Ā =

 Ā11 Ā12

Ā211
Ā212

Ā22

 , D̄ =
[

0
D̄2

]
, C̄a =

[
0 T

]
, (5-22)
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where Ā11 ∈ R(n−p)×(n−p) and Ā211 ∈ R(p−q)×(p−q) are a detectable pair, D̄2 ∈ Rq×q is
nonsingular and T ∈ Rp×p is orthogonal. Furthermore, the invariant zeros of (A,D,Ca) are
the unobservable modes of Ā11 and Ā211. The control input matrix B̄ does not require a
special structure, thus is just the result of the matrix transformation to bring (A,D,Ca) in
the required structure.

The system as described in Equation (4-4) has no invariant zeros. However, in order to apply
the design procedure to obtain the matrices Gn, Gl and P0, it is necessary that Ā11 is negative
definite. Thus the matrix transformation, while obeying both the requirements for ref. [34]
and [124] leads to

Ā =


−0.6667 −2.6667 −1.333 0
−0.6667 −2.6667 −2.333 0

0 0 0 1
−2.0 2.0 −7.0 −10.0

 , D̄ =


0
0
0

−10.0

 ,

C̄a =

 0 0 −1 0
0 0 0 −1
0 1 0 0

 , B̄ =


3.333
3.333

0
0

 ,
(5-23)

where the same values for the VP parameters are used as defined in Section 4-3-1. The state
transformation matrix T0 is equal to

T0 =


−1 0 0 1
0 0 0 1
0 −1 0 0
0 0 −1 0

 . (5-24)

Construction of the Design Matrices In order to reconstruct the unknown input ∆ut, it
is important that ε̄ = 0 is a stable equilibrium of (5-11) [34]. To achieve the equilibrium
ε̄ = 0, the matrices Gn, Gl and P0 need to be designed appropriately. Therefore, the design
procedure from Ref. [124] is followed to obtain the needed matrices.

In Appendix B, the stability is proved by using the Lyapunov candidate function V(ε̄) = ε̄P̄ ε̄,
where the matrix P̄ is defined as

P̄ =
[
P̄1 P̄1L̄
L̄T P̄1 P̄2 + L̄T P̄1L̄

]
≥ 0, (5-25)

with P̄1 ∈ R(n−p)×(n−p) and P̄2 ∈ Rp×p. The feedback matrix Gn is constructed by using the
matrices L and P2 from (5-25)

Gn =
[
−L̄T T
T T

]
P−1

0 . (5-26)
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The matrix T is part of the C̄a matrix after the transformation (5-22), and P0 is defined as

P0 := T P̄2T
T . (5-27)

Next, the matrices Gl and P̄ are obtained by solving the following inequality

ĀT P̄ + P̄ Ā− P̄GlC̄a − C̄Ta GTl P̄ + P̄WP̄ + P̄GlC̄aG
T
l P̄ < 0, (5-28)

while minimizing trace(P−1). The matrix W is a symmetric positive definite design matrix.
When this inequality holds, the Lyapunov candidate guarantees that the SMO is quadratically
stable [124]. Substituting Gl = P−1CTV −1 leads to

P̄ Ā+ ĀT P̄ − C̄Ta V −1C̄a + P̄WP̄ < 0, (5-29)

where V is again a symmetric positive definite design matrix. Using the Schur complement
on (5-29), the inequality (5-29) can be solved while minimizing trace(P−1) with the following
LMIs

minimize
P11,P121,P22,X̄

trace(X̄)

subject to
[
P̄ Ā+ ĀT P̄ − C̄Ta V −1C̄a P̄

P̄ −W−1

]
< 0,[

−P̄ I

I −X̄

]
< 0,

P̄ =
[
P11 P12
P T12 P22

]
> 0,

(5-30)

where P12 has the structure P12 =
[
P121 0

]
. The authors from Ref. [124] state that minimiz-

ing trace(X̄) is equal to minimizing trace(P−1) due to the condition
[
−P̄ I
I −X̄

]
< 0. Applying

this design procedure to the model (5-23) leads to the following Gn and Gl

Gl =


0 0 0

−53.194 −385250 172910
−44478 −153.48 53.194
−153.48 −1.2e+ 06 385250

 , Gn =


0.74471 5393.5 −2420.7
−0.53194 −385.25 172.91
−44.478 −0.15348 0.053194
−0.15348 −1200 385.25

 .
(5-31)

5-3 Sliding Mode Observer Applied to Non-Linear Systems

In this section a non-linear extension of the SMO designed for linear systems is discussed.
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5-3-1 Non-Linear Vehicle Model

The simple linear vehicle model from Equation (3-3) is replaced with the non-linear model
suggested in Ref. [101]. The authors take the following model for the motor dynamics

Ḟ = −F
τ

+ u

τ
, (5-32)

where τ is the lag related to the engine dynamics, F is the driving force produced by the
engine and u is the control input. Next, the longitudinal forces on the vehicle are given by

ma = F −Kdv
2 − dm, (5-33)

where m is the mass of the vehicle, Kd is the aerodynamic drag coefficient and dm is the
mechanical drag on the vehicle. It is notable that the mechanical drag is modeled as a
constant, which is a simplification of the true mechanical drag. Differentiating Equation
(5-33) over time, and substituting Ḟ from Equation (5-32) and F from Equation (5-33), the
following non-linear vehicle model is obtained

ȧ = −1
τ
a+ 1

mτ
u− 2Kd

m
va− Kd

mτ
v2 − dm

mτ
. (5-34)

5-3-2 Sliding Mode Observer for Non-Linear Vehicle Model

As shown below, the dynamics from (5-34) can be split into a linear and a non-linear part

ȧ = −1
τ
a+ 1

mτ
u+

(
−2Kd

m
va− Kd

mτ
v2 − dm

mτ

)
︸ ︷︷ ︸

g

,
(5-35)

where g represents the non-linear dynamics, and the remaining part the linear dynamics.
Using this new formulation of ȧ, the VP dynamics are extended accordingly

ė3 = ȧt − ȧ− hä

= −1
τ
at + 1

mτ
ut + gt(vt, at) + 1

τ
a− 1

mτ
u− g(v, a)− h

(
−1
τ
ȧ+ 1

mτ
u̇+ ġ(v, a)

)
= − kp

mτ
e1 −

kd
mτ

e2 −
1
τ
e3 + gt(vt, at)− g(v, a)− ġ(v, a)︸ ︷︷ ︸

gtot

− 1
mτ

∆ut.
(5-36)

Using Equation (5-36), the complete state dynamics are given by
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
ė1(t)
ė2(t)
ė3(t)
u̇(t)

 =


0 1 0 0
0 0 1 0
− kp
mτ − kd

mτ − 1
τ 0

kp
h

kd
h 0 − 1

h



e1(t)
e2(t)
e3(t)
u(t)

+


0
0

gtot(vt, at, v, a)
0



+


0
0
− 1
mτ
0

∆ut(t) +


0
0
0
1
h

ut,rec,

(5-37)

which is represented in a compact form by

ẋ(t) = Ax(t) +But,rec +G(vt, at, v, a) +D∆ut. (5-38)

The new non-linear SMO is simply the linear SMO, extended by the non-linear dynamics
Ḡ(T−1

0 ẑ)

˙̂z = Āẑ + B̄u+Gl(y − C̄aẑ) +Gnvc(y − C̄aẑ) + Ḡ(T−1
0 ẑ), (5-39)

where Ḡ = T0G is obtained from using the state transformation T0 as defined in Equation
(5-24).

Estimating theNon-LinearDynamics In order to include the non-linear dynamicsG(vt, at, v, a)
in the SMO, the variables at and vt need to be retrieved from the state estimates ê. One way
to do this is by using the following equations

v̂t = ê2 + v + ha, (5-40)
ât = ê3 + a+ hȧ. (5-41)

As can be seen from the equations defined above, only locally available variables are required.
Next, an estimate of g is obtained

ĝtot(v̂t, ât, v, a) = ĝt(v̂t, ât)− g(v, a)− ġ(v, a), (5-42)

where

ġ(v, a) = −2Kd

mτ
va− 2Kd

m
a2 − 2Kd

m
ȧv. (5-43)
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5-4 Discussion

In this chapter, the design for both the linear and the non-linear SMO are provided. One
thing that immediately becomes clear, is that the design process is more complex than the
Kalman filter from Chapter 4. However, after implementing the design process, the only two
design matrices that need to be tuned are V and W . The matrices V and W are symmetric
positive definite matrices, with the dimensions of V ∈ Rp×p corresponding to the output size
p and W ∈ Rn×n to the state dimensions n. Furthermore, to construct a non-linear SMO,
it is only necessary to extend the linear SMO with the non-linear dynamics, which is not
possible with the Kalman filter.

Furthermore, it must be noted that even though the observers are specifically designed for the
VP concept, the approach can be used for other Intersection Controllers (ICs) as well. The
observer for the unknown input must be redesigned such that it estimates the variable crucial
for the anti-collision constraint, shared via the Vehicular Ad-Hoc Network (VANET). For
example, the MPC based IC from Ref. [63] relies on the safe distance di,j between vehicles i
and j on the intersection. The observer can be redesigned to obtain an estimation of ∆di,j .

In this chapter, the design concepts where mainly taken from Ref. [34] and [124]. Thus, the
contributions in this chapter were the combination of the SMO design from both researches,
and the application of the SMO to the VP protocol. To combine the papers, the state trans-
formation z = T0x was adjusted to fit the design for both the papers [34, 124]. Furthermore,
a different injection signal than suggested in [34] was implemented, since the new injection
signal guarantees quadratic stability of the SMO.

Furthermore, the SMO was extended with a non-linear vehicle model to reconstruct the
unknown input transmitted by the target vehicle, which has not been done before in the
literature. To test the performance of the SMO, the next chapter provides simulations of
both the linear as well as the non-linear SMO.
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Chapter 6

Simulation Results

In this chapter, the performance of the Sliding Mode Observer (SMO) is analyzed using
simulation results. The simulation consists of two vehicles approaching an intersection towards
a common collision point, while the transmitted data of the target vehicle is subject to data
alteration. The goal is to reconstruct the altered data with an SMO, while only using locally
available data and the data received from the target vehicle.

Multiple novel contributions are provided in this chapter. First of all, for the first time the
SMO as designed in Chapter 5 is applied to an Intersection Control (IC) technique subject to
data alteration in simulations. Secondly, the SMO is adjusted such that an adequate unknown
input reconstruction is obtained while the used data is subject to measurement noise. And
finally, the non-linear SMO is tested on a non-linear vehicle model, which has not been done
before in the literature.

The chapter is divided into two parts. The first part provides the simulation results of the
SMO while the dynamics of the vehicle are produced with the simple linear vehicle model from
Equation (3-3). The second part shows the simulation results of the SMO while the dynamics
of the vehicle are represented by a non-linear vehicle model, given in Equation (5-34).

Remark 4
As a reminder, the following remark is repeated. The SMO that uses a linear vehicle model in
the observer design is referred to as the linear SMO, whereas the SMO with a non-linear vehicle
model is called the non-linear SMO. These references are introduces for brevity, however, it
must be kept in mind that both SMOs are non-linear.

6-1 Simulation Result Linear Sliding Mode Observer

The same simulation set-up and settings as described in Section 4-3-1 are used throughout
this chapter. In Appendix A, the Simulink set-up of the SMO is included. Again, for clarity,
the simple linear vehicle dynamics used in the simulations are repeated below
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ȧi = −1
τ
ai + 1

τ
ui, (6-1)

where the subscript i stand for the i-th vehicle.

First, the simulation result for the unknown input reconstruction is shown without measure-
ment noise, whereafter the result with measurement noise is shown.

6-1-1 Simulations without measurement noise

The linear SMO designed in the previous chapter, containing the auxiliary output matrix Ca
and vector ya are given by ˙̂z = Āẑ + B̄u + Gl(y − C̄aẑ) + Gnvc(ya − C̄aẑ), after which the
unknown input ∆ut can be reconstructed by using ∆ût = (C̄aD̄)+C̄aGnveq.

To reconstruct the unknown input, the first step is to estimate the auxiliary output to be
able to form ya. In the absence of measurement noise, it is possible to directly apply the step-
by-step observer given in Equation (5-20). The top panel of Figure 6-1 shows the estimation
of the auxiliary output e3 and the bottom panel shows the estimation error. The estimation
error has a sudden spike at t = 2s, which is caused by the initialization of a nonzero ∆ut.
Using ya, the states are estimated, as is shown in Figure 6-2. The chattering effect, which
is introduced by the discontinuous injection signal, is clearly visible in the sliding surface
dynamics ṡ, as is shown in Figure 6-3. Finally, the estimation of the unknown input ∆ut is
reconstructed from the equivalent input injection. As can be seen in Figure 6-4, the unknown
input ∆ut is almost exactly reconstructed.

6-1-2 Simulations with measurement noise

Both the step-by-step observer and the SMO are high-gain observers, which results in fast
observer dynamics. However, a big disadvantage with high-gain observers is that the mea-
surement noise is amplified. Therefore, the step-by-step observer is replaced by a robust exact
differentiator [69], in order to obtain an estimate of e3 while measurement noise is present.
Figures 6-5, 6-6 and 6-7 show ê3, x̂, ṡ and ∆ût, respectively. As can be seen in Figure 6-5,
there is a large estimation error at t = 0s and t = 2s. Both estimation errors are caused by
the high rate of change of the variable e3.

Even though the robust exact differentiator is able to estimate e3, the estimate still contains
noise, as can be seen in Figure 6-5. The SMO was not designed to handle measurement noise,
thus the injection signal (5-9) tries to compensate for the estimation error caused by the
measurement noise. This increases the noise in the ∆ut estimation. In order to remove the
high frequency noise, a first order low-pass filter was added to ∆ut. A low-pass filter removes
the high frequency signal at the specified cut-off frequency. The transfer function from input
to output is given by

Y (s)
U(s) = 1

1
wc
s+ 1

, (6-2)

where wc is the cut-off frequency. The lower the cut-off frequency, the higher the delay in
the ∆ut estimation. Figure 6-8 shows the ∆ut estimation for different cut-off frequencies. A
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clear trade-off is visible between noise reduction and estimation delay. For now, the cut-off
frequency wc = 20 is chosen, since the ∆ut estimation is still fast while the noise is reduced.
From figure 6-8, two effects are immediately noticeable. Firstly, the ∆ut estimation has a
large peak at t = 0 s, and secondly, there is a slight miss-match in the estimated and true
∆ut from t = 0.5 s to t = 2 s. Both effects are explained when looking at the e3 estimation
in Figure 6-5. A large miss-match is observable in the e3 estimation at t = 0 s, whereafter
the miss-match becomes smaller, but is still non-zero. The same phenomenon is also visible
in the sliding dynamics, as shown in Figure 6-7. The sliding dynamics show a large peak at
t = 0 s, after which a small miss-match is visible in the bottom panel until t = 2 s.

6-1-3 Discussion Linear Sliding Mode Observer

In the absence of measurement noise, the SMO can almost exactly reconstruct the unknown
input. However, while measurement noise is present, the step-by-step observer and the SMO
cannot reconstruct the unknown input sufficiently. Therefore, we replaced the step-by-step
observer with a robust exact differentiator. Additionally, the ∆ut estimation is filtered with
a low-pass filter to reduce the high frequency noise.
Instead of using a low-pass filter, multiple concepts are suggested in the literature in order to
make the SMOmore robust [18, 54, 121, 128]. For example, Xing-Gang Yan and Edwards [121]
suggest to model the measurement uncertainties as an extra unknown input, and decouple the
estimated measurement noise from the fault reconstruction. However, due to time limitations,
in this thesis the low-pass filter was used.
In the simulations, the dynamics of the vehicles are now produced according to the simple
linear vehicle model. Therefore, the linear SMO is able to almost perfectly reconstruct the
unknown input. In a more realistic setting, the vehicles will not behave according to the
simple linear vehicle model. Furthermore, in the simulations, the vehicles were assumed to
be homogeneous, which is also not expected in a more realistic setting.

6-2 Simulation Result Non-Linear Sliding Mode Observer

The performance of the non-linear SMO was tested by comparing the ∆ut estimation obtained
from the SMO described in Equation (5-39) with the result obtained from a linear Kalman
filter. Two homogeneous vehicles approach an intersection from distinct trajectories, with a
common collision point.

Non-Linear Vehicle Model The dynamics of both the target vehicle and the host vehicle
are generated by using the non-linear vehicle model described in Equation (5-34). For clarity,
the non-linear model is provided again below

ȧ = −1
τ
a+ 1

mτ
u− 2Kd

m
va− Kd

mτ
v2 − dm

mτ
(6-3)

The simulations are performed without the presence of measurement noise. The coefficients
are chosen to equal m = 1 kg, Kd = 0.5, dm = 0N and τ = 0.1 s. For simplicity, only the
aerodynamic drag is considered, which leads to the mechanical drag dm = 0N .
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Figure 6-1: Auxiliary output e3 estimation using the step by step observer. Top: real (blue)
and estimated (red) e3. Bottom: estimation error.

Figure 6-2: The true states (blue) of the Virtual Platooning (VP), and the estimated states
(red) using the SMO.
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Figure 6-3: Sliding surface of Caε. The sudden spike at t = 2s is caused by the initialization
of ∆ut.

Figure 6-4: The true (blue) and estimated (red) ∆ut using the SMO.
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Figure 6-5: e3 estimation using the robust differentiator. Top: real (blue) and estimated (red)
e3. Bottom: estimation error.

Figure 6-6: The true states (blue) of the VP, and the estimated states (red) using the SMO
while measurement noise is present.

E.H. Janse Master of Science Thesis



6-2 Simulation Result Non-Linear Sliding Mode Observer 57

Figure 6-7: Sliding surface of Caε̄ while measurement noise is present. The sudden spike at
t=2s is caused by the initialization of ∆ut. The spike is out of scope of the figures to clearly
show the chattering effect of the switching function.

The mass of the vehicle is chosen to equal 1 kg, since a higher value would require the re-
designing of the parameters kp, kd and kcc, which is not the aim of this simulation. Indeed, a
higher value of m would lead to a redesign of the parameters due to the fact that the control
input is multiplied with 1

mτ , as can be seen in Equation (6-3).
The coefficient Kd = 0.5 is an average value for a standard passenger car calculated by
Kd = 2Fd

ρAv2 , where Fd is the drag force on the vehicle, ρ the density of the air and A the
frontal area of the vehicle. The remaining parameters are as specified in Subsection 4-3-1.

Kalman Filter for Anomaly Detection First, the Kalman filter is used to estimate the un-
known input from the data produced by the non-linear vehicle model. Since m = 1 kg, the
Kalman filter defined in Equation (4-8) does not need to be redesigned. However, the process
noise covariance matrix is set to

Q =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 100

 , (6-4)

since the Kalman filter expects the states e to behave according to the linear model.
Figures 6-9 and 6-10 show the state and ∆ut estimation, respectively. As can be seen, the
∆ut estimation does not follow the true ∆ut.

Sliding Mode Observer for the Non-Linear Vehicle Model The non-linear SMO defined
in Equation (5-39) is used to reconstruct the unknown input. Since the linear part of the
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Figure 6-8: True (red) and estimated (blue) ∆ut with different cut-off frequencies of the
low-pass filter.

non-linear SMO has stayed the same, the design matrices Gn, Gl and P0 as defined in Section
5-2-3 can be used.
Figures 6-11 and 6-12 show the state and ∆ut estimation, respectively, obtained from the
non-linear SMO. The estimation of the states and ∆ut are almost a perfect overlay of the
true states and unknown input.

6-2-1 Discussion Non-Linear Sliding Mode Observer

Comparing the unknown input estimation obtained from the non-linear SMO with the Kalman
filter results shows a large improvement. The linear Kalman filter is not able to correctly
estimate the unknown input anymore when applied to the non-linear vehicle dynamics, while
the non-linear SMO shows an almost perfect estimation as can be seen in Figure 6-12.
Even though the result is promising, an important question comes to mind. In a realis-
tic scenario, the vehicles will not be homogeneous. With the linear vehicle model, only the
parameter τ was unknown from the target vehicle, whereas with the non-linear model, the pa-
rameters τ , m, Kd and dm are unknown, which is crucial information for the non-linear SMO.
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Thus, in the case of heterogeneous vehicles for both the linear as for the non-linear SMO,
the parameters relevant in the vehicle model somehow need to be obtained. The European
Telecommunications Standards Institute (ETSI) does provide communication protocols where
this type of information is shared in the messages [52]. However, that also means that this in-
formation could be subject to data alteration. It is therefore important to further investigate
more the more realistic scenario where the vehicles are not homogeneous.

6-3 Discussion

The contributions in this chapter were the application of the designed SMOs in simulations.
The simulations show very promising results, where in both the linear and the non-linear case
the unknown input is almost exactly reconstructed. However, in the presence of measure-
ment noise, the performance quickly degrades. As a solution, the step-by-step observer was
exchanged with a robust exact differentiator, and a first order low-pass filter was added to
the ∆ut estimation. The low-pass filter introduces a delay in the estimation of the unknown
input. Using one of the methods suggested in the Literature (e.g., [18, 54, 121, 128]) to
improve the robustness of the SMO might lead to a better trade-off between the performance
of the unknown input estimation and the noise reduction. It is therefore recommended in
future research to further investigate these methods.

The non-linear SMO shows very promising results in simulations. However, both the sim-
ulations for the linear and non-linear SMO do not consider network induced complications,
such as communication delay, actuator delay, discretization of the control methods and pack-
age loss. Therefore, the next chapter shows the performance of the SMO in experiments to
analyze the performance in a more realistic setting.
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Figure 6-9: State estimation of data produced by a non-linear vehicle model using a linear
Kalman filter.

Figure 6-10: Unknown Input ∆ut estimation of data produced by a non-linear vehicle model
using a linear Kalman filter.
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Figure 6-11: State estimation of data produced by a non-linear vehicle model using a non-
linear SMO.

Figure 6-12: Unknown Input ∆ut estimation of data produced by a non-linear vehicle model
using a non-linear SMO.
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Chapter 7

Experimental Results

The previous chapter showed promising simulation results of the unknown input reconstruc-
tion of vehicles subject to a False Data injection cyber attack while obeying an Intersection
Control (IC) protocol. However, the simulations do not include the network induced com-
plications, such as communication delay and package loss. Thus, in order to analyze the
performance of the Sliding Mode Observer (SMO) in a setting closer to reality, the SMO is
tested on a experimental set-up containing small electric vehicles.
The test set-up used for the experiments is a racing track with programmable racing cars,
called Anki Overdrive [6]. The track is built by connecting different parts together, such as
turns or intersections. An example of such a track is shown in Figure 7-1a. The vehicles have
an internal path following controller, thus only the longitudinal control had to be implemented.
This chapter begins with a short explanation of the experimental set-up, whereafter the
challenges of the set-up are discussed. Next, it is shown how the parameters were designed
that are used in the experiments. Finally, the results for the linear and non-linear SMO are
presented.

7-1 Experimental set-up

In the experimental set-up, the aim is to resemble the simulation set-up as described in
Chapter 6 as close as possible. However, especially the communication between the vehicles
is different from the simulation set-up, which will be shown in this section.
This section begins with a short description of the experiment, after which the discrete control
law is elaborated. And finally, it is explained how the vehicles measure their position and
velocity, and how the communication protocol is implemented.

7-1-1 Experiment Description

Two Anki Overdrive vehicles drive on a track as shown in Figure 7-1b, towards the intersection.
In Figure 7-1b, the starting positions and directions of the target vehicle and the follower
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(a) Anki Overdrive track and vehicles example
from [6].

(b) Used track set-up in experiments. Start-
ing position of the target vehicle (1), and the
follower vehicle (2) are indicated in the fig-
ure.

Figure 7-1: Anki Overdrive tracks.

vehicle are indicated. The target vehicle —which is subject to data alteration— is driving
in cruise control mode, and the follower vehicle implements the Virtual Platooning (VP)
protocol.
After a few seconds, the data broadcasted by the target vehicle is subject to data alteration.
Instead of receiving the true implemented control input ut, the follower vehicle receives urec =
ut + ∆ut. Two different ∆ut signals are tested. The first signal is a step signal, with final
step value 100mm/s2. The second signal is a sine wave with an amplitude of 50mm/s2 and
a period of T = 2.5 s. The collected data from the experiments is afterwards implemented in
the SMO in order to reconstruct the altered data ∆ut.

7-1-2 Discrete Control Law

The control methods are all implemented in discrete-time with a constant sampling time
tk = kH, where H is the sampling size and k ∈ Z+. The discrete-time version of Cruise
Control is

u(k + 1) = −kcc(v(k)− vref) + aref. (7-1)

The discrete-time version of the VP control mode is obtained by using the forward Euler
method

u(k + 1) = u(k) +H
1
h

(ut(k)− u(k) + kpe1(k) + kde2(k)) , (7-2)

The settings of the parameters used in the experimental set-up are defined in Section 7-3.

7-1-3 Anki Overdrive Characteristics

This section summarizes how the state of the vehicles are measured, and how the vehicles
communicate with each other.
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(a) The layers present in an Anki track from [6]. (b) Example of location information that the embed-
ded encoding patterns (red) contain on each track piece
(green) from [6].

Figure 7-2: Structure of an Anki track.

Measurements The Anki vehicles measure their position and velocity by scanning an em-
bedded encoding pattern in the tracks with an infra-red sensor. Figure 7-2a shows that the
Anki tracks consist of three layers. The middle layer contains the embedded encoding pat-
terns used to determine the location of the vehicle. The bottom and top layers are for support
and protection.

The scanned patterns contain information about the ID of the track piece, and the specific
location on this track. Figure 7-2b shows a straight piece with four possible lane position
codes displayed in red. Each piece has 16 of such lane markers. The velocity of the vehicles
is also deducted from the lane markers with an internal controller. Since the position and
velocity measurements are only updated when the lane markers are passed, the measurements
are event-triggered.

Communication The Anki vehicles cannot communicate with each other, or measure the
state of the other vehicle. Therefore, a different method is implemented to imitate the
Vehicular Ad-Hoc Network (VANET) protocol. Figures 7-3 and 7-4 show the communi-
cation in the experimental set-up. The vehicles send their measurements via Bluetooth to
a Python API [5], which uses the Anki Drive SDK to unwrap the received messages. The
Anki Drive SDK is an open source C implementation of the message protocols and the data
parsing routines [87]. A program developed in Python calculates the needed control input
based on the received measurements. The vehicles are represented in a separate thread in the
Python program. Once a vehicle needs information from the target vehicle, the information
is requested from the object representing the target vehicle. After the needed control input is
calculated, the command is transmitted back to the vehicles via Bluetooth, using the Drive
SDK to wrap the messages.

7-2 Challenges in the experimental set-up

Transitioning from simulations to an experimental set-up is known to bring about new chal-
lenges. Some of them can be neglected, while others need to be solved beforehand. Some of
the challenges are:
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Figure 7-3: Communication in the experimental set-up of the host vehicle. The dashed line
indicates wireless communication via Bluetooth.

Figure 7-4: Communication in the experimental set-up of the target vehicle. The dashed line
indicates wireless communication via Bluetooth.
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Figure 7-5: Position and velocity measurements of one Anki vehicle. Once the vehicle sur-
passes the starting position again, the location measurement jumps back to zero.

• Communication delay: The vehicles send and receive the measurements and control
data through Bluetooth. Since no communication channel is able to transfer data in-
stantaneously, there is a communication delay. The communication delay has a direct
influence on the stability of the VP. It is therefore important that the string stability of
the model (7-2) is analyzed while a communication delay is present. From the analysis
of the string stability, the step size H of the control law can be chosen. In Section 7-3,
the choice of H = 0.1 s is substantiated, based on the string stability analysis.

• Infrequent measurements: The most challenging limitation of the experimental set-up
is caused by the event-triggered measurements. From Figure 7-5 it can be seen that the
measurements are infrequent and time-varying. The measurements are received around
every 0.5 to 1 seconds, with occasional gaps of as much as 2 seconds. However, the
control input needs to be implemented at least every 0.1 s to maintain a stable platoon
consisting of Anki vehicles. In order to produce data in between measurements based
on the vehicle dynamics model (3-3), a discrete-time Kalman Filter is implemented.
Section 7-3 shows the parameters used in the Kalman filter.

• Operational velocity: Below a certain velocity, the Anki vehicles start to move erratically.
The velocity level where this starts to happen is at v = 200mm/s. An easy solution
is to choose a reference velocity higher than the indicated velocity. However, it is
desirable that the vehicles participate in the VP as long as possible for the Unknown
Input analysis afterwards. Thus a reference velocity of v = 300mm/s is chosen, such
that it is not much higher than the indicated level but still allows room for deceleration.
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Parameter Value
kp 0.6
kd 1
kcc 1
H 0.1
Hobs 0.01
τ 0.002

Parameter Value

Qk

1 0 0
0 1 0
0 0 1


Rk

[
2000 0

0 3000

]

Table 7-1: Parameters used in the experimental set-up.

• Internal controller : The vehicles used in the experiments have an internal controller
that regulates the control input prior to executing it. Ideally, a negative acceleration
profile will lead to a deceleration of the vehicle’s velocity. However, in order to decelerate
the Anki Overdrive vehicles, it is necessary to supply the desired velocity alongside the
acceleration profile to reach this velocity. Thus, if the desired velocity is lower than the
current velocity, the vehicle will decelerate with the provided control input. In order to
conform to this regulation, the control input is implemented as


v = 1000 mm/s, u = u, if u > 0,
v = 0 mm/s, u = |u|, if u < 0,
v = v , u = 0 otherwise.

(7-3)

The reason for choosing v = 1000mm/s is that the reference velocity is much lower.
This will prevent the internal controller of the Anki vehicles from interrupting the
implementation of the control input.

Another disadvantage that rises from the internal controller is that there is no knowledge
on how the internal controller exactly operates. It is not known if there is another
regulation before the control input is implemented. This could lead to unknown non-
linearities in the vehicles’ behaviours.

• Saturation on control input: Since the control input is equal to the desired acceleration,
the control input is bounded by the physical limits. If the vehicle is not able to execute
the provided control input, it will not behave according to the vehicle model which
has an adverse effect on the unknown input estimation. A solution is to implement a
saturation to the control input prior to the unknown input estimation. The saturation
on the control input is chosen as u ∈

[
−500 500

]
.

7-3 Parameter Design

All the parameters used in the experiment are defined in Table 7-1. The reason behind the
choices of the parameters H, τ , Qk and Rk are elaborated below.
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7-3-1 Choice of Engine Time Lag τ

To estimate the engine time lag τ , an experiment is performed on the Anki vehicles. A vehicle
drives on the Anki track while maintaining a constant velocity of v = 300mm/s. Next, the
vehicle switches to v = 500mm/s with maximum acceleration. The length of the duration
before the vehicle reaches the new velocity v = 500mm/s can be used to estimate τ .
From Matlab’s System Identification Toolbox [75], it is derived that the motor dynamics
constant is equal to τ = 0.002.

7-3-2 Choice of Control Sample Size H

As previously elaborated in Chapter 2, it is important that the vehicles participating in a
Virtual Platoon satisfy the string stability requirement. String stability implies that a distur-
bance in the velocity of one vehicle will not be amplified throughout the platoon. Network
induced effects, such as the sampling time and the communication delay, can cause the VP
to become unstable. Therefore, it is important that the string stability is analyzed while the
typical network effects are present, such that an appropriate sample size H can be chosen.
To analyze the string stability, the method from Öncü et al. [86] is adjusted such that it fits
the dynamics of the vehicles from the experimental set-up. The complete analysis is provided
in Appendix C.
Definition 7.1
A VP is called string stable when the following equation holds [86]

∣∣∣∣∣ ∆i(ejw)
∆i−1(ejw)

∣∣∣∣∣ ≤ 1 ∀w, i = 1, ..., n, (7-4)

where ∆i is the Z-transform of the velocity of vehicle i, and n is the amount of vehicles
present in the VP. �

From Figures 7-3 and 7-4, it can be seen that the vehicles send their velocity to a laptop,
which calculates and broadcasts the needed control input. Therefore, both vehicles experi-
ence a communication delay, even when only the cruise control mode is implemented. The
communication delay caused by the remote calculations is modelled as a constant actuator
delay θa. When needing information from the target vehicle, the delay is modelled as the
communication delay θ.
The string stability analysis is implemented in Matlab and varied over the parameters H,
θ and θa. From an experiment on the Anki vehicles, an estimation of the actuator delay is
obtained. The experiment is performed by sending the command to switch on the lights along
with the desired control input. By timing the duration of calculating the control input, and
switching on the lights, it appears that the actuator delay θa is at most θa = 0.3 s. Therefore,
the string stability is analyzed for 0 < θa ≤ 0.4 and 0 < θ ≤ 0.9. With a step size of H = 0.1,
the VP is string stable for the whole range of θa and θ ≤ 0.37 s. Thus, with a step size of
H = 0.1, the VP is string stable within the estimated actuator delay of θa ≤ 0.3 s and the
communication delay θ ≤ 0.37 s. From Figure 7-3 it can be seen that the communication delay
θ will be approximately equal to the actuator delay θa. Therefore, it is concluded that the VP
is string stable within the estimated communication delay, with a sample size of H = 0.1 s.
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Figure 7-6: Kalman Filter outputs (red) and measurements (blue) of an Anki vehicle. Top:
position over time. Middle: velocity over time. Bottom: implemented control input.

7-3-3 Kalman Filter Parameters

In order to produce state information within the measurements, a discrete-time Kalman filter
is implemented with sample size Hobs = 0.01 s. The Kalman filter implements the discretized
linear vehicle model from Equation (3-3). Prior to implementing the Kalman filter, the
noise covariance matrices, Qk and Rk, need to be determined. However, the Anki Overdrive
characteristics do not include any accuracy information on the measurements, or even how
the velocity is derived from the coding patterns. The initial guess for Rk is that the location
measurements are more accurate than the velocity measurement. After some tuning the
matrices are chosen as

Qk =

1 0 0
0 1 0
0 0 1

 , Rk =
[
2000 0

0 3000

]
. (7-5)

Figure 7-6 shows the Kalman Filter outputs of the target and host vehicle, respectively.
Instead of using the absolute position of the vehicles on the track, the total driven distance
is used. The vehicles drive on a closed track, thus the absolute position jumps back to zero
at the start of a new round, which disturbs the state estimation of the Kalman filter.
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7-4 Experimental Result Linear Sliding Mode Observer

The control inputs and measurements are collected from the experiments, such that the SMOs
designed in Chapter 5 can be tested afterwards.

Design Matrices Sliding Mode Observers The linear SMO as designed in Chapter 5 is
used, where the design matrices Gl and Gn from Equation (5-7) containing the parameters
from Table 7-1, are equal to

Gl =


0 0 0

0.2307 −9.18e04 4.47e04
−4.4072e04 −20.26 −0.2307
−20.258 −1.4762e07 9.814e04

 ,

Gn =

 −0.0012 490.69 −223.6
2.3068e− 04 −0.0203 −2.3068e− 04
−0.0203 −1.476e04 98.138

 ,
(7-6)

with the remaining design matrix equal to (P0D2)T =
[
−0.0016 3.4372 7.5428

]
.

ReconstructionUnknown Input StepSignal Since the SMO is designed in continuous-time,
the control input used in the experiments is transformed from discrete to continuous-time by
applying a zero-order hold. Since the SMO needs a continuous stream of measurement data,
the data derived from the Kalman filter is used as an input to the observer.

Figures 7-7 and 7-8 show the state estimation and unknown input estimation, respectively,
where ∆ut is a step signal. The peaking structure in both the state and ∆ut estimation are
caused by the discrete control input u. The control input u is calculated by the discrete
control law in Equation (7-2), while the SMO expects the control input to behave according
to the continuous-time model (3-1). Counting the peaks in the ∆ut estimation in Figure 7-8,
reveals that there are ten peaks in one second, each around 0.1 s apart, which coincides with
the control step size H. Therefore, it can be concluded that the discretization of the control
law causes these spikes.

The large peaking structure in e3 are also caused by the discrete control input. The Kalman
filter calculates the position and velocity on the basis of the control input, thus at the next
control input u(k+ 1), the velocity changes accordingly. The derivative of the sudden change
of e2 leads to the large peaking structure in e3. The larger peaks in the ∆ut estimation is
caused by the measurement update in the Kalman filter. Especially in the state e1, the effect
of the measurement update is visible. At exactly the points that e1 has a jump, a larger
peak can be perceived in the ∆ut estimate. The proper solution for a more accurate ∆ut
estimation would be to discretize the SMO. Furthermore, using a discrete-time version of the
SMO enables the possibility to implement the SMO in real-time.
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Reconstruction Unknown Input SineWave Figures 7-9 and 7-10 show the state estimation
and unknown input estimation, respectively, where ∆ut is a sine wave. The same phenomena
as previously described are visible in the ∆ut estimation. Even though the estimation is noisy,
the unknown input is estimated accurately.

7-4-1 Discussion Linear Sliding Mode Observer Result

A few important notes must be made. Even though the unknown input estimation is close to
the true unknown input, an important assumption is not tested in the current experimental
set-up. The unknown input reconstruction relies on the prospect that the state e2 is mea-
surable. Since the Anki Overdrive set-up is not suitable to test this important assumption,
a next step would be to test the whole VANET working principle in a larger experiment.
Nevertheless, the executed experiments still provide an important insight on the possibility
to reconstruct the unknown input, while network induced effects are present.

Secondly, the data used for the unknown input reconstruction is obtained from the Kalman
filter. The Kalman filter implements a simplified linear vehicle model. Thus, the data used
to reconstruct the unknown input is already filtered according to the linear vehicle model.
Therefore, every time a measurement update is provided, the unknown input estimation
becomes noisy.

7-5 Experimental Result Non-Linear Sliding Mode Observer

The important advantage of the SMO is the simplicity with which the linear model can be
exchanged for a non-linear model. Therefore, it is the goal to compare the result of the non-
linear SMO with the linear SMO obtained from the experiments. Unfortunately, the collected
data from the Anki Overdrive experiments is inadequate to test the non-linear vehicle model
on. This section elaborates on which methods were tried, and the reasons for why the collected
data is not suitable for the desired tests.

7-5-1 Measurement Data for the Non-Linear Vehicle Model

As is shown in Figure 7-5, the position and velocity measurements are received around every
0.5 − 1 seconds. However, the intended control input from the target vehicle ut, is received
every 0.1 s. Thus, to apply a non-linear SMO to the measured and received data, it is necessary
that there is state information in between the measurements. During the experiments, a
linear Kalman filter was implemented to produce the needed data. However, as will be
explained below, the data obtained from the Kalman filter is inadequate for the non-linear
SMO. Therefore, an alternative method is implemented.

MeasurementsObtained from theKalmanFilter As shown in Section 7-3-3, a linear Kalman
filter was used to produce data in between the measurements. However, since the measure-
ments are so infrequent, the Kalman filter runs in open loop for a considerate amount of time
between two measurements. Thus, at every measurement update, the estimated state is not
matching the measurement which results in a jump in the state estimates. Figure 7-11 shows
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Figure 7-7: State estimation of the VP from the perspective of the host vehicle. The target
vehicle is subject to data alteration. The data alteration is represented by a step signal.

Figure 7-8: Unknown input ∆ut estimation using a SMO.
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Figure 7-9: State estimation of the VP from the perspective of the host vehicle. The target
vehicle is subject to data alteration. The data alteration is represented by a sine wave.

Figure 7-10: Unknown input ∆ut estimation using a SMO.
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a close-up of this phenomenon. It can be seen that the infrequent measurements lead to a
‘staircase-wise’ behaviour in the state estimation. Thus, the non-linear vehicle dynamics are
neglected at the time instants where no measurement data is available. Therefore, the data
obtained by the Kalman filter is not suitable to fit a non-linear vehicle model on.

Figure 7-11: Close-up of the measurements of the target vehicle using a Kalman filter.

Alternative Collection ofMeasurement Data Since the data from the Kalman filter cannot
be used to fit a non-linear vehicle model, an alternative needs to be implemented. As indicated
before, it is not possible to solely use the measured data points as an input for the unknown
input estimation, due to the fact that the control input from the target vehicle is received
more frequently than the measurements. As an alternative, a concept is considered where a
non-linear model is fitted as close as possible to the measurements for every data set. The
data generated by the measurement models is used as the measurements to test the SMO.

Next, a general vehicle model is fitted to all available data sets. Around 40 data sets are
collected from the Anki Overdrive experiments, which are split into a training set, validation
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set and a testing set. The training set contains around 60% of the data, the validation set
30% and the test set contains the final 10%. A general non-linear vehicle model is obtained by
fitting a model to the training data, use to predict the data in the validation set of which the
result is used to alter the non-linear model, and finally, the test set is used for a concluding
unbiased evaluation of the model.

The general non-linear model is used for to design an SMO. Next, the data produced by the
measurement models is used to test the performance of the reconstruction of the unknown
input by the SMO.

7-5-2 Non-Linear Vehicle Models

The first step to test the non-linear SMO is to find a non-linear model that fits the measured
data from the experiments. Different non-linear models are tried, such that the model closest
to the measurements can be used for the non-linear SMO design.

Theoretical Non-Linear Vehicle Model The first non-linear model that is tried to fit the
experimental measurements, is the non-linear vehicle model described in Equation 6-3. The
coefficients that need to be identified from the Anki data are Kd, dm, m and τ .

Polynomial Non-Linear Model The second non-linear model is the non-linear polynomial,
as stated below

ȧ = k0a+ k1u+ k2v + k3v
2 + k4va+ k5, (7-7)

where ki are the design parameters. Other models that are tried have minor variations on
the polynomial given in Equation 7-7. For example, a variation of the model (7-7) is to make
the parameter k0 or k1 dependent of the velocity.

7-5-3 System Identification Methods

In order to obtain a non-linear vehicle model to the Anki vehicles, the parameters from the
models need to be identified. Three different system identification techniques are tried.

Fmincon and Lsqnonlin The first two solvers that are tried are fmincon and lsqnonlin.
Fmincon finds the minimum of the function f(x) for x, where an optional bound on x can be
provided. The objective function f(x) is given by

f(x) =
∑
N

(ŷ(k)− y(k))2

N
, (7-8)

where x is a vector containing the coefficients that needs to be identified, N is the length
of the data set and y(k) are the outputs measured at k. The estimation ŷ(k) is obtained
using Matlab’s differential equation solver ODE45 on the model (6-3), and interpolating ŷ(t)
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at the desired data points k. The lower and upper bounds of x =
[
τ m Kd dm

]
are

lb =
[
0.00001 0.00001 0.00001 0

]
and ub =

[
1 10 1 10000

]
.

Lsqnonlin has a similar working principle, where it finds the minimum for ||f(x)||2 by varying
x, where again a lower and upper bound can be provided for x. The objective function is
equal to ŷ(k)− y(k).

However, it turns out that both objective functions have multiple local minima. For example,
Figure 7-12 shows the value of the objective function f(x) over τ obtained from the solver
fmincon, while the remaining identification variables are kept constant. Solvers such as
fmincon and lsqnonlin use the initial point of x to find the minimum of the objective.
Thus, the optimizer quickly gets trapped at a local minima that is close to the initial point.
Therefore, a different optimizer is used.

Figure 7-12: Value of objective function varying over τ , while other identification variables
are kept constant. Objective functions f1(x) and f2(x) are the quadratic errors between the
estimated and measured position and velocity, respectively.

Genetic Algorithm An optimizer that is known to work well with functions containing
local minima, is a Genetic Algorithm (GA). A GA is a global search technique that is
inspired by Darwin’s evolution theory [64]. The algorithm starts with a population of can-
didates representing the parameters, whose fitness are evaluated. Based on the fitness of
the candidates, mutations and crossovers are used to produce a new generation. Due to
the parallel evaluation of multiple candidates, the algorithm is able to escape local min-
ima. Figure 7-13 shows the velocity estimation of eight different data sets taken from the
training data, using the non-linear vehicle model given in Equation (5-34) together with
the coefficients obtained from the GA. The model coefficients obtained from the GA are
x =

[
τ m Kd dm

]
=
[
0.0582 1.2124 9.4133× 10−6 0.2652

]
.
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Figure 7-13: Estimated velocity using the non-linear vehicle model fitted on the training data
sets, of which eight are shown.

Figure 7-14: Close-up of velocity measurements (top), together with the intended control
input (bottom).

E.H. Janse Master of Science Thesis



7-6 Discussion 79

7-5-4 Analysis of the Identified Parameters

In Figure 7-13 it can be seen that the non-linear vehicle model does not perform significantly
better than the linear model. Using the non-linear model together with the found coefficients,
the value of the objective function is equal to f(x) = 9.228× 104. The value of the objective
function is five times better compared to the value of the objective function using the linear
model f(x) = 5.39 × 105. However, from Figure 7-13 it appears that the non-linear model
does not completely explain the behaviour of the vehicles.
Although different non-linear vehicle models are tried, the value of the objective function did
not significantly improve. This implies that the relation between the control input and the
measurements may not be consistent throughout the data-sets.
Upon closer inspection of the data, a remarkable phenomenon is found. Figure 7-14 shows
a close-up of the measured velocity of the vehicle, together with the used control input. It
is noticeable that even though the control input is below zero from t = 15 s until t = 19.8 s,
the vehicle accelerates at t = 16 s, t = 17.5 s and t = 19.7 s. Furthermore, the control input
is above zero at t = 22.1 s, where the vehicle indeed accelerates. However, at t = 23.3 s the
vehicle decelerates while approximately the same control input is given.
These inconsistencies are present throughout the whole data set, which greatly hinders the
fitting of a non-linear model to the measurements. The inconsistencies between the control
input and the velocity are especially noticeable when the control input is around zero, which
could indicate that the internal controller of the Anki vehicles interferes when implementing
a low control input. However, it could also mean that the measurement noise is much higher
than expected, implying that the phenomenon is also present at higher control inputs, but is
less visible.
Despite the cause of the inconsistencies in the data, the conclusion is that the collected data
is unsuitable for identifying the non-linear dynamics. Unfortunately, this means that the
experimental data cannot be used to test the non-linear SMO.

7-6 Discussion

In this chapter, the linear SMO is tested on the data collected in experiments. Although the
estimation of the unknown input is noisy, the linear SMO is able to reconstruct the unknown
input. Before this research, no experiment has been conducted to detect the presence of false
data in vehicles performing an IC concept.
Unfortunately, it is concluded that the data obtained form the Anki Overdrive is unsuitable to
fit a non-linear vehicle model on. Therefore, the non-linear SMO could not be tested on the
experimental data. Nevertheless, the previous chapter shows promising simulation results.
Thus, the non-linear SMO as designed in Chapter 6 makes a quick implementation possible
on a more accurate experimental set-up. It is therefore recommended for future research to
test the non-linear SMO on an experimental set-up that has more frequent measurements,
and with more information on the noise characteristics.
Furthermore, since the vehicles implement a discrete control law, it is recommended to dis-
cretize the SMO as well. Using the discrete-time SMO, it is possible to implement the observer
in real time in order to analyze the data per received package.
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Chapter 8

Conclusions and Discussion

Providing autonomous vehicles with the means to communicate with each other enables the
possibility to automate intersections. However, the communication channel presents a dan-
gerous vulnerability to different cyber attacks. In this thesis, it was shown that a false data
injection attack with a period of 1.3 seconds can cause a collision on the intersection. To this
end, a Sliding Mode Observer (SMO) was designed in this thesis to detect and reconstruct
the injected false data. The designed observer was tested in different simulation scenarios
and on an experimental set-up.

This chapter presents concluding remarks together with a discussion reflecting on the study
as a whole. From the discussion, recommendations for future research are presented.

8-1 Conclusions

The main research questions will be answered in this section, based on the conclusions found
per chapter. The main research questions as presented in Chapter 1 are

1. If connected autonomous vehicles are participating in an Intersection Control protocol,
to what extent should the broadcasted data from the surrounding vehicles be altered in
order to cause a collision?

2. Is it possible to detect the presence of anomalous data and reconstruct it, in the case
that the transmitted messages from connected autonomous vehicles participating in an
Intersection Control concept are subject to data alteration?

8-1-1 First Research Question

The type of transmitted data depends on the Intersection Control (IC) technique, thus to
investigate to what extend the transmitted data needs to be altered to cause a collision at the
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intersection, an IC technique needs to be chosen. In Chapter 2, the chosen IC technique was a
Virtual Platooning (VP) protocol. The VP protocol guarantees a collision free intersection by
implementing a safe virtual inter-vehicle distance. The safe inter-vehicle distance is kept by
using both the measured data, as well as the data received through wireless communication,
which is the intended acceleration of the target vehicle. In Chapter 3, the transmitted data ut
was altered with ∆ut in simulations. From the simulations, several conclusions can be drawn.

Timing of Data Alteration In order to maintain a safe virtual distance to the target vehicle,
the vehicle uses both data obtained from on-board sensors, as well as the received data from
the target vehicle in the control law. Thus, to cause a collision on the intersection, the
timing of the altered data needs to be correct. In the case that the data alteration of ut is
temporarily and is timed too early, the vehicles will recover to a safe inter-vehicle distance
before the intersection is reached.

Data Alteration The received data is split into two parts: ut,rec = ut + ∆ut. Since the
received data is the intended acceleration of the target vehicle, ∆ut needs to be positive to
cause a collision at the intersection. The follower vehicle will need to accelerate to reach the
altered ut,rec. In the case that ∆ut is negative, the altered data will not cause a collision.
However, it will have a negative impact on the vehicle throughput.

The data alteration researched in Chapter 3 were within the physical limits, such that a
simple check cannot detect the altered data. While the vehicles have a reference velocity of
3m/s, it was shown that a temporarily data alteration with the value ∆ut = 4m/s2 can cause
a collision at the intersection within 1.3 seconds.

Furthermore, it was shown that the size of the data alteration has a large influence on the
required duration of the false data injection. A step signal with a final value of ∆ut = 4m/s2

causes a collision within 1.3 seconds, whereas a step signal with a final value of ∆ut = 1m/s2

needs a duration of 6 seconds.

Another ∆ut signal that was researched in simulations is a block wave with a randomized
frequency. As expected, as long as the injection of the false data is timed correctly, and the
average of the altered signal is higher than 0m/s2, a collision at the intersection will be the
consequence.

8-1-2 Second Research Question

The received data was split into two parts, ut,rec = ut + ∆ut, where ∆ut is referred to as the
unknown input to the system. In this thesis, it was chosen to design a Sliding Mode Observer
to reconstruct the unknown input ∆ut. To be able to design the observer, the important
assumption was made that the following vehicle can measure the relative velocity from its
target vehicle.

Conclusions on the second research question are provided at three levels, the theory, the
simulations and the experiments.
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Theoretical Results In chapter 4 it was shown how a Kalman filter can be designed to
estimate the unknown input of the system. The Kalman filter design was tested in simulations.
While the dynamics of the vehicles are produced with a linear vehicle model, the Kalman filter
is able to accurately reconstruct the unknown input, even in the presence of measurement
noise. However, in a realistic setting, the vehicles will not behave according to the simple
linear vehicle model. To this end, an SMO was designed, which is not limited to a linear
model when reconstructing the unknown input of the system.

Chapter 5 provides the theoretical design of a linear SMO, and a simple extension to a non-
linear SMO. In order to use the SMO for the reconstruction of the unknown input, two
requirements need to be met. However, the VP state-space model does not meet one of
the requirements. Therefore, a technique to circumvent this requirement was implemented,
which involves the estimation of the state where the unknown input enters. The extra state
is estimated using a so-called step-by-step observer.

From chapter 5, it is immediately visible that the design of the SMO for anomaly reconstruc-
tion is more complex than the Kalman filter. On the other hand, the extension from a linear
SMO to a non-linear SMO is obtained by simply extending the observer with the non-linear
dynamics.

Simulation Results To investigate the performance of both the linear and the non-linear
SMO, Chapter 6 provides the simulation results of the observers. Without the presence of
measurement noise, the linear SMO can almost perfectly reconstruct the unknown input.
However, the step-by-step observer used to estimates the extra state, and the SMO are both
high gain observers. High gain observers are known to amplify measurement noise in the
state estimates. Therefore, the step-by-step observer was replaced with a robust exact differ-
entiator. Furthermore, a low-pass filter was added to the ∆ut estimation to remove the high
frequency noise. Using this technique, similar results were obtained as with the Kalman filter
under measurement noise. However, the linear Kalman filter does still outperform the SMO
designed for a linear vehicle model in the presence of measurement noise.

To test the performance of the non-linear SMO, the dynamics of the vehicles were produced by
a non-linear vehicle model. Again, the ∆ut estimation is almost a perfect overlay of the true
∆ut, whereas the Kalman filter is not able to reconstruct the unknown input using the non-
linear vehicle dynamics as an input. It must be noted that these simulations are performed
without measurement noise. Nonetheless, these simulation results are very promising. The
possibility to simply extend the linear SMO with the non-linear dynamics provides a high
degree of freedom in the design of the SMO.

Experimental Results The simulations showed promising results on both the linear and
the non-linear SMO. To test the observers in more realistic circumstances, experiments
were performed of vehicles following a VP protocol. The vehicles in the experimental set-up
experience realistic complications, such as measurement noise, communication delay, package
drops and discretization of the control law. Unfortunately, the experimental set-up introduces
an extra complication. The vehicles measure their position and velocity by scanning an
encoding patter in the track, resulting in infrequent and uneven spaced measurements. The
measurement only took place every 0.5 − 1 seconds, thus the data could not directly be
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applied in the SMO. Therefore, a Kalman filter was implemented to produce data within the
measurements.

The collected data was applied to the linear continuous-time SMO to retrieve an estimate
of the unknown input ∆ut. The SMO expects the control input to behave according to the
model u̇. Thus the estimation shows clear effects of the discretized control law and the effect
of the measurement updates in the Kalman filter. Nevertheless, the linear SMO is still able
to approximate the true implemented ∆ut.

Unfortunately, as explained in detail in Chapter 7, the collected data was unsuitable to fit a
non-linear vehicle model, thus could not be used to test the non-linear SMO.

Final Conclusion From the simulation and the experimental results, the conclusion can be
drawn that it is indeed possible to reconstruct the anomalous data received through wireless
communication. However, it is important to note that this conclusion is drawn based on the
assumption that the vehicles can measure their relative velocity. Future research is necessary
to investigate to what extend this assumption holds.

8-2 Discussion and Recommendations

This section discusses and reflects on the study as a whole. Furthermore, this thesis is
concluded with the recommendations for future research.

8-2-1 Discussion

The discussion of the thesis is divided into three parts. First, the choice of IC is discussed after
which an elaboration on the SMO is given, and finally, the experimental set-up is reviewed.

Choice of Intersection Controller The automation of intersections is a project that is still
years away. Thus, which IC technique is eventually going to be implemented is not known.
However, the choice of IC technique influences the type of data that is transmitted via wireless
communication.

In VP enabled IC protocol, vehicles use the intended acceleration of the target vehicle to
avoid collisions on the intersection. Thus, it is a natural choice to implement an observer
for anomaly detection, since the observer can directly use the VP control law. In other IC
protocols, this choice may be less applicable. For example, in optimization based IC an often
proposed anti-collision constraint is to use the time of arrival. In this case, to verify the time
of arrival, the observer design is less straight forward.

Discussion on the Sliding Mode Observer In order to use the SMO to reconstruct the
unknown input, it is important that two requirements are met. As shown in Chapter 5, the
so-called ranking condition is not met for the VP state-space. Therefore, a technique from
[34] was applied to fit the ranking condition, which implies to estimate the state where the
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unknown input enters in. The disadvantage with using this technique, is that the performance
of the unknown input estimation depends on the accuracy of the extra state estimation.

Furthermore, in the case that measurement noise is present, the Kalman filter outperforms
the linear SMO. This is mainly caused by the estimation of the third state component,
using a robust exact differentiator. The robust exact differentiator introduces a delay in the
estimation of the third state component. The SMO tries to compensate for this delay, which
is visible in the unknown input Reconstruction in Figure 6-8.

Discussion on the Experiments To test the SMO in a more realistic setting, the VP protocol
was applied in an experimental set-up. Due to the infrequent measurements of the vehicles,
a Kalman filter was added to produce data in between the measurements. The Kalman filter
uses the simple linear vehicle model to estimate the states of the system. However, since the
measurements are so infrequent, the Kalman filter runs in open loop for a considerate amount
of time between two measurements. Thus, at every measurement update, the estimated state
is not matching the measurements which results in a jump in the state estimates.

Furthermore, to estimate the unknown input, the SMO was implemented in continuous-time.
Thus, the SMO expects the collected data to behave like the continuous-time VP model. The
VP model implements the continuous-time control law u̇. However, since the control law is
discretized, the control input implemented in the experiments does not behave like the model
u̇.

Both the measurement updates as well as the discrete control law cause a peaking structure
in the reconstruction of the unknown input, as can be seen in Figure 7-8.

As also stated in the conclusion, the SMO depends on the important assumption that the
vehicles can measure their relative velocity. However, the vehicles in the experimental set-up
can only measure their own position and velocity. Thus, this important assumption could not
be tested on the experimental set-up.

And finally, the communication protocol used in the experimental set-up is different from the
actual Vehicular Ad-Hoc Network (VANET). In the protocol used in the experiments, the
communication delays are present at different steps in the VP method than when using the
VANET.

8-2-2 Recommendations

Considering the presented conclusions and the discussed items, several recommendations can
be made for future research.

1. Test the non-linear SMO on a more precise experimental set-up. The largest limitation
posed by the experimental set-up were the infrequent measurements. The infrequent
measurements prevented the possibility to test the non-linear SMO on the experiments.
Therefore, it is recommended to test the performance of the non-linear SMO on a more
accurate experimental set-up. Using such a set-up simplifies the estimation of the non-
linear vehicle model. Furthermore, a data set with more frequent measurements also
omits the need for the Kalman filter to produce data withing the measurement points.
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This allows for a better substantiated performance analysis of the SMO for anomalous
data reconstruction.

2. Investigate to what extend the measurement assumption holds. The design of the SMO
relies on the assumption that the vehicles can measure their relative velocity. Thus, it
is recommended to investigate what the precision and range is on the measured relative
velocity. Furthermore, the vehicles approach the intersection from distinct trajectories,
thus it is likely that the line-of-sight might be blocked (e.g., by another vehicle). If the
line-of-sight is blocked, the vehicles are not able to measure the relative velocity to each
other. Thus, it is recommended to investigate alternatives in such scenarios.

3. Discretize the SMO such that it can be implemented in real-time. Transforming the SMO
from continuous-time to discrete-time will improve the unknown input reconstruction
in the case that the used control law is discretized.

4. Implement the SMO in real-time The accuracy of the unknown input estimation was
analyzed by applying the SMO to the collected data from the experiments. Eventually,
it is the aim to implement the SMO in real-time, thus should be tested in experiments
as well.

5. Further investigate alternative methods to improve the robustness of the SMO. In Chap-
ter 6, a robust exact differentiator was used to estimate the third state. The robust
differentiator introduces a delay in the state estimation, which has a negative impact
on the unknown input estimation. It is therefore recommended to explore methods to
either replace the robust exact differentiator, or to make the SMO more robust.

6. Investigate the effect of model uncertainties in the SMO. The performance of the SMO
depends on how accurate the model of both the target and host vehicle is. It is recom-
mended to look further in the influence of parameter uncertainty in the reconstruction
of the unknown input.
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Appendix A

Simulink Model of the Sliding Mode
Observer

This appendix shows the Simulink model of the linear Sliding Mode Observer (SMO), without
the alteration needed for measurement noise.
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Figure A-2: Simulink model of e3 estimation

Figure A-3: Simulink model of the SMO
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Appendix B

Stability of the Sliding Mode Observer

In this appendix, the stability proof of the linear Sliding Mode Observer (SMO) is provided.
Combining the proofs given in Ref. [34] and Ref. [124] it can be guaranteed that the error
dynamics of the SMO (5-7) is quadratically stable. The error dynamics are given by

˙̄ε = (Ā−GlC̄a)ε̄+ D̄∆ut −Gnvc(C̄aε̄). (B-1)

The Lyapunov candidate function that guarantees quadratic stability of Equation (B-1) is
V(ε̄) = ε̄P̄ ε̄, where P̄ > 0. The matrix P̄ has the following structure

P̄ =
[
P̄1 P̄1L̄
L̄T P̄1 P̄2 + L̄T P̄1L̄

]
≥ 0, (B-2)

where P̄1 ∈ R(n−p)×(n−p) and P̄2 ∈ Rp×p. Implementing Equation (B-1), the derivative of the
Lyapunov function is

V̇ = ε̄T (ĀT0 P̄ + P̄ Ā0)ε̄+ 2ε̄T P̄Gnv − 2ε̄T P̄ D̄∆ut, (B-3)

where Ā0 = Ā−GlC̄a. The non-linear feedback matrix Gn is defined as

Gn =
[
−L̄T T
T T

]
P−1

0 . (B-4)

The matrix T is part of the C̄a matrix after the transformation (5-22). Designing L̄ as L̄ =(
L 0

)
with the dimensions L ∈ R(n−p)×(p−q), a convenient structure for P̄Gn is obtained.

The matrix P0 is defined as

P0 := T P̄2T
T . (B-5)
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Now using the convenient structure of L̄ and the definitions for P̄ (B-2), Gn (B-4) and C̄a
(5-22), the following relation is obtained

P̄ Ḡn =
[

0
P̄2T

T

]
P−1

0 = C̄Ta . (B-6)

Furthermore, multiplying P̄ with the unknown input distribution matrix D again leads to a
convenient form due to the structure of L̄

P̄ D̄ =
[

0
P̄2D2

]
= C̄Ta P0D2, (B-7)

where the matrix D2 is defined as

D2 := TD2. (B-8)

Next, implementing definitions (B-6), (B-7) and (B-8) in the derivative of the Lyapunov
candidate (B-3) gives

V̇ = ēT (ĀT0 P̄ + P̄ Ā0)ē+ 2eTy v − 2eTy P0D2∆ut. (B-9)

Implementing the definition of the injection signal (5-9) and the bound on the unknown input
(5-10) leads to

V̇ ≤ ēT (ĀT0 P̄ + P̄ Ā0)ē− 2ρ‖P0D2‖‖ey‖+ 2γ‖P0D2‖‖ey‖. (B-10)

Finally, implementing the definition ρ ≥ γ + µ, we find

V̇ ≤ ēT (ĀT0 P̄ + P̄ Ā0)ē− 2µ‖P0D2‖‖ey‖. (B-11)

By appropriately designing Gl and P̄ , the result of (ĀT0 P̄ + P̄ Ā0) can be made negative
definite. Thus V̇ ≤ 0, which completes the stability proof.
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Appendix C

String stability of the Experimental
Set-Up

It is important that the vehicles participating in a (Virtual) Platoon satisfy the string stability
requirement. String stability implies that a disturbance in the velocity of one vehicle will not
be amplified throughout the platoon. Network induced effects, such as the sampling time
and the communication delay can cause the Virtual Platooning (VP) to become unstable.
Therefore, the string stability of the experimental set-up is analyzed is this section, while the
typical network effects are present. In order to analyze the string stability, the method from
Öncü et al. [86] is slightly adjusted to fit the dynamics of the vehicles in the experimental
set-up. Furthermore, to simplify the analysis, it is assumed that the delays in the system are
constant. A VP is called string stable when the following equation holds

∣∣∣∣∣ ∆i(ejw)
∆i−1(ejw)

∣∣∣∣∣ ≤ 1 ∀w, i = 1, ..., n, (C-1)

where ∆i is the Z-transform of the velocity of vehicle i, and n is the amount of vehicles present
in the VP. This means that it is necessary that the velocity of the participating vehicles is
present as a state in the system dynamics. Therefore, instead of using the state vector x as
defined in Equation 2-11, the state-space is rewritten such that the velocity v is included as
a state. The new state vector is equal to xTi =

[
ei vi ai uff

]
. While implementing the

Cruise Control law, the dynamics of the target vehicle, indicated by x1, is given by

ẋ1 = A1,1x1 +A1,0x0 +Bs,1u1,

A1,1 =


0 0 1 0
0 0 1 0
0 0 − 1

τ 0
0 0 0 0

 , Bs,1 =


0
0
1
τ
0

 , A1,0 =


0 0 −1 0
0 0 0 0
0 0 0 0
0 0 0 0

 , (C-2)
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where ur is the reference acceleration and x0 is the state of a phantom vehicle, which im-
plements the reference velocity and control input. The Cruise Control law is given by
u1 = K1,0x0 + K1,1x1 + Krur, where K1,0 =

[
0 0 0 0

]
, K1,1 =

[
−kcc 0 0 0

]
and

K1,r = 1. Next, the dynamics of the following vehicle x2, also referred to as the host vehicle,
is as follows

ẋ2 = A2,2x2 +A2,1x0 +Bs,2u2 +Bc,2u1,c

A2,2 =


0 −1 −h 0
0 0 1 0
0 0 − 1

τ 0
0 0 0 − 1

h

 , Bs,2 =


0
0
1
τ
0

 , A2,1 =


0 1 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 , Bc,2 =


0
0
0
− 1
h

 , (C-3)

where u1,c is the control input of the target vehicle, received through wireless communication.
The control law given in Equation (3-1) is rewritten to fit the model (C-3). Thus u2 =
K2,1x1 + K2,2x2 + Krur, where K2,1 =

[
0 kd 0 0

]
, K1,1 =

[
kp −kd −kdh 1

]
and

K2,r = 0.

Next, it is necessary to include the networked induced effects, such as communication delays,
in the dynamics. In Figures 7-3 and 7-4 it is shown that the calculation of the needed
control input is done remotely, thus both vehicles experience communication delay. The
communication delay caused by the remote calculations is modelled as a constant actuator
delay, captured by the following equation

ũ(t) = u(t− θa). (C-4)

The actuator delay θa is defined in the Laplace domain as e−θas. A common technique to
approximate this pure delay is by using a rational Padé approximation. The state-space that
includes the actuator delay is equal to

˙̃p = App̃+Bpu,

ũ = Cpp̃+Dpu,
(C-5)

where p̃ =
[
p1 p2 . . . pκ

]
and κ defines the order of the Padé approximation. Replacing ui

in Equations (C-2) and (C-3) with the Padé approximation ũi, directly applies the actuator
delay in the system dynamics. The extended state vector that contains the rational approxi-
mation of the actuator delay is given by x̃T =

[
xT p̃Ti

]
. The extended state vector is further

used for string stability analysis.

The next step in analyzing the string stability is to merge the dynamics of the participating
vehicles, such that the complete VP dynamics are described. The merged dynamics of the
VP is represented by

˙̄xn = (Ān + B̄s,nK̄n)︸ ︷︷ ︸
AACC

x̄n + B̄c,nūn,w +Bs,nK̄rur, (C-6)

where x̄Tn =
[
x̃0 x̃1 x̃2

]
and the system matrices are defined as
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Ān =

 Ã0 0 0
Ã1,0 Ã1,1 0

0 Ã2,1 Ã2,2

 , B̄s,n =

B̃s,0 0 0
0 B̃s,1 0
0 0 B̃s,2

 , K̄r =

K0,r
K1,r
K2,r

 , B̄c,n =

 0 0
0 0
B̃c,2 0

 .
(C-7)

The total feedback matrix K̄n that takes the new augmented state x̃n into account is

K̄n =
[
K1,0 0 K1,1 0 0 0

0 0 K2,1 0 K2,2 0

]
. (C-8)

Now that the complete VP dynamics are defined, the remaining network induced effects are
implemented. The continuous-time model (C-6) is discretized with sampling time tk = kH,
where H is the sampling size. Furthermore, the delay in receiving the control input from the
target vehicle ut,c is modeled as θ = θ∗ + (l − 1)H, where l ∈ {1, 2, ...} and θ∗ ∈ [0, h]. In
the case that l > 0, the delay on receiving u1,c are larger than the sampling time H, and are
referred to as large delays. Considering large delays, the state vector is extended with the
prior control inputs ξT =

[
x̄Tn ūTn,k−1 ... ūTn,k−l

]
. The discrete-time model containing the

augmented state vector ξ is obtained by exact differentiating [86], and is given by

ξk+1 = (Aξ(θ,H) +Bξ(θ,H)Kξ)︸ ︷︷ ︸
Āξ

ξk + Γ(H)ur,k, (C-9)

where K̄n and K̄r are extended with zeros to form Kξ and Kr,ξ. The state matrices are
defined as

Aξ(θ,H) =


eA

ACCH Ml−1 Ml−2 . . . M0
0 0 0 . . . 0
0 I 0 . . . 0
... . . . . . .
0 . . . 0 I 0

 , Bξ(θ,H) =


Ml

I
0
...
0

 ,

Γr(H) =



∫H
0 eA

ACCsdsBs,nK̄r

I
0
...
0

 , Mj = (θ,H) =


∫ h−tj
h−tj+t

eA
ACCsdsB̄c,n, if 0 ≤ j ≤ 1,

0, if 1 < j ≤ l,

(C-10)

where t0 = 0, t1 = θ∗ and t2 = H. Finally, using the state matrices defined in Equation
(C-10) an analysis of the string stability can be performed. The authors from [86] note that
the string stability Equation (C-1) can be rewritten into
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∣∣∣∣∣ ∆i(ejw)
∆i−1(ejw)

∣∣∣∣∣ =
∣∣∣∣Ψ∆i

(ejw)
(
Ψ∆i−1(ejw)

)−1
∣∣∣∣ , (C-11)

where the function Ψ∆i
(z) is the discrete-time transfer function from the acceleration profile

ur to the velocity of the i-th vehicle (C-10),

Ψ∆i
(z) = C∆i

(
zI − Āξ(θ,H)

)−1
Γr(H). (C-12)

The string stability analysis was implemented in Matlab and varied over the parameters H,
θ and θa. From a small experiment on the Anki vehicles, shown in Chapter 7, it appears that
the actuator delay θa is at most θa = 0.3 s. Therefore, the string stability was analyzed for
0 < θa ≤ 0.4 and 0 < θ ≤ 0.9. With a step size of H = 0.1, the VP is string stable for the
whole range of θa and θ ≤ 0.37 s. Thus, with a step size of H = 0.1, the VP is string stable
within the estimated actuator delay of θa ≤ 0.3 s and the communication delay θ ≤ 0.37 s.
From Figure 7-3 it can be seen that the communication delay θ will be approximately equal to
the actuator delay θa. It is concluded that with θ ≤ 0.37 s, the VP is string stable, provided
that the actuator delay is indeed not higher than 0.3 s.
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