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ABSTRACT

The topic of uncertainty quantification in partidlmage velocimetry (PIV) is recognized as very vald in the
experimental fluid mechanics community, especialhen dealing with turbulent flows, where PIV playprime role
as diagnostic tool. The issue is particularly intaot when PIV is used to assess the validity ofiltebtained with
computational fluid dynamics (CFD). An approach RiV data uncertainty quantification based on imag&ching
has been introduced by Sciacchitataal [1], where the contribution of individual particlmages to the correlation
peak is analyzed and the uncertainty is retrieveh the ensemble of particle image disparities.

In this paper, the universality of the approachtwking principle is investigated via the applicatito a wide gamut
of experimental data of flows ranging from laminar turbulent regime and from subsonic to supersoAlso a
methodology for evaluating the performance of timage-matching approach in different experimentaldd®ons is
proposed.

1 Introduction

Particle image velocimetry (PIV) is nowadays acklemlged as a standard diagnostic tool for fluid
mechanics investigation. The topic of uncertaintgmification in PIV has received large attentiorcs the
dawn of the technique. Fincham and Delerce [2]idistished two forms of error in PIV measurements,
namely themean bias errorswhich mainly arise from the inadequacy of thecdite cross-correlation in
evaluating the recordings, and ttasmdom errors which result e.g. from background noise and ampland
out-of-plane loss of pairs. A well-known example s error in PIV is the so-callgaeak-locking[3],
which occurs when the particle image diameter islenthan the pixel size; such error is due to the
inadequacy of the three-point Gaussian fit [4] waleating the sub-pixel displacement. An additioioam
of error typical of PIV measurements is that assted to spurious vectors outliers which arise from
erroneous correlation peak detection [5]. The edtar to outliers is usually orders of magnitudeatgethan
random and bias errors, therefore the detectidhasfe is straightforward [6].

The investigation on PIV uncertainty quantificatibas been mainly conductedpriori via theoretical
modeling and/or Monte Carlo simulations. In thenfer case, theoretical models are proposed to tescri
the behavior of PIV interrogation and to quanttfig teffects of several error sources (e.g. displacémnd
displacement gradient) on the measurement prec[3ipn8]. However, those models typically refer to
simplified interrogation algorithms due to the cdexity of modeling state-of-the-art multi-grid alighms
with window deformation. Monte Carlo simulationsvBabeen widely employed in literature to evaluae t
performance of PIV interrogation algorithms [9]0]1because they allow complete control on flow and
imaging parameters and a direct evaluation of tleasurement error. However, it is acknowledged that
numerical simulations lead to a major underestinshtthe measurement errors due to the adoptioomf t
idealized conditions. From the a-posteriori analyaitypical figure of 0.1 pixels is obtained foetaccuracy
of PIV interrogation.

In contrast to the a-priori analysis, which prowdenly general information on the accuracy of PIV
algorithms, a-posteriori uncertainty quantification allows estimating thecertainty bounds for specific
vector fields. This is required e.g. in industriz@asurement campaigns where the experimental datsed
for validation of CFD results. The topic of a-po&id uncertainty quantification in PIV has receaive
increasing attention in the last years. Nogueitaal [11], [12] proposed a multiplelt strategy for the
guantitative evaluation of peak locking errors. frims et al [13] introduced a method for automatic
estimation of instantaneous local uncertainty, Wiriglies on the errors obtained in numerical sitimhs



conducted with flow and imaging conditions simitarthose of the real experiment. Such approacthes
limitations of taking into account only a limit ni@r of error sources and relying on numerical sittioihs
which typically yield an underestimate of the meament error. Wilson and Smith [14], [15] discus$esl
propagation of instantaneous errors to the errorstatistical quantities such as time average ahélds
stress, which are of paramount interest in turtedeiMore recently, Charonko and Vlachos [16] inigaded
an approach where the measurement uncertaintyargtifjad from the correlation signal-to-noise ratguch
method showed good performance for robust phaselaton [17], while is not effective for standard
cross-correlation. In the strain community, Wan@l [18] proposed an approach to quantify the unastai
due to background Gaussian noise in the recordings.

Sciacchitancet al [1] investigated an uncertainty quantification hwtology based on image matching.
The basic idea of the approach consists in takitmaccount the contribution of individual particheages
to the correlation peak and evaluating the posiiodisparity between paired particle images. Inpmevious
work [1], the approach has been assessed via Moat® simulations and on a water jet experimene Th
aim of this paper is to prove the universality lo¢ tworking principle by applying the method to eitnt
flow regimes considered representative of typiddl fAeasurements.

2 Background

2.1 Universality of the uncertainty quantification

As discussed in the introduction, several appraadbeuncertainty quantification of PIV data haweehb
proposed in the last years. These have been adses#aly via Monte Carlo simulations and appliedato
limited number of real experiments where the exabtbcity field was known either from a more accerat
measurement ([13], [14], [15]) or from fluid dynamsiequations for simple cases of laminar flow [16].
However, such approaches have not been demonsti@tbd universal in the sense that they provide
accurate uncertainty estimates in all the posdible and imaging conditions encountered in typiBdy/
measurements. The present work introduces a mdtgdtm show the universality of the image matching
approach for uncertainty quantification.

To understand the rational of theiversality proof consider a generic measured quardgigffected by a
measurement uncertainty. In order to obtain indications on the measurenaestracy, the uncertainty is
expressed in relative terms: = uy/g. Contrarily to the absolute uncertainty, the relative uncertainty,
allows evaluating the goodness of a measurementamparing the accuracy of different measurements,
even when they refer to different physical quagsitiwhen dealing with multiple measurements, a.§.IV
where thousands of velocity vectors are measured2b or 3D domain, or when the measurand is dlmse
zero, the relative uncertainty is often computedhesratio between the local absolute uncertainty a
reference quantitgrer. Ur = Ug/Qrer.

To evaluate the performance of the uncertaintyredbor, theerror discrepancyeis defined as the absolute
difference between actual measurement efrequal to the difference between exact and medslecity,
and the errob estimated with the image matching approach:

£=10- 6| (1)

Note that the computation of the error discrepanogquires the knowledge of the actual measurement
error J, which might be obtained as the difference betwdwn measured velocity and the reference (or
exact) velocity.

The fraction of vectors having error discrepanciplea certain values is indicated here gsopulation
P(&):

number of vectors for which the error discrepancy is below & (2)

P(&) =100 x

total number of vectors

A point of theP—¢ curve (Figure 1) indicates that fBf6 of the vectors the error discrepancy is belpw
while for the remaining (100)% it exceeds. Clearly these cumulative histograms strongly depen the
measurement: when the actual error is low (e.gufdiorm flows with negligible out-of-plane motigripw



values of the error discrepancy are expected; itrast, in case of large actual errors (e.g. fobulent
flows), most of the vectors are foreseen to haxgel@rror discrepancy. Two measurements are caeside
in Figure 1, having rms errors of 0.05 pixels antbQpixels, respectively. In the first measuremembye
than 80% of the total vectors have error discrepancsm, =0.05 px (Wheres, is arbitrarily chosen), while
in the second one the percentage is reduced td 80&

In order to evaluate the goodness of the erromastir comparing results from different measuremehts
error discrepancy is normalized with respect t@farence error, similarly to what is done for teéative
uncertainty:

5- 38 (3)

A point of theP—¢” indicates thaP% of the vectors have relative error discrepandpvoes” while the
remaining (100R)% have relative error discrepancy abatieFigure 2 shows that an appropriate choice of
ket Makes the population curves fall on top of eatieiptnow approximately the same percentage of ¥&cto
(P, = P,) have relative error discrepancy below the thriebkialue £ 1. This means that the error estimator
has similar performance when applied to the twosueaments, even if they exhibit different valueghaf
actual error. When this test is conducted for saveifferent measurements representative of typRis
experiments and the population curves fall on tbgaxh other, theniversality of the error estimator is
proved.
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Figure 1. Cumulative histograms of the errorFigure 2. Cumulative histograms of the relativarror
discrepancy. discrepancy.

2.2 Working principle of the uncertainty quantification by image matching
This work investigates the universality of the imagatching uncertainty estimator introduced by
Sciacchitancet al [1]. A detailed description of the estimator’s wioig principle and implementation is
reported in the paper mentioned above [1]. Henged ftummary of the key points is reported.
a. Image matchingThe measured velocity is used as a predictoraizimthe particle images at the
best of the velocity estimator.
b. Particle image pair detectiorParticle images occurring in both exposures atithdaclose to
each other are detected as a pair.
c. Disparity vector computationThe distance between the particle image pair isuated with
sub-pixel accuracy.



d. Statistical analysis of the disparity vector enskembhe velocity vector uncertainty is retrieved
from the mean value and the statistical dispersfahe disparity vector within the interrogation
window.

3 Setup of the experiments

3.1 Methodology

Exposures of a set of particle images are recobyed PIV system, here referred to as tieasurement
systemin conditions similar to a typical experiment.€Ee images are processed with the LaVision DaVis
software and yield thmeasured displacement figldhose uncertainty is quantified via the imageatnizig
approach.

The performance of the uncertainty quantificatiéam mage matching is evaluated by direct comparison
with thetrue measurement errpwhich here is obtained in two different ways:

1. Spectral analysisFor time resolved measurements conducted witinglescamera, the velocity
amplitude spectrum is computed in a measurement.pdccording to turbulence dynamics, energy
is transferred from large time-scale eddies to kimale-scale eddies and then dissipated by
viscosity at the Kolmogorov time scale [19]. Henéa sufficiently high frequency, the energy
content decreases for increasing frequency. Howdéwempresence of measurement noise, which has
high frequency content because mainly uncorrelatddne, prevents the measured spectrum from
going toward zero. As proposed by Ghaetnal. [20], the minimum value of the measured energy
spectrum is here employed to determine the measuntemoise level.

2. Concurrent measurementdn additional PIV measurement system, here caechigh-dynamic
range (HDR) systemis used in the acquisition phase. Such systeordedhe exposures in optimal
imaging conditions (mean patrticle image diamet@ual2.5-3 pixels according to [21], quantization
level of 12 bits) and at higher velocity dynamioiga (magnification factor typically 3 to 4 times
higher than for the measurement system). Even asguthe same absolute error as in the
measurement system, an increase by 3 to 4 timakeoflynamic velocity range DVR [22] is
achieved. However, since the HDR measurement idwated in“optimal” conditions, the DVR
gain typically exceeds factor 5. The displacemeésid f retrieved with the HDR system can thus be
regarded as eeference(or exac) displacement fieldoecause it yields measurement errors at least
five times below those of thmeasured displacement fielBinally theactual erroris computed as
the difference between measured and referenceadesplent field and is compared to the estimated
uncertainty to investigate the performance of thege matching approach.

Several flow fields considered representative pidgl PIV experiments have been selected for thig tiee
main features of the experiments are reported bieTa

Table 1. Description of the experiments

Experiment Re [-] or Mach [-] Wind tunnel Type of analysis
Shear layer Re =12,000 V-tunnel Concurrent
measurements
Turbulent wake behind a prism Re =100,000 V-tunnel Spectral analysis
Uniform transverse flow V=2.1mls V-tunnel Concurrent
measurements
Supersonic boundary layer M=2.0 ST-15 Concurrent

measurements




3.2 Experimental apparatus

3.2.1 Subsonic experiments

The subsonic experiments are conducted in the ceérivind tunnel located at the Aerodynamics
Laboratories of Delft University of Technology. Thénd tunnel has an open test section with circular
cross-section of 60 cm diameter. The contractitio id 150:1 yields a turbulent intensity of ab@ud2 % at
free stream velocity of 10 m/s.

A dual cavity diode pumped Nd:YLF laser (Litron kes, LDY303HE) provides light at wavelength
A =527 nm. Each cavity delivers a pulse energy25 2nJ/pulse at 1 kHz. The laser beam has an output
diameter of 3 mm and is shaped into a sheet appedgly 2 mm thick using spherical and cylindrical
lenses. Seeding particles of mean diameter d pm are generated by a SEFEX smoke generator and
dispersed in the settling chamber. Images of tleelisg particles are recorded by two Photron FasmCA
SAl cameras, having 12-bit CMOS sensor of 1024x16)%dls (pixel pitch of 2Qum). The cameras are
equipped with Nikon objectives of focal length I@& and 200 mm respectively.

3.2.1.1 Shear layer experiment

The flow around a prism of rectangular base 4x8 ¢WxH) and spanwise length L =70 cm is
investigated. The free-stream velocity is set to=/3.6 m/s, yielding a Reynolds numberyRe 12,000
based on the prism height. Images are recordedntintious mode &y = 5,000 Hz. The fields of view of
the measurement and HDR systems (RQahd FOV,, respectively) are 2.0Wx2.0W and 0.7Wx0.7W,
respectively (Figure 3); the magnification facteggal My = 0.25 and i = 0.74, respectively. The origin of
the coordinate systemy,) = (0,0) is chosen at the bottom left corner & thase. The recordings are
processed with LaVision Davis 8.1, which makes afsa multi-grid iterative interrogation algorithmitiv
window deformation based on WIDIM [9]. Gaussiangiged interrogation windows are selected with size
of 16x16, 32x32 and 64x64 pixels respectively. Tiverlap factor is kept constant to 75% for each
interrogation window.
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Figure 3. Fields of view of the measurement and Hp&ems.

3.2.1.2 Turbulent wake behind a prism

The same model as in section 3.2.1.1 is used éoptbsent test case. The analysis is conductedowiyh
one PIV system (i.e. thmeasurement systeimaging a field of view of 18.5x18.5 nfrnentered along the
base centerline 4.5 W downstream of the prism {€igl). In order to achieve an acquisition frequency
facg= 10,000 Hz, the active region of the sensor thiced to 256x256 pixels. The optical magnification
equals M =0.28. The free-stream velocity is chosgmal to \V, = 24 m/s, yielding a Reynolds number of
about 100,000 based on the model’s height.
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Figure 4. Field of view of the turbulent wake expent.

The recordings are processed with LaVision Davisu&ing Gaussian weighted interrogation windows of
size 16x16, 32x32 and 64x64 pixels respectivelir W% overlap factor.

3.2.1.3 Uniform transverse flow

The effect of the through-plane motion is invedtigain the present experiment. The wind tunnelirsat
free-stream velocity Y = 2.1 m/s without any model mounted in the testise. The laser sheet has a
thicknessAz =2 mm and is tilted ofx =9deg with respect to the free-stream direction. ldertbe
free-stream velocity has a compon¥®ft orthogonal to the laser sheet which causes a thrplame particle

displacement (Figure 5); the latter can be regdl#teough the pulse separation tidte The sensor size of
the two cameras is cropped to 512 x 512 pixelschoeae an acquisition frequency ff; = 10,000 Hz in
continuous mode, yielding a through plane displaa#nag/Az = 0.016. Larger through-plane displacements
(multiples of wAz = 0.016) are obtained by skipping recordingdnret for example, when the first image
is correlated with the fourth one, the out-of-plaligplacement equalsvg, = 0.04&\z.

The measurement camera mounts a Nikon objective @5 mm focal length, while for the HDR camera
the objective’s focal length is 200 mm. The f-numizeset to 4.0 for both cameras. The fields ofwiaf
HDR and measurement system are 10.6x10.6 amd 40.5x40.5 mfirespectively, yielding magnification
factors My = 0.97 and Nj} = 0.25.
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Figure 5. Experimental setup for the uniform trasrse flow experiment.

3.2.2 Supersonic experiment — Supersonic boundary layer

Supersonic experiments are performed in the ST1ifh8 tunnel of the Aerodynamics Laboratories of Delf
University of Technology. The wind tunnel has & sction of 150 x 150 nfnand is operated at Mach 2.0
and total pressurep 3.1 bar.

Planar PIV experiments are conducted to investitfadeboundary layer generated at the wind tunnel’s
wall. The flow is seeded with micron size di-etlwdxyl-sebacate (DEHS) particles, having a nominal
median diameter al, = 1 um. Experiments conducted by Ragnial [23] showed a typical relaxation time
of 2 us of such particles in a Mach 2.0 flow. The seediagicles are injected into the flow in the saegli
chamber.

The particle tracers are illuminated by a QuanteR@IV-200 laser (double-pulsed Nd:YAG laser, with
200 mJ pulse energy and 9 ns pulse duration ahB8®&avelength). Laser optics are used to shapkasiee



beam into a plane of 1 mm thickness along the dpzages are recorded by two PCO Sensicam QE cameras
having CCD sensors with 1376x1040 pixels, pixadtpidf 6.45um and 12-bit quantization level. The sensor

is cropped to 320x800 pixels in the streamwise\anrtical directions respectively to achieve an &sitjan

rate of 10 Hz in double-frame mode. The pulse sgjmartime is set to 0.8s.

The measurement camera is equipped with a Nikagcabe of focal length 60 mm and images a region of
15.3x38.2 mm (magnification factoryM= 0.14); a 105 mm focal length Nikon objectivarisunted on the
HDR camera, which images a region of 4.0x10.0 mragification factor M = 0.52, Figure 6). The
f-number is set té# = 11 and# = 16 for the two cameras, respectively.

The recordings are processed with LaVision DaVis 8sing interrogation windows of 64x64 pixels for
the HDR camera and 16x16 pixels for the measureramiera, both with Gaussian weighting and 75%
overlap factor. Due to the difference in the magation factor, the selected processing paramsfetd
velocity fields that have approximately the samatigpresolution for measurement and acquisiticstesy.

HDR
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150 mm

B Measurement
. camera
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Figure 6. Measured and HDR fields of view (F@¥nd FOV,, respectively) for the supersonic boundary layer
experiment; top view (left) and side view (right).

4 Results

4.1  Shear layer

A shear layer originates at (0,0) which divides theer flow from the separated region adjacenth® t
prism edge (left of Figure 7). In the separatedasHayer, vortices are periodically formed due he t
Kelvin-Helmotz instability; the frequency of fornma of the vortices is determined from visual inspen
and corresponds to Strouhal number=&.5, which agrees with the value measured by ateeKal. [24]. In
the outer region the flow is laminar and low vetpdiuctuations are found (below 0.5 pixels, Figute
right); the fluctuation level is higher in the segted region (about 1 pixel) where the flow is tuemt. The
largest velocity fluctuations (exceeding 3 pixadspur at the shear layer location and are assdctat¢éhe
vortex formation and the flapping motion of the ahdayer. The maximum fluctuations take place
downstream the location x = 300 px (/W = 0.6) tluthe transition from laminar to turbulent regime.
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Figure 7. Left: reference mean horizontal velogitiyh velocity vectors (for sake of clarity, one eyé vectors is
displayed in the x-direction). Right: referencecfliations root mean square. Both quantities areesgpd in pixels.

Figure 8 shows the time series of measured and referenioeitye(i.e. velocity measured by the HDR
system) in a point P in the outer region. The péaiislence that the measured velocity is affectechbgom
noise that yields high-frequency spurious fluctuadi In contrast, the reference velocity exhibitdy o
low-frequency fluctuations associated with the evrshedding phenomenon.
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Figure 8. Time series of horizontal velocity comeon(left) and vertical velocity component (righBull squares:
measured velocity; continuous line: reference vigloc

Three error sources are predominant in the prdaesnhtase: first, the velocity gradient in the sHager,
which reaches 0.2 pixels per pixel (Figure 9 lef8¢cond, the curvature of the streamlines duegd#ivin-
Helmotz vortices (Figure 9 right); finally, the ooft plane motion downstream of the transition poiiftese
error sources are major along the shear layer,ewthiey are small in the outer flow region, where
significantly lower errors are expected.
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Figure 9. Left: instantaneous horizontal velockgr clarity, the vectors are displayed every 6 -dinection. Right:
instantaneous vorticity field. The velocity is eepsed in pixels, the vorticity in arbitrary units.

The error magnitude along two profiles is compuésdthe root-mean-square of the error time series
(Figure 10); the former profile is located in tr@minar regime (x = 200 px), while the latter is tey
transition (x = 340 px). In the laminar profile stmeasurement error exhibits a clear peak at tlaa releear
layer location (y = 150 px), which suggests that ¢hror is primarily due to in-plane velocity grawlis. The
estimated peak value is in good agreement wittatieal value (0.2 pixels). In the separated regiuch the
outer flow, the low velocity gradients cause theasugement error to drop significantly down to Opd&ls.
As already stated in our previous work [1], the gmanatching approach overestimates errors beltfaga
level” (typically 0.05 pixels), which represents the #@nty of the algorithm and is related e.g. to iheage
interpolation algorithm and the particle image pdatection.

Beyond transition, the amplitude of the shear ldisgping motion increases, resulting in high vékoc
fluctuations spread over a larger region. Alsdat location, the measurement error peak is founere/the
velocity fluctuations are the highest. In this gabe measurement error is primarily due to theastlines
curvature and to three-dimensional turbulent motfs a consequence of the larger amplitude of liears
layer flapping motion, the error peak broadens (féglO, right). The image matching approach cdgrect
reproduces the broadening of the mean error peakever, the peak value is underestimated of 25%hdn
separated region and the outer flow, the same deraions as before apply: the error is overeséthat
because it lies below the fog level.
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To evaluate the agreement between instantaneouslaahd estimated errors, the cross-correlation

coefficient p between the two quantities is computed [25]. Spatameter equals 1 #and O are linearly
dependentwhile it is null when they are uncorrelated. Thatoarr plot of Figure 11 shows that where the
measurement error exceeds the fog level, that ithénshear layer and in the separated region, the
cross-correlation coefficient typically exceed® @ith peaks up to 0.6. The error time series ekchfrom
point A (Figure 11 top-right) evidences the pregeaterror peaks ascribed to out-of-plane motiosroall
vortices not accurately reproduced by the measemésystem. In contrast, valuesa@pproaching zero are
found in the outer region because here the memsuteerror falls below the fog level; as it is gtcated in

the time series of point B (Figure 11 bottom-riglin) this case the image matching approach ovenattis

the error.
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Figure 11. Left: cross-correlation coefficient beem actual and estimated error. Right: error tievées in A (top)
and B (bottom).

4.1.1 Effect of the particle image diameter

The particle image diameter is known to affectdbeuracy of PIV measurements. Theoretical models an
numerical simulations ([7], [21]) evidence that theeasurement error is minimized for particle image
diameters between 2 and 3 pixels. Smaller paiticéges yield systematic errors knownpasik locking3],
ascribed to the inadequacy of three-point Gaud#ido accurately estimate the sub-pixel displacem
contrast, large particle images lead to increaseéntainty in the determination of the particletceial.

A common practice to mitigate peak locking erroomsists in slightly translating the focal plane hwit
respect to the measurement plane [26], so thap#micles are imaged slightly out of focus and rthei
diameter increases in the recordings. Howeves, nbt clear whether such practice also increagesatidom
component of the error.

In this section, three sets of recordings of theashayer flow are analyzed, with particle imagesectly
in focus (mean diameter & 1 pixel), slightly out of focus (&= 2.5 pixels) and strongly out of focus &l
3.5 pixels) respectively, see Figure 12. In thenkr case the peak locking is severe (degree of Ipeking
C = 0.4, according to [26]), while it is dramatigaleduced when the particles are out of focus€@w 0.15
in both sets 2 and 3).
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The error profiles of Figure 13 evidence the efaxftthe image defocusing on the measurement ancura
The peak errors obtained with particles in focud glightly out of focus (d= 1 and 2.5 pixels, respectively)
are comparable and are estimated within 30% byirtfaye matching approach. In the outer region, the
measurement errors drop significantly and a laifferdnce is noticed between the two measuremest se
with the latter yielding an error reduction by fac with respect to the former, which is ascrilbedhe
reduction of peak locking errors due to the defowugractice. In this region, the error is typigall
overestimated when it falls below a fog level obat0.05 pixels.

The third set (recordings strongly out of focus,ameparticle image diameter € 3.5 pixels) exhibits
increased measurement errors both in the sheardagein the outer region due to the higher unosstan
determining the particle image centroid. The pealoreis correctly estimated by the image matching
approach, while the estimated error in the outgioredoes not drop below 0.1 pixels, which sugg#sis
the fog level depends on the particle image diam@teis occurs because large particle images ame mo
sensitive to noise in the recordings, thereforeldkation of the particle image centroid with theee-point
Gaussian fit becomes more uncertain. A singnifierttancement of the particle image location detecti
and therefore of the uncertainty estimation fogéaparticle images is expected with a more advanced
particle position detector, e.g. a two-dimensiobgb Gaussian fit [27]. Such improvement of the imag
matching algorithm for uncertainty quantificatianléft to future work.
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Figure 13. RMS error profiles at x = 200 pixelsWi£E 0.4, left) and x =340 pixels (x/W = 0.68, riglior the three
different sets of measurement. For clarity, onaef@ur samples is displayed.

4.2  Turbulent wake behind a prism

The turbulent flow at Reynolds numbiery = 100,000 has been selected due to the wide ranigagth

. . ouodv duov : . -
and time scales present. An instantaneous conto@@o———-—— [28] is depicted in Figure 14 to
oxody 0dyox
illustrate the presence of small-scale vorticalicttires having wavelength below 50 pixels. Figure 15
shows a portion of the horizontal velocity timeisgextracted in a point P of coordinates (x,y§130,130)
px. Considering the entire sequence of velocitjd§ethe mean and standard deviation of the hotd@on

velocity equalinean=—0.94 px andisy = 0.98 px respectively.
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Figure 14. Instantaneous value of Q and velociBigure 15. Horizontal velocity time series in x 301lpx and y
vectors relative to the convective velocity. =130 px.

The Eulerian linear spectral density (LSD) of therirontal velocity in P is computed for the three
interrogation window sizes.

From turbulence dynamics, the amplitude spectrum PSD) can be divided into three different region
[19]. Thelarge-scale sub-rangés characterized by low frequency fluctuations tfie experiment below
60 Hz), where the viscous effects are negligible @mergy is transferred from the mean flow to sisedlles.

In the inertial sub-range no energy is added by the mean flow and no enierggken out by viscous
dissipation; in contrast, energy is transferreanfiow to large frequencies. Finally, in thiscous sub-range
the energy is dissipated by viscosity.



In the ideal case of large Reynolds number and easorement noise, the time spectrum is approxiynatel
constant in the large-scale sub-range, it monottlgidecreases in the inertial sub-range andruisin the
viscous sub-range (Figure 16).
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In the real case, high frequency fluctuations aesgnt due to measurement noise and the LSD reaches
positive minimum value which equals the noise lgaslshown in the plots of Figure 17; in thesespltite
value of the LSD is multiplied by the square robttlie frequency so that the vertical axis of thetgl
indicates the amplitude (in pixels) of the velodltyctuations.

The plot for widow size of 16x16 pixels (Figure [Eft) exhibits an amplitude distribution varyingesv
one decade up to a frequency of approximately 790tht measurement noise obtained from the linear
spectrum is 0.048 pixels. In addition to the indma of the time spectrum, the measurement erralss
evaluated with the image matching approach, oltgimin estimated value of 0.080 pixels. Increasiey t
interrogation window size to 64x64 pixels yieldsmajor reduction in both the actual and the measerext
due to the increase in the correlation signal gtitenin this case, the amplitude distribution varoeer one
decade and a half up to a frequency of 1,000 Hz.
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Figure 17. Pre-mulitplied LSD of the horizontal agity in P. Left: 16x16 px; right: 64x64 px.

Figure 18 summarizes the measurement errors fi@relift interrogation window sizes. As discussedun
previous work ([1]), the error is inversely proponal to the linear window size, i.e. it scaleshatihe square
root of the number N of particle image pairs. Thsults of Figure 18 prove the validity of the pysed
model. However, the image-matching approach yiedds overestimate by up to factor two of the
measurement error with respect to the value oldairith the spectral analysis.

An additional approach for error estimation is gratl here, already employed by Violato and Scarano
[29]. In such approach, a second-order polynongakt-square regression is applied to the velouitg t
series over a time kernel smaller than the typica scales (here 11 time steps). The measuremenmtie



estimated as the residual of the difference betwetocity time history and polynomial regressiomch
approach can be applied whenever time-resolved al@aavailable and, as illustrated in Figure 18, it
provides accurate estimates of the measurement emder the condition that the latter is mainly
uncorrelated in time.

0.08F —A—— Estimated -
—@—— Regression

— — — — (linear window size)'L

0.06 -

0.04 -

Error [px]

0.02

ob——— 01
0 10 20 30 40 50 60 70

Linear window size [px]
Figure 18. Measurement error as a function of titeriogation window size.

4.3 Uniform transverse flow

The contribution of the out-of-plane motion to thmeasurement error is well documented in literature
([21], [22], [30], among others). The seeding des motion thorugh the light sheet causes vanataf the
imaged intensity level; in presence of overlapgiagticle images, the relative variation of intepsitelds a
biased displacement estimate. Furthermore, th@fepiiane motion leads to loss-of-pairs which lesstme
correlation peak strength. The resulting error fistree order of 0.1 pixels and is reported to inseea
exponentially with the through-plane displacemes®]][ This behavior is also retrieved in the present
experiment (Figure 19), where the estimated ermtches the actual error within 35% of its valuesdilthe
total error decreases when increasing the intetimgavindow size from 16x16 pixels 32x32 pixels doe
the larger number of particle image pairs thatnsjtieen the correlation signal.
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Figure 19. RMS error as a function of the out-afr@ displacement.

4.4  Supersonic boundary layer

The boundary layer develops for a length of appnately 1 m on a surface under nearly adiabatic
conditions, reaching a thickness & = 5.5 mm. The characteristics of the boundaryriare evaluated
using the recordings from the HDR system. The irm@ssible displacement thicknegs and the
incompressible momentum thickne@equal 0.67 mm and 0.52 mm respectively, yieldimgn@ompressible
shape factoH;,. of 1.29. The Reynolds number based on the incossfille momentum thickness is



Re;= 21,000. The skin friction coefficier@f; is computed with the Van Driest Il formula in comégion
with the Crocco-Buseman relation [31] with recovéagtorr = 0.89 and equals 1.8xf0the corresponding
friction velocity isu, = 19.7 m/s. The parameters of the supersonic @yndyer experiment are reported in
Table 2; the results are in good agreement withipus experiments conducted by Satral [32].

Table 2. Supersonic boundary layer parameters.

Parameter Value
Mo [-] 2.0
U [M/S] 501
Po [Pa] 3.1x16
To [K] 285
Gyo[mm] 5.5
J[mm] 0.67
f[mm] 0.52
Hinc [-] 1.29
Res[-] 21,000
Ci[] 1.8x10°
u;[m/s] 19.7

Figure 20 shows the boundary layer profile expm$senner unitsu’= u/ u, andy'=y u, /v, beingv the
fluid kinematic vicosity at the wall. The referengmfile and the measured one are plotted for coismpa

The reference profile follows the log law( = ﬁln(;ﬁ) + 5.0, [31]) in the range 60 ¥ < 2,000, which

corresponds to 0.01 yds < 0.32. The linear sublayer (whetg = y) is not visible in the present
experiment due to the limited spatial resolutiorP®f. Fory" > 2000, the reference profile departs from the
log law due to a mild adverse pressure gradiettienouter region (wake component, [31]). The messur
boundary layer profile falls on top of the refererane fory" > 200 {//&e > 0.03); this result suggests that
the present experiment is free of major systensatior sources. The measurement point closest tavalids
iny* = 90; such data departs from reference profilelagdaw due to the limited spatial resolution bét
measurement system.

The streamwise velocity fluctuations (Figure 21hibk the typical trend of a turbulent boundary day
with zero pressure gradient [33], with referencetihations up to’mJu, = 2.2 (/' imdu, = 0.09) in proximity
of the wall; low reference velocity fluctuationdbait u’Ju, = 0.006) are found in the free-stream region
(y/See > 1), where the flow is nearly uniform. The measlvelocity fluctuations show the same trend as the
reference ones. However, the fluctuations root-rsprare is slightly overestimated ,Ju,, = 0.01) in the
free-stream region due to random noise in the medseelocity fields. The overestimation is largerthe
near wall region (Wy < 0.2,U'mdU, overestimated by 0.04) due to the limited spatsblution of the
measurement system and to laser light refelctiohsompletely removed in the pre-processing phase.



26

24

22

— —
- - -&- — - Reference

| —=—— Measured

Log law

— T ™0.12
- — & - - Reference |
——&—— Measured

0.1

ms 0

Figure 20. Mean boundary layer profile in innertsini Figure 21. Velocity fluctuations in the boundaryyda;

reference data (hollow triangles) and measuremetat dreference data (hollow triangles) and measurematat ¢ull

(full squares). squares). For clarity, every three reference daimntpis
displayed.

The measurement error is evaluated both from thereihce between measured and reference velodity an
with the image matching approach. The error is etqukto be the minimum in the free-stream regidmens
the flow is uniform, and to grow in the wall-nornditection due to the larger velocity fluctuations.

Figure 22 shows an instantaneous velocity profilthe boundary layer with the error bars computétd w
the image matching approach. As predicted, in tee-§tream region measured and reference velocity
coincide and the estimated error is few hundredta pixel. In contrast, close to the wall the degancy
between reference and measured velocity becomdsrevand the estimated error exceeds 0.2 pixels. Fo

the measured profile, the reference velocity ifiwwithe rangeL[—?F, u+3'] for 85%of the vectors.

The plots of Figure 23 showing the root-mean-squarer profiles confirm that the error along the
boundary layer follows a trend similar to the vélpdluctuations, being the minimum in the freeestm
region (Jgys/U, = 0.01) and the maximum in the vicinity of the w@dk,s/u,, = 0.07). The image matching
estimation reproduces the same trend as the amtrugat however, close to the wall the maximum eisor
underestimated of about 30%. Thitipping” of theestimated error may be attributed to inadequatkcier
image detection and pairing in presence of largpatities exceeding one pixel.
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4.5 Universality proof

To prove the universality of the image matchingrapph, the uncertainty of the velocity fields fraththe
experiments discussed in the previous section asn@ed here; these experiments cover a gamut wf flo
regimes considered representative of typical PI\dsneements.

The cumulative histograms of the actual eddFigure 234 show how the measurement error depends on
flow regime, imaging conditions and processing pai@r. The value 0.1 pixels often considered the#&y
uncertainty of PIV measurements is far from beefiogiversal”: in some experiments (e.g. uniform
transverse flow with wdz = 0.02 and 16x16 pixel interrogation window) 8@¥sthe vectors have actual
error below 0.1 pixels, while in others (e.g. unifiotransverse flow with wz = 0.17 and 16x16 pixel
interrogation window) the error of more than 70%kaf vectors exceeds this value.
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Figure 24. Cumulative histograms of the actualrerro

As discussed in section 2.1, both the differencevéen estimated and actual err@bgolute error
discrepancys) and the normalized difference between the twantities elative error discrepancy’) are
monitored to investigate the universality of theemainty estimation; for the relative error digmacy, the
normalization factor is chosen to be the absolaieerof the local actual error. The cumulative dgsams
of the error discrepancy (Figure)2&re computed excluding the vectors with actualrdselow 0.03 pixels,
which is thefog levelregarded to as the sensitivity of the image matrhilyorithm. Error discrepancies
below the fog level fall within the uncertainty thie error estimator.
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Figure 25. Cumulative histograms of the absoluteradiscrepancy (left) and of the relative errasadepancy (right).
The symbol key applies to both plots.
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When plotting the population of vectors againstdhsolute error discrepancy (Figure 25, left)sitliear
that different experimental conditions yield difet discrepancy between actual and estimated d¥oor.



example, in experiments with large measurementre(e@g. shear layer experiement with=d3.5 px and
uniform transverse flow with 8 = 0.17 and interrogation window of 16x16)panly 30% of the vectors
have error discrepancy below 0.05 pixels, while pleecentage rises to 80% in experiments with low
measurement errors (e.g. uniform transverse flothh widz = 0.02 and interrogation window of 16x16)px

In contrast, when the relative error discrepancgdasidered instead of the absolute error disci®pan
(Figure 25, right), the spread of the histogransrigngly reduced. This result indicates that thdéggmance
of the image matching error estimator is ratheepahdent of flow regimes, experimental conditiond a
processing parameters. In detail, the error isnagéd within 50% of its actual value for more tf#%6 of
the vectors. The only test case that shows lowasracy in the uncertainty estimation is the shageid case
with large particle images {& 3.5 pixels): in these imaging conditions, thenegtion of the particle image
position is strongly affected by noise and leadsa fower accuracy of the error estimator, as disedisn
section 4.1.1. A major improvement of the uncetjagstimation for large particle images is expeatdti a
more advanced particle position detection, e.goutin a two-dimensional 5x5 Gaussian fit insteathef
conventional 3-point Gaussian fit [32]. Repeatihg talculation of the cumulative histogram only hwit
actual errors above 0.06 pixels, which is justifigdthe higher fog level for these imaging conditipthe
curve of this test case aligns with the other csi(@ashed curve with left facing triangles).

5 Conclusions

This work investigates theniversality of the image matching approach for uncertaintyngjtiaation of
PIV data, introduced by Sciacchitaabal [1]. The approach is assessed using an experimgata@base that
reproduces flow and imaging conditions represerdatf typical PIV experiments. The analyzed floelds
include laminar shear layer and transition to tigburegime, turbulent wake behind a bluff bodyifarm
flow with out-of-plane motion and supersonic tudmil boundary layer. Also the effect of the image
defocusing on the measurement accuracy is invéstigé&inally the influence of a processing paramete
such as the interrogation window size is scrutihize

The experimental assessment of the uncertaintytifigation approach requires the knowledge of the
exact measurement error, which is retrieved efily a more accurate measurement conducted tigha
dynamic range systeor by physical considerations on the velocitydiahd the frequency spectrum. In all
the measurement conditions, the image matchingoapprestimates the RMS error within 30% of thealctu
value. Measurement errors below 0.05 pixels arec#jly overestimated due to an intrinsic limit dfet
approach ascribed to the uncertainty in determittiegparticle image position with subpixel accuracy

To discuss the universality of the method, thetinedadiscrepancy between actual and estimated eror
considered. Cumulative histograms are plotted whigltesent the population of vectors having a ik&at
error discrepancy below a given value. It is fotimat when the error discrepancy is normalized wédpect
to the absolute value of the local actual erroe plopulation curves spread is strongly reducedchwhi
indicates that the estimator performance are ratitapendent of flow and imaging conditions andhaf
selected processing parameters. For more than $Qa#e awectors the error is estimated within 50%tef
actual value.
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