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Abstract

The digitalisation of financial markets has led to an increase in the share of trades being executed by
algorithmic trading systems. A key application of these algorithms arises when a trader needs to buy
or sell a large volume of shares within a fixed time window. The trader must decide between placing
reliable but costly market orders or cheaper limit orders, at a risk of not filling her target amount
within the desired time frame. This is known as the Optimal Placement Problem (OPP) and this
thesis aims to provide a general solution to this problem.

Our research builds forth upon two models. The first, proposed by Cont and Kukanov [2017] [15],
formulates the problem as a stochastic convex optimization problem. This model provides a static
solution to the OPP, where the trader can only place orders at the initial time. We extend their model
beyond the best quote price-level to consider any number of price-levels. This generalization still allows
us to derive analytical expressions for the optimal placement strategy, including a closed-form solution
under the assumption that market and limit order arrivals follow exponential distributions.

However, large deviations in the calibrated parameters or distributions can lead to substantially
higher costs. A dynamic strategy that allows the trader to adjust her placement strategy at intermedi-
ate times offers increased flexibility and resilience against such unexpected order flow deviations. The
second model, proposed by Cartea and Jaimungal [2015] [5], provides such a dynamic solution and
frames the problem as a stochastic optimal stopping and control problem. We extend this model to
include mid-price drift and a general running inventory penalty, and formulate a recursive expression
for the general optimal strategy for an inventory of any size.

The static solution gives an accurate, efficient and robust indication of the optimal allocation for
larger inventories and longer trading windows. The dynamic solution, on the other hand, is more
effective at liquidating (or acquiring) smaller inventories in shorter time frames at an optimal price,
by providing a precise, adaptive strategy in volatile market conditions.

Overall, this thesis improves our understanding of the Optimal Placement Problem by analytically
deriving its solution under two distinct model setups: the static model of [15] and the dynamic model of
[5]. In the static approach, we find the optimal allocation switches from limit orders at one price-level
to the next at distinct critical points. This provides an intuitive and broadly applicable rule of thumb
for practical implementation, leading to lower expected costs across the board. The optimal strategy,
derived from the dynamic model, leads to higher average earnings per share than benchmark models
like the Time Weighted Average Price, the solution only considering limit orders and the solution found
in [5], by taking into account market orders and possible mid-price drift.

Future extensions, such as testing on different arrival distributions, depth discretisation, parame-
ter calibration and using heuristic methods to improve computational speed, could further assess the
practical viability and performance trade-offs of these strategies in real-world trading systems.

Keywords: Limit Order Books, Optimal Order Placement, Convex Optimization, Optimal Control
Theory, Optimal Stopping Theory, Dynamic Programming Principle, Queueing Systems, Hamilton-
Jacobi-Bellman Equation, Algorithmic Trading
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1 | Introduction

Technological advancements in financial markets have led to an increase in trades being performed
by algorithms. In 2019, algorithmic trading accounted 92% of all traded equity volume in the United
States [30]. Traders range from small retail investors to specialised market-makers, each trading not
only for speculative investment purposes, but also for risk hedging strategies, arbitrage, and liquidity
provision.

Electronic platforms replaced traditional floor trading, enabling traders to trade at ultra-high
speeds. High-frequency trading (HFT) firms use algorithms to place and cancel orders within microsec-
onds. Traditional financial institutions like banks and hedge funds have also embraced algorithms to
execute large volumes of trades. This shift drives the need for fast and efficient algorithms and the
ability to process large amounts of data in real-time.

A key challenge in trade execution is buying or selling a large amount of shares in a finite time
horizon. To mitigate negative price impact, the trader must decide how to split up the large parent
order into smaller child orders. This is known as the Optimal Execution Problem, and has been vastly
studied in the literature. Once this order scheduling decision is made, a trader must decide how to
allocate each child order between market orders (which execute immediately but incur higher costs)
and limit orders (which offer better prices but may not be filled in time). This is called the Optimal
Placement Problem and will be the focus of this thesis.

Solving the Optimal Placement Problem is of critical importance. Even small improvements in
execution efficiency can yield substantial cost savings. For example, Almgren and Chriss [2001] [!]
estimate that a 10 basis point improvement in execution price translates to millions of dollars saved
annually for large institutions. Poorly placed orders may either miss execution entirely or lead to
unfavourable price impact due to adverse selection. Moreover, the decision must be made under
uncertainty, as future order flow, price movements, and cancellations are inherently stochastic.

In this thesis we aim to derive tractable analytical solutions to the Optimal Placement Problem,
providing insight into how order book features, such as queue size, spread, depth, and cancellation
rates, affect optimal order allocation. First, we build on the static model proposed by Cont and
Kukanov [2017| [15], which poses the problem as a stochastic convex optimization problem. Next, we
explore a dynamic model, as proposed by Cartea and Jaimungal [2015] [5], which poses the problem as
a stochastic optimal stopping and control problem in which the trader optimally adapts her placement
strategy over time in response to evolving market conditions. Together, these two approaches offer
complementary perspectives: one focusing on immediate placement under static assumptions, and the
other incorporating adaptive decision-making in a dynamic environment.

1.1 Limit Orders Books

In order to buy any asset, someone who owns that asset has to be willing to sell it. In financial markets,
trading occurs through the matching of these buyers and sellers. For trading to take place, there must
be a buyer willing to purchase at a certain price and a seller willing to sell at that same price. This is
done by placing orders in a digital order book, where all outstanding buy and sell orders are recorded
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Figure 1.1: A schematic representation of the limit order book with a price-time priority [18]

and matched according to specific rules.

While there are many trading mechanisms (e.g. request-for-quote, dark pools and over the counter
markets) trading is often done in limit order books, which are crucial to the functioning of modern
financial markets. A limit order book is a record of all outstanding limit orders for a particular asset
(share, bond, commodity etc.), organized by price-level. It displays the buy orders (bids) and sell
orders (asks) that have been placed but not yet executed. These orders are placed as buy/sell limit
orders, which indicate that a trader is willing to buy /sell at the price at which the limit order is placed.
The order book consists of discrete price-levels with one "tick" difference between each level. The best
bid is the highest price someone is willing to buy at, and the best ask is the lowest price someone is
willing to sell at. The difference between the best bid and best ask is known as the (bid-ask) spread.
The depth of a placed limit order refers to how far below (for a buy order) or above (for a sell order)
the best bid/ask the order is placed. When a market order is placed, it is immediately executed at the
best available price, which means it will match with the best bid (if it is a sell market order) or ask (if
it is a buy market order) in the book, filling the first outstanding limit order at the best bid /ask price.

Most exchanges employ a price-time priority policy to organize limit orders. At a given price-level,
orders are executed in the order they were received (first-in, first-out or FIFO). This creates queues
at each price-level: a newly submitted limit order joins the back of the queue. When a matching
order arrives, it is matched with the first order in the queue. If a market order exceeds the size of the
best quote, it walks up the book, executing against multiple levels. This queueing mechanism ensures
fairness and transparency in the trading process.

Mathematically, a limit order book (LOB) can be modelled as a multi-level queueing system, where
each price-level represents a queue of buy or sell orders. The arrival processes include market orders
(MOs), which are executed immediately, limit orders (LOs), which are added to the book at the
specified price-level, and cancellations, which remove outstanding limit orders from the book. These
three processes dictate the dynamics of the entire LOB and can be described stochastically, such
as Poisson processes |15], while the queue dynamics at each level can be modelled as Markov jump
processes or diffusion approximations [31|[19]. These models capture the probabilistic nature of order
arrivals, cancellations, and executions, providing a framework for analysing market microstructure and
developing effective trading strategies. Figure 1.1 shows a typical schematic representation of the limit
order book.
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1.2 Optimal Placement Problem

Common tasks that banks, flash-traders, and other market participants often face are adjusting their
position, risk, or exposure. This is done by liquidating or acquiring a (large) number of shares within
a certain period of time. After the decision has been made to execute a child order at certain moment,
within a specific time frame and the problem comes down to where in the LOB and when in the time
frame the trader must place her orders. This problem is not studied as thoroughly in the literature,
and we choose to call this the Optimal Placement Problem (OPP) (as in [23]), which will be the
focus of this thesis.

In principle, a trader favours acquiring/liquidating their target quantity using limit-orders, because
they avoid crossing the bid-ask spread and often earn a rebate for providing liquidity to the market.
The structure of this rebate depends on the trading venue: it could be a fixed amount per share or a
percentage of the transaction value. However, placing only limit orders, or limit orders too deep into
the book, carries the risk that they may not be filled in time. This could force the trader to execute
market orders at the end of the time period to fill the remaining inventory, potentially at unfavourable
prices. On the other hand, if the trader chooses to execute only market orders, she risks "walking
up the order book", meaning she will have to pay higher prices as they exhaust the liquidity at each
price-level. Due to the fact that these market orders are in essence "liquidity-taking", they are often
penalised with a fee. Another factor to consider is the price impact of placing orders on a certain side
of the order book, as placing buy market or limit orders generally shifts the price of the assets upward
[12]. Almgren and Chriss [2001] [I]| estimate that a 10 basis point improvement in execution price
translates to millions of dollars saved annually for large institutions.

Mathematically, the problem boils down to determining how many market orders to place, how
many limit orders and at what depth to place these limit orders. The trader aims to minimise the
expected total cost, which includes the cost of execution (the price paid or received for filled orders)
and the cost of non-execution (the penalty for not filling orders by in the set time frame). This can be
modelled in many different ways, as we will see in the Literature section. The solution to this problem
often involves trade-offs between immediacy (using market orders) and price improvement (using limit
orders), while considering the risk of under-filling the target amount of shares.

In practice, many traders, especially retail investors, might only use market orders for simplicity,
accepting the potential for higher execution costs. One common strategy is the Time-Weighted Average
Price (TWAP), where orders are split evenly over time to reduce market impact. Another is the
Volume-Weighted Average Price (VWAP), which aims to match the volume profile of the market over
the trading period. More advanced strategies involve optimising over targeting schedules, where the
trader specifies a desired execution profile and adjusts the order placement accordingly [1][5].

In this thesis, the main question we try to answer is:

What is the optimal allocation of orders between market orders and limit orders at various
price levels in a limit order book, to minimize trading costs while ensuring timely execution?

We will build on existing work by Cont and Kukanov [2017] [15], first formulating the static version
of the problem, where the trader has to place all her orders at time ¢ = 0 and wait until the terminal
time to place any market orders to fill the under-filled target amount. We extend on the paper by [15]
generalising it to consider multiple price levels deeper in the LOB. Next we formulate the OPP as a
dynamic optimal stopping and control problem, as in [5], where a trader optimises the depth at which
to place her limit orders at every time between the initial and terminal time (control) and when to
place market orders instead (stopping). We extend on this paper by considering possible drifts in the
mid-price, introducing fees and rebates for filled market and limit orders respectively, and a general
remaining inventory and running inventory penalty function.

These two models complement each other nicely. The static model creates an intuitive sense of the
dynamics of the whole queueing system underlying the LOB and how an optimal order allocation is
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influenced by different LOB events, even for trading large inventories across longer time windows. The
dynamic model then focusses our perspective on finding a strategy that is precisely optimal for smaller
inventories, re-assessing our strategy at every time step and adapting to changing LOB conditions.

1.3 Literature

In the literature, many different ways to model the LOB have been proposed, each with their own
(dis)advantages. These models allow us to describe the dynamics of the LOB, providing solutions to
many different problems. Some important problems are finding the filling-probability of limit orders,
predicting movements in the mid-price and the OPP, which we will be looking at. The mathematical
model for the LOB that is chosen is crucial in determining the approach to solving these problems.

1.3.1 Models for Limit Order Book Dynamics

Accurately modelling and simulating limit order books is very important for both researches and
traders. Having an accurate simulation of an LOB not only allows for prediction of future LOB events,
but also for the back-testing of algorithmic trading strategies and a richer set of training data to run
the strategy on.

When modelling a limit order book several points of focus can be taken. Taking the mid-price as a
central focus point, modelled as a (correlated) random walk [19][23] or a mean reversion process [24], is
known as the centred order book representation [28][14]. Changes to the spread and best price queues
occur when incoming market orders deplete these queues. These market orders have been modelled as
simple Poisson point or jump processes [32], simple Hawkes processes [33], but in later work also as
Compound Poisson |?] and Compound Hawkes processes [28|. The arrival of market orders, the arrival
of limit orders and the cancellation of limit orders completely determine the evolution of the order
book in this model. This has the advantage that only these 3 processes need to be modelled accurately
to simulate the dynamics of the LOB. Since the 3 processes describe actual real-world events, these
types of models closely represent real LOBs and offer intuitive insights into their mechanics. For these
reasons we chose to adopt the model introduced by Cont and Kukanov [2017| [15], where the queues
in the LOB are depleted by incoming market orders and cancelled limit orders and the queues are
formed by incoming limit orders. These events are modelled as random variables with no specified
distribution, requiring minimal assumptions.

Another modelling approach focusses on the shape of the limit order book, by representing the
state of the order book as (a pair of) densities, described by a system of stochastic partial differential

equations (SPDEs) [16][26]. The shape of the order book could help indicate the direction of the
movement of the mid-price, based on the imbalance in the bid and ask volumes [6] or the evolution of
the incoming market order flow, also referred to as the Order Flow Imbalance [7][][31]. These models

capture volume distribution and features like convexity, depth resilience, and dynamic liquidity, and
are useful when solving problems where mid-price movement play an essential role. The drawbacks of
these models is that they can are computationally complex and they require some strong assumptions
and simplifications, making them less representative of the real mechanics behind the LOB.

Lastly placed orders could be the focus of the model, treating the filling of an order as a birth-
death process. Survival analysis is particularly useful in this case, as it is able to handle variables that
are partially censored or truncated, like cancelled limit orders. The hazard function, which describes
the probability that an order remains unfilled until a certain time, can then be derived analytically
using underlying assumptions (as in [32]), but is more commonly derived using deep-learning methods
[37][38][10]. Although these types of models often require strong assumptions, they allow for analytical
solutions for problems where the fill probability of a limit order plays a central role. For this reason we
choose to adopt the model introduced by Cartea and Jaimungal [2015] [5] as our second model, to find
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a dynamic trading strategy. It assumes limit orders can be placed at a continuous depth in the LOB
and have an exponential probability distribution, that describes the probability that a limit order is
filled when a market order arrives.

Recently, machine-learning methods have become very popular, not just in the case of survival
analysis. In [20], they use machine-learning to forecast mid-price movements and [31] use neural
networks to model the order book shape, but these methods require large amounts of training data
and provide relatively little tractable insights in the inner workings of the limit order book.

1.3.2 Models for the Optimal Placement Problem

The Optimal Placement Problem (OPP) addresses the question of how a trader can optimally allocate
an order across different types (limit or market) and price levels in a limit order book (LOB) to
minimize expected execution cost or maximize execution probability. In this subsection we will go
through the different models for the OPP used in the literature and the different scopes considered,
before motivating our choice of model.

Firstly, we look at static models. In Markov chain models (as in [11]), the dynamics of the LOB are
approximated as a discrete-time or continuous-time Markov process, where states may represent queue
sizes, price levels, or order book imbalances. The OPP becomes one of determining the probability that
a limit order is executed before the mid-price moves unfavourably, along with the expected execution
price. Guo et al. [2013] [24] find the static optimal placement strategy by minimising a cost function,
where the fill probability of limit orders at a certain depth is determined by the movement of the mid-
price, modelled as a random walk. Cont and Kukanov [2017] [15] also formulate the OPP as a convex
optimization problem, modelling the expected cost of execution as a function of the allocation of an
order across MOs and limit orders at different price levels. Their static framework assumes a known
distribution of LO and MO arrival and LO cancellation rates and fill probabilities are determined by
these three events. Both papers find a static solution, where the trader may only place her orders at
the initial time and execute any unfilled orders at the terminal time as MOs. The main strength of the
optimal strategy found in [15] lies in its ability to capture the true workings of a limit order book and
provide tractable solutions. However, it lacks the flexibility to adapt in real-time to market changes,
as the optimal strategy is computed once and not updated dynamically.

Other researches model the OPP in a dynamic setting resulting in optimal strategies that can be
adapted at intermediate times. Cartea, Jaimungal, and Ricci [2014] [9] formulate an optimal order
placement strategy by modelling the LOB using a system of SDEs and use dynamic programming
to derive optimal policies. Aydogan and Ugur [2023] [3] extend this to multi-period settings and
include stochastic price impact and inventory risk. Although these methods are accurate at capturing
intricate details of the LOB, their complexity makes analytical solutions unattainable and their dynamic
programming equation often has to be solved numerically. Cartea and Jaimungal [2015] [5]| formulate a
dynamic optimal stopping and control problem where the trader optimally decides, at each time step,
whether to place a market or a limit order (and at what depth). Assuming an exponential distribution
for the fill probability of limit orders allows for the derivation of a closed form analytical solution. This
offers an intuitive explicit adaptive trading strategy that allows the trader to re-optimise at every time
point, leading to precisely optimal strategies.

Now, some models restrict their scope to only limit orders, typically at the best bid or ask level.
For instance, Gueant et al. [2012] [21] and Cartea and Jaimungal [2015] [3] consider only passive
limit order execution and focus on the fill probability of these limit orders. [20] extends the model
from [3] to also consider mid-price drift, but considering only limit orders can result in trivial optimal
strategies, especially for a trader looking to acquire/liquidate a large inventory or when mid-price drift
is unfavourable.

Other researches, on the other hand, allow for both market orders and limit orders, but the focus
is limited to choosing between a market order (MO) or a limit order (LO) placed at the best bid or
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ask price, often without considering the possibility of placing orders deeper into the LOB (e.g., Guo et
al. [2023] |25] and Guilbaud and Pham [2011] [22]). Figueroa-Lopez et al. [2017] [19] allow for market
and limit orders at any depth, but only consider the optimal placement of 1 order, rather an inventory
of multiple orders. Considering market orders and limit orders at all depths allows for a truely optimal
strategy even in a broader spectrum of cases (like high order-flow, significant mid-price drift or short
time frames).

Recently, reinforcement learning (RL) has gained popularity for solving the OPP without requiring
full knowledge of the underlying LOB dynamics. Karpe et al. [2020] [29], Fang et al. [2022] [17], and
Schnaubelt [2021] [35] train deep RL agents to learn optimal order placement policies from historical
LOB data. These models can uncover non-intuitive strategies and perform well in complex, high-
dimensional environments. However, they require substantial amounts of training data and may lack
interpretability. Additionally, RL policies are difficult to analyse formally, which can be a drawback
for risk-sensitive trading environments.

The most general formulation of the OPP considers the full LOB, allowing placement of MOs and
LOs across all levels and inventory sizes. We first choose to adopt the mode by Cont and Kukanov
[2017] [15], as it very closely represents the mechanics that govern a real LOB, and allows for an
analytical solution to the OPP for any inventory size considering market orders and limit orders (at all
price-levels). Since deviations in the expected order flow can significantly throw off the static optimal
allocation, we then look for a dynamic strategy that allows the trader to re-evaluate and adjust her
strategy, while still considering the most general OPP formulation. Cartea and Jaimungal [2015] [7]
propose frameworks that allow for (extensions to) such generality. Furthermore, these models allow for
analytical solutions to this general formulation of the OPP, giving tractable insights in the workings
of optimal placement strategies.

1.4 Main Contributions

This thesis builds on two models that provide analytical solutions to the OPP. Firstly, we will build
on existing work by Cont and Kukanov [2017] [15], extending the paper by considering multiple price-
levels deeper in the LOB, rather than just the decision between market orders and limit orders at the
best price level. We derive a general expression for the solution to the n price-level case, without any
assumptions on the probability distribution of market order arrivals, limit order arrivals and limit order
cancellations. Furthermore, we assume these three events are exponentially distributed. This allows us
to derive the analytical expression for cumulative distribution function (CDF) for the convolution of
the order outflows at the different price-levels. The expression of this CDF allows us to represent the
solution of the OPP explicitly, allowing us to exactly determine the optimal number of market orders
and limit orders and at what price-level to place the latter.

Secondly, we formulate the OPP as a dynamic optimal stopping and control problem, as in [5]. In
this model a trader optimises the depth at which to place her limit orders at every time between the
initial and terminal time (control) and when to place market orders instead (stopping). We extend on
this paper by formulating the optimal solution for general inventory size, rather than only providing
analytical solutions for inventories of size 1 or 2. We derive a recursive formula for the optimal depth at
which to place limit orders and the optimal stopping time at which to place market orders. Furthermore
we extend the model by Cartea and Jaimungal [2015] [5] by considering possible drifts in the mid-price,
introducing fees and rebates for filled market and limit orders respectively, and a general remaining
inventory and running inventory penalty function.
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1.5 Thesis Structure

Chapter 2 introduces the two models of the limit order book that are used in this thesis. Chapter
3 provides the mathematical preliminaries required to understand the derivations of the solutions.
Next, in chapter 4, we will start with the static model and derive its general solution for n price-
levels. In chapter 5 we move on to the dynamic model and derive its general solution for all inventory
sizes. Chapter 6 shows the numerical results, where we analyse the solutions found and compare them
to benchmark strategies. Chapter 7 concludes with the most important conclusions and discussion,
followed by the proofs to our propositions in appendix A. Appendix B contains long derivations and
other work less important to the main body of this thesis and my code for making the plots can be
found in appendix C.



2 | Model of the Limit Order Book

In section 1.1 of the Introduction we explain how the limit order book works and section 1.3 shows
different ways the LOB has been modelled in the literature and our motivation for the chosen models.
In this chapter we will explain the chosen models in further detail, before moving on to solving the
Optimal Placement Problem in both models in chapter 4 and 5.

This thesis uses 2 different models for the limit order book. Section 2.1 describes the static model
from the paper by Cont and Kukanov [2017] [15] and section 2.2 describes the dynamic model from
the paper by Cartea and Jaimungal [2015] [5]. In the first model in chapter 4 the dynamics of the
limit order books are determined by the number of arriving market orders, arriving limit orders and
cancelled limit orders. Each is modelled as a stochastic random variable, which allows us to calculate
the expected cost of any order allocation analytically. The OPP then becomes a "static" convex
optimization problem, where we minimise the expected cost function. In the second model in chapter
5 we directly model the filling-probability of a limit order placed at a certain depth, conditional on
the arrival of a market order. The arrival of market orders is subsequently modelled as a Poisson
process, to be able to calculate the expected number of filled limit orders a different depths. Using this
model the optimal allocation problem considering both limit and market orders becomes a stochastic
optimal stopping and control problem. The value function of the continuation and stopping scenario
is optimised and compared at every time, to find the "dynamic" optimal allocation strategy.

2.1 Static Model

The first, static model was introduced by Cont and Kukanov [2017] [15] and is centred around the
mid-price. Half of the spread, h, below the mid-price is the best buy quote, and half of the spread
above the mid-price is the best sell quote. We look at a case of the Optimal Placement Problem,
where a trader wishes to buy S shares, but if the trader was selling the problem would be completely
analogous. One "tick size", d, below the best buy quote (the first price-level) is the second best buy
quote (the second price-level) and another tick size below that the third etc.. At every-price level there
is a queue of outstanding limit orders, Q1, Q2, @3, .... The traders’ order placement problem consist of
deciding how many market orders M to place and how many limit orders L; to place at each price level
i =1,...,n. This order placement decision can be summarized by a vector X = (M, L1, ..., L,) € R’}fl
of order sizes.

The evolution of the limit order book is then determined by three processes: the arrival of market
orders, the arrival of limit orders and the cancellation of limit orders. The number of arriving market
orders in the time frame ¢t € (0,7) is described by the stochastic process u € (0,00). The cancelled
limit orders from each queue Q1, @2, Qs, ... is described by the stochastic process v1,72,7s, ..., where
vi € (0,Q;). The arriving limit orders at each price-level after time ¢ = 0 is also a stochastic process
denoted by n1,12,m3, ..., with 7; € (0,00). The cancelled limit orders only apply to the orders in the
existing queue at ¢ = 0. For the limit orders after that, n; describes the net new number of limit orders
that have arrived at time ¢ = T, so not counting the ones that have been placed and cancelled inside
the time frame t € (0,7").
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Figure 2.1: Schematic representation of the static model

To allow for analytical solutions and for ease of notation we describe the evolution of the LOB in
terms of the outflows from each queue, rather than the three separate stochastic processes mentioned
in the previous paragraph. The outflow at the first queue, &, is made up of the arriving market orders
and the cancelled orders from the first queue,

§=p+m (2.1)

with £ € (0, 00).

From the second queue, the outflow is obviously also determined by the number of incoming market
orders, but since this is already captured in £, we define the (extra) outflow from the second queue, v,
as the number of cancelled limit orders from that queue minus the number of limit orders that arrived
before this queue (at the first price-level after t = 0). In general, the outflow from price-level i + 1 is
given by

Vi = Yiy1 — N (2.2)

with 1; € (=00, Qi+1). The reason we subtract n; is because arriving limit orders are actually inflow,
rather than outflow, since market orders have to deplete those first before they start to fill limit orders
at price-level ¢ + 1.

The Optimal Placement Problem in this model comes down to a trader, who is looking to buy S
shares within the time frame ¢ € (0,T), deciding how many market orders and limit orders to place
at what price-level. In Figure 2.1 we can see how the order outflows influence the number of trader’s
orders that are filled at each price-level ¢, OF;. To start filling Ly orders, the incoming market order
must first deplete (Q1 — 1), L1, m1, and (Q2 — ¥2).
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2.2 Dynamic Model

Where in the static model the trader had to make her placement decision at time ¢t = 0 and wait until
the terminal time ¢ = T to fill any remaining orders as market orders, the dynamic model allows the
trader to make decisions at intermediary times, adapting to the current market conditions.

In this dynamic model of the OPP, introduced by Cartea and Jaimungal [2015] [5], the trader is
looking to sell the shares in her inventory. This model combines an optimal stopping problem and
an optimal control problem. At each point in time the trader faces a choice between selling a market
order (stopping) or placing a limit order at a certain depth 0 (controlling). This decision is based on
the value function associated with either selling a market order or placing a limit order at the optimal
depth. If the value of continuing to place a limit order at the optimal depth is higher than the value
of stopping and placing a market order, she will place a limit order, controlling the depth at which it
is placed at every time step. Once the value of stopping is equal to the continuation value, she will
place a market order, as this value is guaranteed rather than uncertain like the value of limit orders.
The value function depends on the trader’s wealth, the size of her inventory I, the time she has left to
liquidate the inventory T — t and market conditions like the mid-price p and incoming market orders
v.

Stopping guarantees the trader will sell a market order. However, when a limit order is placed the
probability that it is filled depends on the depth it is placed at and the arrival rate of incoming buy
market orders, A,. The probability that a limit order, placed at a depth ¢, is filled when a buy market
order arrives is assumed to be

P(§) =e™" (2.3)

where k > 0. At every point in time the trader optimizes the depth at which she places her limit
orders, making sure they are deep enough to sell at an attractive price, but not too deep ensuring they
are filled within the desired time frame. When the trader places a market order or her limit order is
filled, her inventory size decreases by 1. She then faces the same decision again, this time governed by
different value functions, due to her smaller inventory size.

The trader wishes to liquidate her entire portfolio before the terminal time 7', so whatever inventory
she is left with at an instant before this terminal time, she will liquidate in the form of market orders.

We see that for the static model the focus was on the queue at each price-level, and the LOB
dynamics were described by the three main LOB events. The dynamic model, on the other hand,
focusses on the mid-price, and the dynamics are described in terms of the filling probability of a limit
order at a certain depth.



3 | Mathematical Preliminaries

In this chapter we introduce preliminary mathematical concepts and theory which are used throughout
this thesis.

For the static model the underlying mathematics is simpler: we minimize a cost function, use con-
voluted probability distributions to express our solution and we require numerical solvers to minimize
(or find the root of) mathematical equations which cannot be solved algebraically in a general sense,
like transcendental equations.

For the dynamic model we will require more advanced theoretical frameworks. Firstly we express
the Optimal Placement Problem as a dynamic programming problem that combines stochastic control
theory and an optimal stopping problem. To solve it we must apply Ito’s Lemma to arrive at a
Hamilton-Jacobi-Bellman equation which can then be solved iteratively as an Ordinary Differential
Equation.

3.1 Numerical Methods for Root Finding

Throughout this thesis we encounter moments where we want to find the root of certain expressions,
for the static model to find the optimal order allocation in equation (4.47) and for the dynamic model
to find the optimal stopping time in equation (5.52) for example. In this thesis our aim is to derive
an explicit formula for the optimal allocation of orders, but some expression are too complex (or even
impossible) to solve algebraically. In that case, we need numerical minimizers or root finders to find
our solution.

In this work, we encounter transcendental equations of the following form several times:

e 4 BT L o=

where A, B, and c are constants derived from the problem’s constraints, and x represents the variable
to be solved, like the position, time, or parameter optimizing the placement. These equations cannot
be solved in closed-form, in terms of elementary functions, due to the different exponential terms. This
section explores both analytical and numerical approaches to solve such equations, evaluates their
applicability, and justifies the adoption of the Newton-Raphson method as the most suitable technique
for our purposes.

3.1.1 Analytical Methods

Analytical solutions, which yield exact expressions for x, are desirable but challenging for transcen-
dental equations. We consider a few special cases where such solutions are feasible:

e Case 1: A=18B
If A= B, the equation simplifies to 2e4% + ¢ = 0, yielding:
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This solution requires ¢ < 0 to ensure —5 > 0, making the logarithm real-valued. While elegant,
this case is unlikely to hold universally in the optimal placement context.

e Case 2: B=FKA
If B =2A, let u = e, transforming the equation into u + u? + ¢ = 0. Solving this quadratic

equation for u gives:
—1++v1—-4c
mw =
2

Taking the positive root (since u > 0) and back-substituting, z = % In(u). This approach depends
on a specific relationship between A and B, which may not apply generally.

In the absence of such relationships, an analytical solution is not possible. Techniques like the
Lambert W function, effective for single-exponential equations, do not readily extend to sums of
exponentials without complex transformations. Thus, to solve equations of the general form e4® +
eBr + ¢ =0, we turn to numerical methods.

3.1.2 Numerical Methods

Numerical methods approximate the root of a function f(z) through iterative refinement. We evaluate
three common techniques:

1. Bisection Method
This method tries to find a root within an interval [a, b] where f(a)f(b) < 0, iteratively halving
the interval at mid-point ¢ = "’T‘"b At each time step it checks in which half the root lies, by
checking if f(a)f(c) <0 or f(b)f(c) < 0. It then choose the half containing the root and halves
this interval again, continuing until |f(c)| is sufficiently close to the root.

This method is robust but converges slowly (linear convergence), making it less efficient for
high-precision needs. Furthermore, it requires that on its defined interval [a,b], the condition
f(a)f(b) < 0 is satisfied. However, this is not necessarily the case in the situations where we
wish to apply the root-finder, making this method unsuitable for our application.

2. Newton-Raphson Method
The Newton-Raphson method starts with an initial guess x¢ and iteratively refines it using the

Tn+l = Tn — f/($ )
n

formula:

where f’(z) is the derivative of the function. This method uses the tangent line at x,, to approx-
imate the root, leading to quadratic convergence when the initial guess is close to the true root.
For our transcendental equation f(z) = 4% + B + ¢, the derivative is f'(z) = Ae” + BeB?,
which is straightforward to compute.

The method’s efficiency depends on a good initial guess and a non-zero derivative at each itera-
tion. Poor initial guesses or points where f’(x;,) ~ 0 can lead to divergence or slow convergence.
Despite these challenges, its speed makes it highly suitable for problems requiring repeated root-
finding in our case.

3. Secant Method
The Secant method approximates the root using two initial guesses, x¢ and x1, and iterates via:

Tp — Tn—1

f(xn) = f(zn-1)

Tn4+l1 = Tp — f(xn)
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This approach approximates the derivative using the slope of the secant line between two points,
eliminating the need for explicit derivative computation. While this makes it simpler to imple-
ment for functions where the derivative is complex, its convergence is super-linear, slower than
Newton-Raphson’s quadratic rate. Additionally, it requires two initial guesses, and its perfor-
mance can degrade if the guesses are poorly chosen or if the function behaves non-smoothly near
the root.

We select the Newton-Raphson method for solving equations of the form e* + eB% 4+ ¢ = 0 due
to its quadratic convergence, ensuring fast computation. The method’s reliance on the derivative
f(x) = AeA” 4 BeB” is not a limitation, as it is easily computed. Additionally, the real-world context
of our variables allows informed initial guesses, enhancing convergence reliability. We also implement a
tolerance of e = 107 (stopping when |f(x,)| < €) and may employ the Bisection method as a fallback
for poor initial guesses.

3.2 Dynamic Programming

3.2.1 Dynamic Programming Principle for Optimal Stopping and Control Prob-
lems

In a combined optimal stopping and control problem, we are solving a problem where we try to optimise
our value function using the control variables and at the same time decide when it is optimal to decide
to "stop". First, let X" € R™ denote the vector containing the controlled processes that determine the
trader’s performance criteria. X" is controlled using the control process v = (ut)o<t<7, and satisfies
the SDE

dX? = Mtdt—FUtth —i—’)’?ng (3.1)

where pp = (p)o<i<r € R™ is the drift, ¢ = (64)o<i<7 € R} is the volatility and W = (Wy)o<i<7 €
R™ a collection of independent Brownian motions. Furthermore, N* = (N})o<t<r € N" denotes a
collection of counting processes with controlled intensities A* = (Af)o<t<r € R™, and v} = y(t,us) €
R™ ™ denotes the controlled jump size.

The trader’s reward is a function of these controlled processes X*, which are stochastic process,
which is why we need to take the expectation. The trader has a performance criterion, for each
admissible control process u € A[t,T] and admissible stopping time 7 € T; 1}, given by

H™(t,x) = E¢ z[G(XY) + /T F(s,X%)ds] (3.2)

where G(XY) is the reward upon exercise, F'(s,X¥) is the running penalty, and she seeks to find the
value function

.
H(t,x) = sup sup H™(t,xz)= sup sup E;;z[G(XY) +/ F(s,X7Y)ds] (3.3)
TE,T[LT] uE.A[t’T] 767—”77*] uE.A[t’T] t

and control strategy w and stopping time 7 which attain the supremum of the performance criterion
(if it exists).

Say we are at a point (t = tp, X = ) and G(XY) is the reward paid out at the chosen stopping time
(and optimal strategy w). Our value function is described by the optimal stopping time 7* € [to, T]
that maximizes the expected reward, given the point (fg,z) which we are currently at. Now that we
know which stopping time maximizes our expected reward, the value function H (¢, z) with to <t < 7*
describes the current value of our position.

The dynamic programming principle (DPP) for optimal stopping and control problems, as described
above and in [3], is given by the following theorem.
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Theorem 3.1. Dynamic Programming Principle for Optimal Stopping and Control. The
value function H(t,x) satisfies the DPP

0 T
H(t,z) = sup sup Em[(H(G,X}j) +/ F(s,X?)ds) Lr>9+ (G(Xﬁ) —i—/ F(S,ij)ds) 1;<g]
TE'T[t’T] uEA[t,T] t t
(3.4)

for all (t,z) € [0,T] x R™ and all stopping times 0 < T, where G(X*) is the reward function and
F(s,X") is the running penalty.

The proof to this theorem can be found in section A.8 of the Proofs, and the intuition behind this
DPP is as follows. If stopping has not yet occurred (7 > 6), then the trader receives the value function
at that time. If stopping has already occurred (7 < ), then the trader has received the reward at this
stopping time.

The Dynamic Programming Equation (DPE) satisfied by the value function can be obtained by
looking at the DPP over infinitesimally small amounts of time. The DPE that arises in this problem,
as in [8], is stated by the following theorem.

Theorem 3.2. Dynamic Programming Equation for Stopping and Control Problems. As-
sume that the value function H(t,x) is once differentiable in t and all seconder-order derivatives in x
ezist, i.e. H € C12([0,T],R™) and that G : R™ — R and F : R™ — R are continuous. Then H solves
the quasi-variational inequality (QVI),

max <8tH+ sup (ﬁ%‘H —|—F) ; G — H) =0, on D, (3.5)
ue A

where D = [0,T] x R™ and the generator of the process L, acts on twice differentiable functions as
follows:

1 P
Lihlt, ) = ) - Dah(t, ) + 3 Tr(o(t,2)a(t,e) Dh(t,)) + D N (12)h(t@ +7,(1,2)) — h(t,2)
j=1
(3.6)
where 7y.; represents the j-th column of v, D,h represents the vector of partial derivatives w.r.t. x, and
D2h represents the matriz of second-order partial derivatives w.r.t. x.

The proof to this theorem can be found in section A.9 of the Proofs. The intuition behind this
QVTI can best be explained when handling the two possibilities separately, we either have

() OH+LH+F=0 and G < H, (3.7)

or we have

In the first case, the reward G is lower than the value function H, which means that we are in the
continuation region (i.e. it is optimal for the trader to continue rather than choosing the reward) and
the value function satisfies a linear PDE. In the second case, the value function H has the same value
as the reward GG and the PDE tells us the value function will decrease in time. This means that it is
optimal for the trader to choose the instant, guaranteed reward rather than continuing.



4 | The Static Optimal Placement Prob-
lem

The first model to tackle the Optimal Placement Problem in this thesis is based on the model introduced
by Cont and Kukanov [2017] [15]. They choose to analyse strategies where a trader can place her limit
orders at the best buy quote on multiple different exchanges. In this thesis, however, we choose to only
consider one exchange, but explore the situation where a trader can place her limit orders at different
price levels. We start by introducing the simplest problem, where the trader can only post at the best
buy quote and then consider two, three and four price-levels, to eventually arrive at a general case
where the trader can choose any price-level to post her limit orders. We consider the case where the
trader wishes to acquire shares within a certain time frame, but the case where she wishes to liquidate
an inventory by selling shares is completely analogous.
Below is a brief overview of all symbols and notations used in this chapter.

e S is the target number of shares the trader wishes to acquire

e T is the terminal time at which the trader must have acquired her target number of shares S

M is the number of market orders she places at ¢ =0
e [; is the number of limit orders she places at price-level 7 at t =0

e X is the placement vector containing the number of market orders and limit orders (at each
price-level) the trader places

e (Q; is the queue size at price-level ¢ at t =0

e ~; is the number of cancelled limit orders from the queue @; within the time frame ¢ € (0,7")
e 1 is the number of incoming number of market sell orders within the time frame ¢ € (0,7)

e 7); is the number of incoming limit buy orders at price-level i within the time frame ¢t € (0,7")

e ¢ is the order outflow at the first price-level, and consists of incoming market sell orders p and
cancelled limit orders from the first price-level v,

e 1); is the order outflow at price-level i 4+ 1, and consists of incoming limit buy order at price-level
i, 1;, and cancelled limit orders from price-level ¢ + 1, ;41

e OF; is the number the trader’s limit orders placed at price-level ¢ that are filled within the time
frame t € (0,T)

A is total number of trader’s limit orders that are filled within the time frame ¢t € (0,7)

0 is the tick size between the price-levels
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h is half of the bid-ask spread

f is a fee the trader must pay for placing market orders

e 1 is a rebate the trader receives for filling her limit orders

pu 1s the penalty coefficient when the trader under-fills her target amount of shares S

Po is the penalty coeflicient when the trader over-fills her target amount of shares §

0 is the price impact coefficient for any order the trader places at t = 0 or at terminal time ¢t =T

At time t = 0, the trader, whose objective is to buy S shares before time t = T, may submit
limit orders (LOs) of total size L1 > 0 at the best buy quote (also called the first price-level) and
market orders (MOs) for M > 0 shares. The order placement decision is denoted by the vector
X = (M, L) € R? of order sizes. The LOs L; join the best buy quote queue of size Q1 > 0. The
number of the trader’s limit orders which are filled between time ¢t = 0 and ¢ = T is a function of the
arriving market orders, denoted by pu, and the cancelled limit orders, denoted by 1. For the cancelled
limit orders we only consider limit orders in the best buy quote queue which were placed before the
initial time ¢ = 0. The number of orders at the best bid price that gets filled by time 7', denoted as
OF1, is given by:

OF; = min(max(p + 7 — Q1,0),L1) = (p+ 7 — Q1)+ — (b +m — Q1 — L1)+ (4.1)

where we use the notation (z)+ = maz(z,0). The total amount of shares bought by the trader during
[0,T"), denoted by A(X, u,7v1), is given by

A(X, JuR ’)/1) = M + OF;. (42)

and consists of the amount of market orders placed plus the number of limit orders filled at terminal
time T'. We can generalise this model to consider all the possible price levels at which the trader can
post limit orders. The price-levels start at the best buy quote (the first price-level) and then go down
in tick sizes §. The trader now has to decide how many MOs to place and how many LOs to place
at every price-level. We choose to consider n price-levels and denote the order placement decision
by the vector X = (M, Ly, Lo, ..., Ly,). A limit buy order placed at the i-th price-level is placed at a
price h + (i — 1)é below the mid-price, where h is half of the bid-ask spread. Every price-level ¢ has
its own queue @; in which the trader places her limit orders. We introduce a new stochastic variable
1;_1, which describes the inflow and outflow of orders that have priority after the trader’s LOs placed
at price-level ¢ — 1 and before LOs placed at price-level ¢. This order flow consists of LOs arriving
at price-level i — 1, in the time window ¢ € (0,7), and LOs being cancelled from the queue @;. For
the arriving LOs at price-level ¢ — 1, denoted by n;_1, we don’t consider orders that are placed and
cancelled in the time window ¢t € (0,7"), and we denote the order cancelled from Q); as 7;. Because 7;_1
represents incoming orders (inflow) and ; cancelled orders (outflow), we define the stochastic variable
for the outflow at price-level i as

Vi1 =% — Ni-1- (4.3)
To ease notation and derivation, we also choose to define the order outflow at the first price-level as
£=p+m, (4.4)

consisting of the arriving MOs p and the cancelled LOs from the first queue v;. We see that ;1 is
very distinct from the outflow at the first price-level £. These definitions mean that, when considering
n price-levels, we have that £ € [0,00) and ¥;_1 € (—00, @], as obviously ~; € [0,@1] and n; € [0, 00).
A schematic overview of the static order placement model can be found in Figure 2.1 in Chapter 2.
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The number of the trader’s orders filled at price-level ¢ (which is i—1 ticks below the best price-level)
is given by the formula

1—1 1—1
OF; =(¢ + Z Uy — Z(Qk + Li) — Qi) - 1{22;11(Qk+Lk)+Qi<§+Z§;:1 Ye<>h_1(Qr+Li)} (4.5)
k=1 k=1 :

+Li: 1{54‘22:1 Y>3k (Qu+Li)}

where L; is the size of the trader’s order placed at the i-th price-level below the best quote. So,
the number of the trader’s orders filled at price-level ¢ depends on the convolution of the probability
functions of the order outflow at the first price-level, £, and the outflow at the other price levels before
it, ¥1,...,%;—1. When considering n price levels, the total number the trader’s orders that are filled
before terminal time ¢ = T, denoted as A, is the sum of the number of her LOs that are filled at each
price-level and the number of MOs placed at ¢ = 0. So the total number of orders the trader fills before
time T is given by

n
AX, &%) =M+ OF; (4.6)
i=1
where X = (M, L, Lo, ..., Ly,) is the order allocation for n price-levels, £ is the order outflow at the
first price-level and ¥ = (11, ...,1,—1) are the outflows at the n — 1 price levels below the first. For
simplicity we use the notation A = A(X, &, ).

Most exchanges offer sellers of limit orders rebates, say r¢, but also set penalties for adverse se-
lection, fas. This results in an effective rebate of r = r¢ + fag, that the trader, whose limit order
is executed, receives as a reward for providing liquidity to the market. Using market orders to buy
shares, which can be seen as liquidity-taking, is often penalized with an additional fee f. We can now

calculate the execution cost relative to the mid-price for an order allocation X = (M, L, ..., Ly):
C(X,&9) = (h+ /)M = (h+ (i — 1)5 + r)OF; (4.7)
=1

where h is half of the spread.

A trader may also experience a shortfall due to unfilled orders, A < S, in which case the trader
has to purchase the remaining S — A shares at time T'. In contrast, the trader might have bought too
many shares A > S, and must sell the excess A — S at time T. Both events introduce additional costs.
Adverse selection, due to the placement of the buy limit orders at time 0, implies that conditionally
on this event prices have likely increased and the cost of market orders at time T is higher than their
cost at time 0, i.e. larger than h + f. This execution risk is to be included in the objective function
and given by

R(X,€,%) = pu(S — AX,€,9))+ + polAX, £,8) — S)4 (4.8)

where py,, po > 0 are the marginal penalties (in dollars) of under- and over-filling the target number of
shares S. We can see p, as a trader’s urgency to fill her orders.

Lastly, empirical studies have shown that both market and limit orders affect prices, and the average
impact of small orders can be well approximated by a linear function [13][27]. Here buy orders (limit or
market) drive the mid-price up and sell orders generally drive the price down. We assume the impact
cost is paid on all orders placed at times 0 and T, irrespective of whether they are filled, with the total
impact of all orders given by

I(X, ) =0 (M + Ly + (S — AX, §,.9))+) (4.9)

where 6 is the impact coefficient.
Adding all these terms allows us to define the cost function as follows.
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Definition 4.1. [/15/(Cost function). Let X = (M, Lq,...,L,) € R"" be a placement vector, & a
random variable and ¥ a vector of n — 1 random variables, then the cost function is defined as

n

v(X, &) ==(h+ f)M = > (h+r+ (i —1)5)OF,

=1
+ pu(S = AX,E )+ + po(AX, € 9) — 9)+ (4.10)
+6 <M‘|‘iLi +(5 - A(X,£,¢))+>

=1

where h, f, 7,9, pu, po, 0, S > 0 are constants, OF; is given by equation (4.5) and A(X,&,) is given by
equation (4.6).

We can now formulate the Optimal Placement Problem considering n price-levels.

Problem 4.1. (Optimal Placement Problem) An optimal order placement is a vector X* =
(M*, L%,....L%) € RTFI that minimises the expected cost function v(X,&,%) and therefore is the solu-
tion of

min_ E[o(X,€,9)] (4.11)
X€eR™

where v(X, &, 1) is given by equation (4.10).

To avoid certain trivial solutions to the Optimal Placement Problem we begin by making some
reasonable assumptions on the parameter values.

Suppose our trader has filled more LOs than here target quantity S, i.e. A > S. In that case
the trader must place market sell orders at the terminal time 7. Let us denote the price-level k
as the lowest level in which at least 1 of the trader’s placed limit orders is filled before time T,
k = ming>o{k : OF; > 0}. When the trader has overfilled her target amount, it means that she has
first bought shares (in the form of LOs) at a price greater or equal to p — (h + (k — 1)d) and must
then sell the overfilled amount as market orders at a price p — (h + (k — 1)d) (or lower if the overfilled
amount is large enough to walk the book), where p is the mid-price. This is because all the queues
at the higher prices have all been depleted. For shares sold at a lower price, i.e. price-level ¢ > k,
this means a loss (or extra cost) of (i — k)d per share. Therefore, we must argue that in reality it is
never optimal to overfill the target amount. We use this argument and other reasonable economical
restrictions to make the following assumptions.

Assumptions

Al: p, > h+ f: market orders sent at time 0 are less expensive compared to market orders that are
sent at time T (avoids the trivial solution where only limit orders are placed at ¢ = 0)
A2: p,+0>h+ (k—1)0+r for k = ming~o{k : OF; > 0} and p, > —(h + f): it is suboptimal to
over-fill the target size S regardless of fees and rebates
A3: r+h > 0: possibly negative rebates do not eliminate price improvement from limit order execution
(limit orders are still cheaper than market orders)

These assumptions lead to the following proposition:

Proposition 4.1. Under assumption A1-A3 all optimal order allocations for the Optimal Placement
Problem /.1 belong to the set

C={(M*L}L5.): 0SM*<S, 0<LI<S, M*+)» Lf=S)} (4.12)
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The proof to this proposition can be found in section A.1. Under the constraint S = M +>"" | L,
which means

(S —AX, &)+ = (S — AX, E¥) e sn gy, (@it L)) (4.13)
equation (4.10) becomes
n—1
v(X, &%) :=(h+ f)M — (h+7)OF1 = Y (h+7+i-0)OFis
=1
+oulS = AX LD e sty @i Lo (4.14)
+0 (M 2 Lit (5= AKX E¥) ey wi<2?—1(Qi+Li)}>
=1

4.1 Solution Considering One Price-Level

In this section we review the case where the trader is looking to buy S shares before terminal time
T and she can only post MOs and LOs at the best price-level, as in [15]. In this one price-level case,
where n = 1, the cost function in equation 4.10 becomes

v(X, &) =(h+ f)M — (h+r)OF,
+pu<S_A(X7§))++po(A(X7§) _S)-i- (4'15)
+0(M+ L1+ (S - AX,€))+)

where X = (M, L) is the trader’s order allocation consisting of M MOs and L; LOs at the best
price-level, ¢ is the order outflow at the first price-level given by 4.4, OF; is the number of trader’s L
orders that are filled and A(X,¢) is given by 4.2. The trader must find an optimal order allocation
X* = (M*, Ly) to minimise the expected cost function, which we denote as V(X) = E[v(X, §)].

When considering one price-level for limit orders, adhering to the Assumptions at the beginning of
this chapter, means an optimal allocation to the Optimal Placement Problem must satisfy M*+L* = S,
i.e. the trader does not place more orders than her target quantity. Solving the OPP it becomes clear
that p, plays a crucial role, as it increases so does the amount of market orders M*, which is logical.
For the n = 1 case of Problem 4.1 the optimal split between limit and market orders is given by the
following proposition.

Proposition 4.2. Assume that £ has a continuous distribution and Assumptions (A1-A8) hold. Then
the following allocations are optimal for the n = 1 case of the Order Placement Problem 4.1

(i) If pu < pu = Ig?&fjg) —(h+r+0), then (M*,L}) = (0,S) is an optimal allocation.

(i) If pu > pu = % —(h+r+0), then (M*,L}) = (S5,0) is an optimal allocation.

(i) If pu € (pu,Pu), an optimal allocation is a mix of limit and market orders, given by

[ 2h+f+r
M =S—-F ' —"— 4.1
S <pu+h+r+6?>+Q1’ (4.16)
. 2h+f+r
Li=F 1(p +h+r+6>_Q1’ (4.17)

where F(x) = P(§ < x) is the distribution of the outflow at the first price-level & = u+ 1 and
F~1 s its left-inverse.

The proof to this proposition can be found in section A.2.
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4.1.1 Example: Exponentially Distributed Order Flow at the First Price-Level

We will now show an example for an analytical solution, when assuming that £ exponentially dis-
tributed. For the exponential distribution, the CDF is given by F¢(x) = 1 —e~**. Then (A.4) becomes

1. (—h—f+pu+0
M= =1 4.1
)\n<h+r+pu+9>+Q+S’ (4.18)
and equation (A.5) becomes
1 h+ 7+ pu+0
L= -1 - Q. 4.19
)\n<—h—f+,0u+9> @ (4.19)

4.2 Solution Considering Two Price-Levels

In this section we will review the case where the trader can post MOs and LOs at the best and second-
best price-levels. The second-best price-level is one tick size  below the best price, with a queue of
size Q2 at time 0. In the Optimal Placement Problem 4.1 considering two price-levels (i.e. n = 2)
the trader’s order allocation vector becomes X = (M, Ly, Lo), where L; and Lo represent the number
of LOs placed at the best and second-best price-level, where Ly, Ly > 0. We introduce the random
variable t; defined in 4.3, which describes the order outflow at the second price-level. It consists of
LOs arriving at the first price-level during ¢ € (0,7"), denoted by 71, and LOs cancelled from Q2,
denoted by 5. For a schematic overview of the model please refer back to Figure 2.1. The number
the trader’s LOs in the second-best price that are filled level is given by

OF2 = min(max({ — Q1 — L1 + ¢ — Q2,0), Lo)
=l -Q1—Li+v—-Q2)y —(§—Q1—L1+v¢—Q2— La)y (4.20)
=E+Y-Q1—-L1-Q)- L1 Qi+ L1+ Qa<e+9<Qi+Li+Qat Lo} T L2 L{etyp>Qu+L1+Qot Lo}

where 1) = 17 is the order outflow at the second price-level. Equation 4.10 in this case is given by

V(X €)= (h+ f)M — (h+ r)OF; — (h + 6 + r)OF,
+pu(S = AX, )4 + po(AX,E,0) - S)s (4.21)
FO(M+Ly+ Lo+ (5 — AX,£,9))4)

where A(X, &,1)) is given by equation (4.2). Proposition 4.1 tells us that S = M + L + Lo, so we have
that A—S =0and (S—A)1 = (5 — A) {41 yp<Q+L,1+Qo+12} Which allows us to rewrite the expected
cost function as

E[o(X,&,9)] : = E[(h+ f)M — (h + r)OF; — (h + & + 1)OF,

E

+ (pu+0)(S — AX, & 0) et p<QitLi+Qat Lo} T 05 (4.22)
E[ |
_.I_

(h+ f)M — (h+)OF; — (h+ 6 + r)OFy
(pu + 0)(S — (M + OF1 + OF2)) (e yc0+ 114+ Qot Lo} T+ OS]

In the case where the trader can choose to place limit orders at the best bid or the second-best bid,
we can express the solution to the Optimal Placement Problem 4.1 in the following proposition.

Proposition 4.3. Assume that £ and ¢ have continuous distributions and Assumptions (A1-A3) hold.
Then the optimal allocation for the n = 2 case of the Order Placement Problem 4.1 satisfies the
following equations

(i) If pu > pu = % —(h+7r+0d6+80), then (M*, L3, L) = (S,0,0) is an optimal allocation.
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.. h+6 * * .
(ii) If pu < pu = Iﬁp&l—% —(h+7r+35+80), then M* =0 and LT satisfies,

S+ (h+ 7+ pu+ O)Fe(Qr+L1) — (h+6+7+ pu+0)Ferp(Qr+ Q2+ L) =0, (4.23)

and L3 satisfies
Ly =S—-M*—L7. (4.24)

(i) If pu € (pu,Pu), then the optimal allocation is a mix of limit (L7, L3) and market (M*) orders,
where L} satisfies (4.23), L} satisfies (4.24), and M* satisfies

< 2h+ 6+ f+r

M*=5—FZ!
h+6+r+p,+0

§+y

> + Q1+ Q2, (4.25)

where Fe(x) = P(§ < x) is the distribution of the outflow at the first price-level & = p+ 7,
Fepy(x) = P(§ + 4 < ) is the distribution of the outflow at the first and second price-level &,
Y =—n1+v and FE_I, F{_@ are their left-inverses.

The derivation can be found in section A.3 and methods for finding the root of (4.23) are discussed
in section 3.1.

4.2.1 Special Case: Empty Queue and No New LOs

We see that in a special case where the second price-level queue is empty and no new LOs arrive at
the first price-level (i.e. Q2 = 0 and 1) = 0), we are left with the one price-level case, where the order
allocation only considers M and Ls, since equation (4.23) becomes

ov
— =6+ (h+r+p,+0)Fe(Q1+ L)) — (h+d+7+py+0)Fe(Q1+ L) =0

oL,
§—0F(Q1+ L1) =0

where F¢(Q1 4+ Lq) € (0,1) for Ly € [0, 5]. We see that if Q2 and v are set to zero, the derivative of
V w.r.t Ly is always increasing, which is logical, since in that case L; orders are just as likely to be
filled as Lo orders, so it is never optimal to place orders at the price-level of Li. This means we set
L1 = 0, which means

(4.26)

Ly=8S—-M"—L{=85—-M=F} <

2h+6+f+r
£+y — @

4.27
htd+71+py+0 (4.27)

as is the case for the limit orders in the one price-level case (but this time the traders earns (h+ 6 +r)
(instead of (h + 7)) for a limit order).

4.2.2 Special Case: Many New LOs at the First Price-Level

When we set 1) — —oo, this means there are many limit orders arriving at the first price-level, behind
our L; orders, making it impossible for our Ly limit orders to be filled. We see that when v — —o0,
we have Fgyy(Q1+ Q2+ L7) — 1. In this case equation (4.23) becomes

ov
——=2h+§ —(h+0 u+ 0
50 +o+f+r—(h+d+r+pu+0) (4.28)
=h+f—(pu+0)<0
where the inequality is due to Assumption A2, and (4.25) becomes

ov

27— =0+ (h+7+pu+0)F +LY)—(h+0+7r+pu+0

op =0+ (b4 74 P+ OF(Qu+LD) = (h+ 547+ pu +0) o

= (h+7+pu+0)(Fe(Q1+ L1) = 1) < 0.
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We see that in this case the expected cost function is decreasing in both M and L;. To know what
values of M and Lj actually minimise V', we need to know which is smaller: % or %' We find that

we have % < % when
htf—=(pu+0) <(h+r+pu+0)(Fe(Qr+ L7) = 1),
h+f_(pu+9)

hdr+4py+6 7

2h+6+ f+r (4.30)
Fe(Q+ L) >l
@+ L) h+71+ py+0

1 (2h+6+f+r
Ly>pFt (20T g
17 <h+r+pu+0> @

Fe(Qi+Ly)—1>

Let us denote the solution to one price-level OPP (as described in Proposition 4.2) as X* 1 price-level _
(M*> L pricedevel g, 1pricerdevely o) the solution to the one price-level OPP as simply X* = (M*, L%, L5).
We see that we find the expected cost to be decreasing w.r.t. M or L; when L} > L 1 price-level

Ly < LY 1 price-level respectively. Considering our constraint S = M + L; + Ls, this means that our
truely optimal solution is L} = L? L price-level “ o indeed find the two price-level solution in the case

where 1 — —oo is the same as in the one price-level case, as expected.

4.2.3 Example: Exponentially Distributed Order Flow at the First Two Price-
Levels

To express the solution in Proposition 4.4 analytically, we again assume £ ~ X, where X is exponen-
tially distributed with rate ¢, and ¢ ~ Q2 — Y, where ()2 is the length of the second price-level queue
and Y is independent and exponentially distributed with rate Ay. We must then know the cumulative
distribution function of the convolution of the random variables £ and . This is given in the following
lemma.

Lemma 4.1. If { ~ X, where X is exponentially distributed with rate A¢, and ¢ ~ Q2 —Y , where Q2
1s the length of the second price-level queue and Y is independent and exponentially distributed with
rate Ay, the cumulative distribution function of the convolution of the random variables & and 1 is
given by

Ae o—Au(Qa—A) A<Q
_ >\5+>\we ) = w2
Fero(4) {1 -3 )_\f)\ e M(A-Q2) 4> Q. (4:31)
§T Y

The proof to this lemma can be found in section A.4 of the Proofs and can be used to derive an
analytical expression for the two price-level case of the static Optimal Placement Problem 4.1. The
following corollary describes this analytical solution.

Corollary 4.1. If { ~ X, where X 1is exponentially distributed with rate A¢, and v ~ Q2 —Y, where
Q2 is the length of the second price-level queue and Y is independent and exponentially distributed with
rate Ay, the solution as in Proposition 4.3 is given by

1 A h+0+r+p,+0
M* =S — —1
Og<(>\5+>\w) —h—f+pu+0

» ) +Q1, (4.32)

where LY = S — M* € [0, 5] and L% =0 for j # i. The optimal depth for limit orders is price-level i,
where i = 1 if \¢ satisfies

Ay0
e < —— v 4.33
S hdrtputo (4.33)
and i = 2 if \¢ satisfies
Ayd
A > i (4.34)

Thtr+p,+0
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4.3 Solution Considering Three Price-Levels

In this section we will review the case where the trader can post MOs and LOs at the first, second
and third price-level. We again start by expressing the number of our orders filled at the third price-
level, OF3, as a function of the order outflows at the first, second and third price-level, £, 11 and o
respectively.

OF3 =min(max({ — Q1 — L1 + ¥1 — Q2 — Lo + 12 — Q3,0), L3)
= -Q1—L1+P1—Q2— Lo+ —Q3)4 —(§—Q1— L1 +11 — Q2 — Lo+ 2 — Q3 — L3) 4
=+ 1+ —Q1— L1 —Q2— Lo — Q3) - 1{Q,4 L) +Qot Lo+ Qs <-+t1 +192<Q1+L1+Qa+Lo+Q3+L3 )}

+ L3 - 1{£+¢1+¢2>Q1+L1+Q2+L2+Q3+L3},

(4.35)
and the cost function in this case is described by
(X, &, 1,02) :=(h+ f)M — (h+ r)OF;
—(h+d6+7)OF3 — (h+ 20 +r)OF;3 (4.36)

+ pu(s - A(Xagv ¢1,¢2))+ + pO(A(Xaé.vd}l?d}Q) - S)+
+0(M+Ll+L2+L3+(S_A(Xagad]laq/}Q))Jr)

where A(X, &,11,12) is simply given by (4.2). Again, under the condition that S = M + L; + Ly + Ls,
we have that A — S =0 and (S — A)y = (5 — A) et 14p2<Qi+L1+Qo+Lo+Qa+Ls}» Which allows us to
rewrite the expected cost function as

E[U(X, &, 1/12)] ::E[(h + f)M — (h + ’I”)OFl — (h + 0+ T)OFQ — (h + 26 + T)OFg
+ (Pu + 9)(5 - A(X, §, Y1, ¢2))1{€+¢1+¢2<Q1+L1+Q2+L2+Q3+L3} + 95]
—E[(h+ f)M — (h +)OF1 — (h + 6 +1)OFs — (h + 26 + r)OF}
+ (pu+0)(S — (M + OF1 + OF2 + OF3))1{¢ g 4y <Qu+ L1+ Qo+ Lo+ Qs+ La} J(r 95])-
4.37

We can formulate our the solution to this three price-level case of the Optimal Placement Problem
4.1 in the form of the following proposition.

Proposition 4.4. Assume that &, 11, and 1y have continuous distributions and Assumptions (A1-A3)
hold. Then the optimal allocation for the n = 3 case of the Order Placement Problem 4.1 satisfies the
following, based on the valuw of py.

. — h+26 * * * * :
(i) If pu > pu = F£+w12+ijtigz+Q3) — (h+ 20 +7r+86), then (M*, L}, L3, L%) = (S,0,0,0) is an
optimal allocation.
.. h+26 * * .
(ii) If pu < pu = Fg+w1+iz—(FQ21T-£2—;:Q3+5) —(h+25+7+80), then M* =0 and L7 satisfies

54 (h+ 7+ pu+ O)Fe(Qu+ L) = (h 40+ 7+ pu+ 0) Py (Qu + LI + Q) =0, (4.38)
L3 satisfies

S+ (h+6+7+pu+0)Fery, (Q1+ L} + Q2+ L)

4.39
= (h 420+ 7+ pu+ 0)Feqp 9, (Q1+ LT + Q2+ L5 + Q3) =0, (4:39)

and L3 satisfies
Ly=S—-M-—-L7—Ls. (4.40)
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(i) If pu € (Pu, Pu), then the optimal allocation is a mix of limit (LT, L3, L3) and market (M*) orders,
where LY satisfies (4.38), L satisfies (4.39), Lj satisfies (4.40) and M* satisfies

2h+20+ f+r
ht20 -7+ pytd

where Fe(x) = P(§ < x) is the distribution of the outflow at the first price-level &, Feiy, (x) =
P({441 < ) is the distribution of the outflow at the first and second price-level §, ¢, Fe iy, 4o () =
P(§ + o1 + 1o < x) is the distribution of the outflow at the first, second and third price-level &,

1,49 and Fgl, F§;1¢1,F£;1w1+¢2 their left-inverses.

The proof can be found in section A.5 and methods for finding the root of (4.38) and (4.39) are
discussed in section 3.1.

M*=5—FZ! (

E+i1 o > + Q1+ Q2 + s, (4.41)

4.3.1 Example: Exponentially Distributed Order Flow at the First Three Price-
Levels

To express the solution in Proposition 4.4 analytically, we again assume & ~ X, where X is exponen-
tially distributed with rate A¢, 11 ~ Q2 — Y1 and 92 ~ Q3 — Y3, where (2 and Q3 is the length of the
second and third price-level queues and Y7 and Y5 are independent and exponentially distributed with
rates Ay, and \y,. We must then know the cumulative distribution function of the convolution of the
random variables £, and 9. This is given in the following lemma.

Lemma 4.2. If § ~ X, where X is exponentially distributed with rate \¢, Y1 ~ Q2 — Y1 and ¥y ~
Q3 — Yo, where Q3 and Q3 is the length of the second and third price-level queues and Y1 and Ys are
independent and exponentially distributed with rates Ay, and Ay, , the cumulative distribution function
of the convolution of the random variables €, 11 and o is given by

Ae Ay —Ayy (Q2+Q3—A) _ AeAy, =y, (Q2+Q3—A)
Py (A) = L DeF Bt e O 3] © A=
1Tv2 _ Y1 Mg —Ae(A—(Q2+Q3))
P v v v vy LN » A> Qo+ @y

(4.42)

The proof to this lemma can be found in section A.6 of the Proofs and can be used to derive an
analytical expression for the three price-level case of the static Optimal Placement Problem 4.1. The
following corollary describes this analytical solution.

Corollary 4.2. If { ~ X, where X is exponentially distributed with rate \¢, 1 ~ Q2 — Y1 and
Wy ~ Q3 — Ys, where Qo and Q3 is the length of the second and third price-level queues and Y1 and Ys
are independent and exponentially distributed with rates Ay, and \y,, the solution as in Proposition

4.4 1s given by

Ay A
M*:S_llog< 1 Mpo h+20+1+ py,+ 0

A¢ e + Ap )X + Ayy) —h = f+pu+0
where LY =S — M* € [0,S] and L} =0 for all j # i. The optimal depth for limit orders is price-level
i, where i =1 if \¢ satisfies

> + Q1, (4.43)

Ay, 6
Ae < ———————, 4.44
S hrtp.to (4.44)
i = 2 if ¢ satisfies
Ay O Apy O
T < ¢ < ¥2 ) (4.45)
and i = 3 if A\¢ satisfies
Ay 6
Ae > 2 . 4.46
ST ROt tp.to (4.46)
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4.4 General Solution for n Price-Levels

Putting the solutions of the one, two, three and four price-level cases next to each other, we find the
pattern starting to emerge (where the four price-level case is solved in Appendix section B.2). We can
formulate the general solution to the Optimal Placement Problem 4.1 considering n price levels in the
following proposition.

Proposition 4.5. Assume that the queue outflows & and 1; (withi =1,2,...,(n—1)) have continuous
distributions and Assumptions (A1-A3) hold. Then the optimal allocation for the n price-level case of
the Order Placement Problem 4.1 satisfies the following, based on the value of py.

. — 2h —1)§ * * * *
(i) If pu = Pu = gt s — (b (0 = 1)3 + 1+ 0), then (M*, L, .., Ly, L) =

(S,0,...,0,0) is an optimal allocation.

. . 2h+(n—1)6+f+ — ;
(ii) If py < py = Fg+w1+m+¢:,1(Q1+.--1Qn+5) —(h+(n—1)0+r+80), then M* =0 and L} (with

i=1,2,...,(n— 1)) must satisfy

S+ (ht (i = D)5 47+ pu+0) Fesy 41 (O (Qr + L)
k=1

i (4.47)
— (W46 + 7+ pu+ 0) ey a9, O _(Qr + L) + Qig1) =0
k=1
and L}, satisfies
n—1
Ly=8-M-> L (4.48)
i=1

(iii) If pu € (Pu, Pu), then the optimal allocation is a miz of limit and market orders, where L (with
i=1,2,...,(n—1)) satisfies (4.47), L}, satisfies (4.48) and M* satisfies

2h+(n—1)0+ f+r
ht (n—1)0+7+py+0

* —1
M"=5~— F£+w1+...+wn_1 (

>+Q1 + oo + Qn, (4.49)
where Fe(x) = P(§ < x) is the distribution of the outflow at the first price-level &, Feyy, (x) =
P(& + o1 < x) is the distribution of the outflow at the first and second price-level & and 11, and
Fepprgopn () = P(E+ Y1 + ... + 1 < ) is the distribution of the outflow at the first up
to the n-th price-level & and 1. F§;1w1+.._+¢n71 1s the left-inverse of the cumulative distribution
function describing the outflow at the first up to the n-th price-level.

Methods for finding the root of (4.47) are discussed in section 3.1.

4.4.1 Example: Exponentially Distributed Order Flow at All Price-Levels

To express the solution in Proposition 4.5 analytically, we again assume £ ~ X, where X is expo-
nentially distributed with rate A¢ and 1; ~ Q;11 — Y;, where @); is the length of our i-th price-level
queue and Y; are independent and exponentially distributed with rate Ay,. We must then know the
cumulative distribution function of the convolution of the random variables &, 1, ...,%¥,—1. This is
given in the following lemma.
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Lemma 4.3. If { ~ X, where X is exponentially distributed with rate \¢ and ; ~ Qi1 — Y;, where
Q; is the length of our i-th price-level queue and Y; are independent and exponentially distributed with
rate \y,, the cumulative distribution function of the convolution of the random variables §,11, ...2b; for
1=1,2,..n—1 is given by

Sy — A Hz#“;% - oy (2155 Qi) —4) L ASYHLQ,
Fetgpyt oty (A) = (Hf+ ) Oy “2) 4 (4.50)
1 — k=12 =X (A-(CL5, Qk)) . A> 23;12 Qs

[Tim1 et Auy)

The proof to this lemma can be found in section A.7 of the Proofs and can be used to derive an
analytical expression for the general n price-level case of the static Optimal Placement Problem 4.1.
The following corollary describes this analytical solution.

Corollary 4.3. If § ~ X, where X is exponentially distributed with rate A¢ and ¥; ~ Q1 —Y;, where
Q; is the length of our i-th price-level queue and Y; are independent and exponentially distributed with
rate \y,, the solution as in Proposition 4.5 is given by

1 1, —1 u
M* =S — —log ,El:l v ht (= Ditr+putt L O, (4.51)
Ag [T Qe +2y,)  —h=f+putb

where LY = S — M* € [0, 5] and L; =0 for all j # i. The optimal depth of limit orders, the level L;,
1s reached at the critical point when

Awifl(s

_ Ay,0
ht (i —2)6+7+p,+60 ~

h+(G—1)0+r+p,+6

>\§<

(4.52)



5 | The Dynamic Optimal Placement Prob-
lem

The previous chapter examined the static case where the trader placed her limit and market orders at
time £ = 0 and could not touch them until the terminal time ¢ = T', when the limit orders were either
filled or had to be cancelled and replaced with market orders if they remained unfilled. However, big
deviations in the calibrated parameters or distributions, caused by large incoming limit /market orders
after time t = 0 for example, would lead to higher costs or missed potential savings for this static
strategy. A dynamic model that allowed the trader to adjust her strategy at intermediate times means
much more flexibility when such deviations in order flow occur.

In this chapter we will again consider the Optimal Placement Problem, but this time considering
it to be dynamic, allowing the trader to place limit orders at a certain depth, cancel unfilled limit
orders and place market orders at different time steps between ¢ = 0 and ¢t = 7. We build forth upon
the method used in [5], introducing mid-price drift and general penalty functions for price impact of
placed orders and under-filling the target amount.

In [8] they work out an optimal stopping problem where the trader is allowed to either post market
orders or limit orders at the best price-level. This can be seen as the dynamic counterpart of our one
price-level static problem in section 4.1. To also include deeper price levels in our dynamic model, we
choose to focus on the combination of an optimal stopping problem, that tells the trader when it is
optimal to market orders, and an optimal control problem that tells the trader how deep to optimally
place her limit orders. We solve the Hamilton-Jacobi-Bellman equations by iteratively increasing the
inventory that the trader has to liquidate, to eventually end up at a recursive analytical solution for
all inventory sizes.

Our full model contains mid-price drift and a running inventory penalty. These are essential in
creating an incentive for the trader to place MOs. Without these terms, the optimal stopping time for
all inventory size would be an instant before the terminal time. The underlying logic is that without
price drift, the expected future mid-price is equal to the current mid-price. Therefore, a trader does
not stand to gain from posting MO during the trading window. Instead she can post her orders in the
form of LOs, hoping to fill them, and execute her remaining inventory at an instant before the terminal
time. If there is also no term to penalise the trader for holding on to her inventory during the trading
window, we indeed find all stopping times to be just before the terminal time, making the inclusion
of MOs in our problem redundant. In the absence of price drift and running inventory penalty, the
optimal strategy degenerates to the solution of the optimal control problem described in [20], without
terminal MO penalty.

5.1 Full Model Setup

We assume that the risk-free rate is zero and define the Optimal Placement Problem model using the
following terms.
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5.1. FULL MODEL SETUP

S is the number of shares the trader wishes to liquidate
T is the terminal time at which the trader wishes to have liquidated her portfolio

p = (pt)o<t<r is the asset’s mid-price, which is described by Arithmetic Brownian Motion, namely

dpy = pdt + opdWF (5.1)

A = (A¢)o<t<t denotes the spread and in our case we will mostly consider half of the spread %.
This spread can be modelled as a mean reverting random variable (like an Ornstein-Uhlenbeck
process without drift), but this makes the problem considerably more complicated to solve, so
here it is assumed to be constant for the duration of the trading window

d = (0t)o<t<r denotes the depth at which the trader posts her limit sell orders measured from
the best sell order queue, i.e. the trader posts LOs at a price of p; + % + §; at time ¢

v = (1t)o<t<T denotes the Poisson process (with intensity A, > 0) corresponding to the number
of market buy orders (from other traders) that have arrived up until time ¢

L9 = (LY)o<t<T denotes the (controlled) counting process corresponding to the number of the
trader’s limit sell-orders which are executed at a depth § by incoming market buy orders

MT™ = (M )o<t<r is the counting process denoting the trader’s placed MOs

T={m:k=1,.., K} with K < § is the corresponding sequence of stopping times at which the
trader places (and immediately executes) MOs, with M; = Zszl 1o <t

P(6) = e with k > 0 is the probability that the trader’s LO will be filled when a buy MO
arrives

X% = (XD)o<i<r is the trader’s wealth process
I S - L{ — M7 is the trader’s inventory that remains to be liquidated

pu = pu(I ’6) is the risk premium paid for executing MOs at terminal time T" for the remaining
inventory the trader still has. It is a function of the size of the remaining inventory and often
assumed to be a linear function, but here we will keep it general by denoting pu(I;fS)

0 =01 ’6) is the penalty term on the running inventory, where the size of the penalty depends
on the size of the inventory the trader holds during the time frame. The reason we need this
running inventory penalty is that otherwise there is no incentive for the trader to place market
orders until an instant before the terminal time T

r, f are the rebate and fee earned/paid for filling a limit or market order resp.

The trader’s wealth is given by the SDE

A A
AXT = (pr+ 5 + 8+ r)dL] + (pe — 5 — f)aM] (5.2)

where the first term describes the amount (plus rebate) earned by filling a limit sell-order (at depth §)
and the second term is the price and fee paid for placing and filling a market sell-order. The number
of limit orders sold in the interval (0,t) is denoted by the counting process L® = (L{)o<t<7 and the
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number of market orders denoted by the counting M™ = (M7 )o<i<r. We now define the trader’s
performance criteria, which is given by

: A T
700, 2,.0) = Brgl X7+ 1o = 5 = =pul ) = [ 00l (53)

where the notation E; , , ,[-] represents the expectation conditional on ¢, X;_’(s =uz,py = p and I;_’é = 1.
Our control variables are the stopping time 7 and depth &, which means that the set of admissible
strategies A consists of seeking over all F-stopping times 7 and the set of F-predictable, bounded from
below, depths . In this case the value function is given by

H(t,x,p,i) = sup HT"S(t,m,p,i) (5.4)
(1,0)eA

and can be interpreted as the expected cost function, which is maximized by the optimal strategy, in
the form of the optimal stopping times 7* and optimal limit order depth §*.

Now, the Dynamic Programming Principle allows us to derive the Dynamic Programming Equation
(DPE) (see section 3.2 of the Preliminaries). The DPE, which the value function should satisfy, is in
the form of a quasi-variational-inequality (QVI), given by

1 . _ A . .
0= max{@tH—i—u[“)pH—i— 5‘7261319[{_9(@) +Sl§p)‘Ve o I:H(tam—i_ (p+ 5 +5+T),p,l - 1) —H(t,x,p,z) ;

[H(t,x—i—(p—ﬁ—f),p,z—l)—H(t,:c,p,z)] }7

(5.5)
with boundary and terminal conditions
H(t7 x7p7 0) = x’

. , A _ (5.6)
H(T,z,p,i) =z +i(p— 9 [ = puli)).
The derivation can be found in section B.3.1 of the Appendix. The first part inside the max function
n (5.5) describes the evolution of the value function when the trader chooses to "continue" and place
limit orders at the optimal depth 6*. The second part inside the max function represents when the
trader decides to "stop" and place a market order. She does so when the value function H is equal to
the reward function G. The reward function is given by

G=H(tet (-5~ )pi-1), (5.7)

which represents the trader executing one MO, increasing her wealth function by p— % — f and lowering
her inventory by 1.

Looking at the boundary and terminal conditions in (5.6) , we choose to make the ansatz for the
value function H(t,z,p,i) =z +i(p — % — f) + h(t,i), based on [8]. Substituting this into our QVI,
we see that h(t,i) satisfied the simplified QVI

0 = max {(%h + i — 0(0) +sup Ae 0[5+ A4+ f+ h(t,i—1) — h(t,3)] ;
’ (5.8)
[h(t7i - 1) - h(t7 z)] }7
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with boundary and terminal conditions

5.9
h(T,1) =—ipy(i), for i=1,...,R. (5:9)

Focusing on the supremum term in (5.8), we can find the value of § that maximizes this term, by
taking the derivative w.r.t. & and setting it equal to zero. We find that the optimal strategy 6* in
feedback control form is given by

5 (t, p, ) :%—l—[h(t,z') Ch(ti—1) - A—r—f. (5.10)

We see from the stopping region (the second part inside the max function) in (5.8), that is is
optimal to execute an MO at stopping time 7; when

h(ri,i—1) — h(7,i) =0 (5.11)

This can be interpreted as executing an MO whenever doing so does not change h, and thus increase
the value function by half of the spread plus the fee (based on the ansatz). Combining this observation
with (5.10) we find a lower bound for the optimal depth of

5*2%—A—r—f. (5.12)

since we know h(t,i — 1) — h(t,i) < 0 from the QVI (5.8). Now we assume that the trader may not
post LOs inside the spread, so we require § > 0. Therefore we must require A < % —r—f.
Substituting the optimal depth into the simplified QVI (5.8), we find that h(t,4) satisfies

A\ en(A+r+f)

0 = max {ath + i — () + 2~ e~ R =RE=D] L Th (g i — 1) — h(t, )] } (5.13)
(&

K

If the trader has inventory left at terminal time 7', she must execute the remaining inventory as MOs
at a cost of p, (I;’a) per share. At an instant time step before this terminal time, however, the trader
may execute MOs at a cost of % + f < pu, so it is never optimal for her to wait until time 7" to execute
an MO. As a result, the left-limit of the value function is not equal to its value at the terminal time,

and we have A
H(T_ax7p7i):_§_f+H(T_>$7p7i_l) (514)

for every i > 0, which means that h(7'~,i) = h(T~,7 — 1) = 0 (since h(t,0) = 0). The phenomenon
where the left limit of the solution is different from the terminal condition is sometimes called face-
lifting|36].

To be able to solve the QVT analytically, it must be further simplified. We apply the transformation

h(t,i) = %log(u)(t,z’)) (5.15)

which transforms our simplified QVI into the following equation:

! / BNw(t i)+ Mt i 1)) Slog (PEITY Y 2
maX(/@w(t,i)(atw@’Z)+H(W 6(i))w(t,i) + Aw(t,i —1)) ; Klg( ) >> 0 (5.16)

w(t,i

where \, = %e"‘(AJ””rf).
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We can rewrite QVI (5.16) by multiplying the left term inside the max function by kw(t,) and
setting the right term equal to zero and taking the exponent. We find the simplified QVI

max <(9tw(t,z') + k(i — 0(0))w(t, i) + Aw(t,i — 1) ; w(t,i—1) — w(t,i)) =0 (5.17)

with boundary and terminal condition

w(t,0) =1,

4 . 5.18
w(T,i) = e " forj=1,.. R. (5.18)

The optimal depth §* at which to place limit orders, when the trader holds an inventory of size i is
now given by

(5*(t,i):%—A—r—f+%log <w(1§(:’_1)1)> (5.19)

The left part inside the max function in equation (5.17) represents the continuation value, and describes
evolution of the value function for a trader holding an inventory of size 7 at a time ¢, assuming the
trader follows the optimal depth scheme in (5.19). The stopping time 7;, at which the trader should
(optimally) place an MO instead of continuing trying to liquidate her inventory of size i using LOs,
is then defined as the moment where this continuation value is equal to the stopping value (the right
part inside the max function in equation (5.17)). In that case the trader chooses to execute an MO, as
this guarantees this value, rather than the uncertain continuation value. Setting the left term inside
the max function in QVI (5.17) equal to zero gives us a differential equation (DE) of the form

Degi(t) + w(pi — 0(0))gi(t) + Avgi-1(t) = (5.20)
where g;(t) and g;—1(t) are functions that solve this DE. Then w(t,4), that solves (5.17), is given by
w(t,i) = gi(t) - Lyp<r,y + gio1(t) - Ligsry (5.21)

where 7; is the optimal stopping time at an inventory of size i. We can now solve QVI iteratively, first
plugging in the known boundary condition for ¢ = 0, to find w(¢, 1), then plugging this into the QVI
to find w(t,2) and continuing until we have a solution for a general inventory size S.

5.2 Analytical Solution

5.2.1 The i =1 Case:

Let us assume that fees, rebates and spread are constant, then the problem we are solving becomes

max <8tw(t, 1) + k(p—0(1)w(t, 1) + PURR w(t, 1)> =0 (5.22)

w(T,1) = e rpul)

where )\, = ’\—e”e”(A*”f ). Using the fact that it is never optimal to stop at terminal time 7' (since

executing an MO at that time will induce extra penalty cost py (I} ’5)), we see that we have to solve
the ODE

Dugr(t) + w(u = 0(1)g1(t) + X =0, gi(T7) = 1. (5.23)
The solution is given by
A
1) = e=0N(T=t) W r(p=0))(T-t) _ 1) 24
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We see that ¢1(¢t) > 1 for all ¢ € (0,7) when

> K” +6(1), (5.25)

which means that the continuation value is always larger than the execution value (the price increase is
larger than the running inventory costs and the execution value), hence the solution to the QVI (5.22)
is

w(t, 1) = gi(t) - Leer + e oW 1,1 (5.26)

where ¢ (t) is given by (gl-full-model) and it is never optimal to execute an MO, except for an instant
before the terminal time 7.
Moreover, based on equation (5.19), the optimal depth to post the limit order is given by

1 1 A
1) = = — A —p— -1 Rp=0)(T—t) o v oe(p=0W))(T—t) _ 1) | . 2
0t 1) = r f+k0g<e R Ty (e ) (5.27)
We also find that if ~
Y
p<— +6(1), (5.28)

that g1(¢) < 1forall t € (0,7), i.e. the continuation value is always less than the execution value, and
the solution to the QVI (5.22) is

w(t, 1) = ler + e~ PuM 1 g, (5.29)
meaning it is always optimal to execute a market order, so 7 = 0.

5.2.2 The ¢ =2 Case:

In this case we are solving the system

max <8tw(t, 2) 4+ k(20 — 0(2))w(t, 2) + Aw(t, 1) 5 w(t, 1) — w(t, 2)> =0
w(T,2) = e Pu(?),

(5.30)

We only consider the non-trivial case where p > _2” +6(1) and we use the trivial optimal strategy to
execute MOs an instant before the terminal time as our terminal condition face-lifted to w(7T~,2) =
1-w(T~,2) = 1. We must now determine the time 7 when the solution to the QVI switches from
its immediate execution value to the continuation value, namely where w(t,2) = w(t, 1).To guarantee

continuity of the QVI, we need to ensure that w(¢,2) and its derivative are continuous at this point,

l.e.

w(ty ,2) = w(72,2) and Ow(ry ,2) = dw(7e,2) = dww(Te, 1). (5.31)
From the QVI (5.30), we know that in the continuation region, we have
0 =0w(72,2) + k(21 — 0(2))w (72, 2) + Mw(r2, 1)
=0w (7o, 1) + (20 — 0(2))w(12, 1) + Mw (7o, 1)
= (=hn = 0))w(r2,1) = Ay ) + K20 = 0))w(r2, 1) + (s, 1)

=w(1y,1) (/ﬁ;(,u, +6(1) —0(2)) + 5\y> — A

(5.32)

where the third equality follows from the continuation region of (5.22).
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We find that the optimal stopping time, at which the trader should execute a market order when
she holds an inventory of size 2, solves

A
R+ 0(1) = 6(2)) + A

w(me, 1) = (5.33)

This can be solved explicitly for 7, since w(t,1) = g1(t) is given in equation (5.26). In section B.3.3

we obtain
Ay Ay _ PV
. log Kn(u+0(1)_0(2))+5\u T ﬂ(uf?(l)))] log [(ﬂ(#"(l)) + 1)]

= 5.34
< —0(1) >3
Furthermore, we have that 75 only exists when w(72,1) > 0, so we require
-\
> = 0(1) +6(2). (5.35)

Comparing that with the requirement for the non-trivial case at the beginning of this subsection, we
find a condition on running inventory penalty function, namely 6(2) > 26(1).

Now that we know the optimal stopping time, we can find the full solution for w(t,2) and for that
we must solve the continuation equation backwards from 7. This is done by solving the ODE

Orga(t) + £ (21 — 0(2))g2(t) + Avgr(t) =0,  ga(r2) =T (5.36)

- N
where I'y = 1 - w(m,1) =\, (/{(,u +6(1) —0(2)) + )\,,) and g1 (¢) is given by equation (5.24). The
solution is given by

A
e o) = T ~

+ eﬂ(2u9<2))(mt)< Ay o A

\R(p40(1) = 0(2)) + A, £ = 0(2))r(p —6(1)) (537
N A GFu=8()(T=72) | Ay en(u—eu))(T—Tz)) '

r(p+0(1) = 0(2))k(p — 6(1)) k(e +0(1) —6(2))
4 eRlu=o)(T—) [ _ AL B Ay '
K(p+0(1) —0(2))k(p—0(1))  w(p+0(1) —0(2)
So the solution of the QVI (5.30) for w(t,2) is
w(t,2) = g2(t) - Liaryy + 91(8) - Loy (5.38)

where go(t) is given by (5.37). Finally the optimal depth at which the trader should post her LOs is
given by

5 (t,2) :%—A—r—f—i—%log (;"gfi) (5.39)

5.2.3 The ¢+ = 3 Case:

In this case, we are solving the system

max <8tw(t,3) + k(3 — 0(3)w(t,3) + Nw(t,2) ; w(t,2) — w(t,3)> =0
w(T,3) = e rPu(d),

(5.40)
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Let us only consider the non-trivial case where p > _?A” —6(1) + 0(2) and we use the trivial optimal
strategy to execute MOs an instant before the terminal time as our terminal condition face-lifted to
w(T~,3) =1 -w(T—,2) = 1. We must now determine the time 73 when the solution to the QVI
switches from its immediate execution value to the continuation value, namely where w(¢,3) = w(t, 2).
To guarantee continuity of the QVI, we need to ensure that w(t,2) and its derivative are continuous
at this point, i.e.

w(ry ,3) =w(r3,3) and Oww(ry ,3) = dyw(rs,3) = drw(T3,2). (5.41)
From the QVI (5.40), we know that in the continuation region, we have

0 =0w(73,3) + (3 — 0(3))w(73,3) + Ayw(73,2)
=0,w(73,2) + k(3 — 0(3))w ( ,2) + Maw(rs,2) ) (5.42)
=—rk(2u—0(2))w(r3 2) (73, 1)+ k(3u —0(3))w(rs,2) + A\yw(rs,2)
=(r(p+0(2) —0(3)) + A)w (73, 2) — Aw(73,1),

where the third equality follows from the continuation region of (5.30).
We find that the optimal stopping time 73, at which the trader should execute an MO when she
holds an inventory of size 3, solves

w(73,2) = Av —w(73,1). (5.43)

(r(p+0(2) = 0(3)) + )

This can be used to find 73, since w(t,2) is given by equation (5.38) and w(t, 1) is given in equation
(5.26). We try this in the section B.3.5, but find an e##=0@)(m2=7) term and an ef(r—0()(T=73)
term in the equation, which leads to a transcendental equation that cannot be solved analytically, as
described in section 3.1. We can solve (5.43) explicitly for the special case where 6(2) = 26(1), as it
then becomes a quadratic equation. This is also shown in section B.3.5.

Once we know the optimal stopping time, we can find the full solution for w(t,3) and for that we
must solve the continuation equation backwards from 73. We can this by solving the ODE

Ohgs(t) + k(3 — 0(3))gs(t) + Auga(t) =0, gs(rs) =T (5.44)

where I's = (H(H+0(2))‘_”9(3))+5\V)w(7'3, 1) and g¢»(t) is given in equation (5.37). Solving ODE (5.44) in

section B.3.4, we find

A )g2(73) + i )
R+ 6(2) = 63)) 77T k(30— 0(8))m(u+ 6(2) — 0(3)

g5(t) —er G071 <(1 4
(5.45)

- (s 0+ . )
G0 =0 " B = 0@+ 0 —06) )

where go(t) is given in equation (5.37) and 73 solves equation (5.43). So the solution of the QVI (5.40)
for w(t, 3) is given by

w(ta 3) = 93(t) ) 1{t<7’3} + gQ(t) ’ 1{t27'3}' (546)

Finally the optimal depth at which the trader should post her LOs is given by

5(t,3) = %—A—r—f—l—%log <ZEE’Z)§> . (5.47)
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5.2.4 The General i = 5 Case:

The ¢ = 4 case can be found in section B.3.6 and our value formulas g;(t), g2(t), g3(t) and g4(t) are
given by

A A
_ ATty [ v\ _ v
91 (t) € < + Al ) A1 ’

go(t) _pA2(r2—t) ((1 + L)Fh@?) + )‘3) _ <)\Vg1(t) + )‘12/>
A2 — A1 AQ(AQ — Al) A2 — A1 A2(A2 — Al) ’
() =0 2 ) + & 91(73) + . )

A 2 A
- <A3 Ot T Ay (s = an W T s — Ay (4 = A1)>’

3 2
ga(t) =eM1 ) ((1 + A:XJAS)QS(M) + (s A3))\ZA4 — A2)92(T4)
+ A (14) + A )
(Ag — A3)(Ag — Ag)(Ag — AT T A (A — A3)(Ag — Ao) (A5 — Ay)
5 52
- <A4 - A3gg(t) " (Ag — A3)(Ag — AQ)QQ(t)

A3 A
" (Ag — A3)(Ay — Ag)(Ag — Al)gl(t) * Ay(Ag — A3)(Ag — Ag)(Az — A1)>)’
(5.48)

where A1 = k(pu —0(1)), As = K(2u — 6(2)) and Az = k(3 — 0(3)) and where we have the stopping
times 7; satisfying

g1(72)

92(73) =——F—=01(73), (5.49)
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As explained in the ¢ = 3 case, 7; cannot be expressed explicitly for ¢ > 3, since the formula in
(5.49) leads to transcendental equations as explained in section 3.1 and shown for i = 3 in section
B.3.5. This also means the general formula for gg(¢) cannot be expressed explicitly for S > 3, since
it always contains 7g. In (5.48) it is crucial to note that A; = 0 for i = 1,2,... or A; — A; = 0 for
i # j would lead to infinite "blow-up" values, as it would mean dividing by zero. This means certain
combinations of mid-price drift and running inventory penalties cannot be combined using our formula
(like 42 = 0.001 and (i) = 0.001 - 32, since this would mean A; = 0), but this should not be a problem
in real-world situations, since these types of combinations for calibrated parameters are unlikely to
occur.

We see the general formula for gg(t) can be expressed in the following proposition

Proposition 5.1. The value function of the dynamic Optimal Placement Problem as defined in equa-

tion (5.4), which solves QVI (5.5), is given by

H(t,2,pi) = 2+ i(p — % )+ %bg(w(t,i)), (5.50)

where w(t,i) = gi(t) - Lyper,y + gi-1(t) - Lsry fort € (0,T) and gi(t) is given by

S ~ . S ~.
_As(rs—t) . A ) - A y
51 (9510 N T T 9) (;HH )

S ~ .

)\7,
e e 5 ()

i=1 Hz':l(AS - AS—j

(5.51)

where A; = k(ip—0(i)) fori € NT, Ay =0 and go(t) = 1. The the stopping time Ts solves the equation

Av
= = _a(T 5.52
Ao — Ag +)\ygs 2( S) ( )

gs—-1(7s)

which can be solved using numerical methods, like Newton-Raphson’s method, as described in section
3.1. The optimal depth to place limit orders at a certain time t with remaining inventory S is given by

* o 1 1 gS(t)
0*(t,S) = P A—r—f+ - log (95—1(@) perg (5.53)

and at t = 7 a market order should be placed and the inventory size decreases to i = S — 1.



6 | Numerical Results

In this chapter, we aim to assess and compare the solutions found throughout this thesis, using nu-
merical experiments. Firstly the solution for the static model is reviewed, analysing the optimal order
allocation for the 1, 2, 3 and n price-level solution. To asses its performance we compare expected cost
of the optimal order allocation to benchmark models. For the dynamic solution we look at the optimal
depth and optimal stopping times and test their behaviour to different parameter changes. Finally, we
compare the average price per share the dynamic optimal strategy produces to benchmark strategies.

6.1 Static Model

The static model allows the trader to place her S orders in the form of market and limit orders (at
different price levels) time ¢ = 0. Any orders unfilled at the terminal time ¢ = T are then filled as
market orders. The following default parameter values are chosen (similar to [15]): A = 0.02, r = 0.002,
f =0.003, § = 0.01, § = 0.0005, p, = 0.043, Q1 = 2000, S = 1000, and A\¢ = 1/ = 1/2200 with
& ~ Exp(X¢) and ¥; = Qi1 — Y; with Y; ~ Exp(A¢), to allow for fair benchmark comparison

First we will analyse the optimal order allocation for 1,2 and 3 price-levels, and then move on to
the general n price-level solution. Then we examine the performance of the optimal solution in terms
of expected costs, comparing it to benchmark strategies that only place 1 type of order (only MOs or
only LOs at a certain price-level) and the strategy from the paper by Cont and Kukanov [2017][15].

6.1.1 Optimal MO-LO Split for the One, Two and Three Price-Level Case

To see the evolution of the solution for the static model as the number of considered price-levels
increases, we start by analysing the 1 price-level solution and gradually consider deeper and deeper
levels.

One Price-Level

Our solution allows for any distribution of the random variable £. Obviously the chosen distribution
is crucial in determining our optimal solution. Figure 6.1 shows the optimal split between market and
limit orders for one price-level in the case where £ is exponentially, normally or Pareto distirbuted,
all with parameters such that their mean is 2200. Furthermore, we see that the under-filling penalty
coefficient p, also plays a big part in determining the optimal split. If under-filling is penalized heavily
(corresponding to higher p, values) the trader is more conservative with placing limit orders and
instead opts for the more certain market orders. In the remainder of this section £ is assumed to follow
an exponential distribution, as this is most common in the literature and allows for an analytical
expression of the optimal split, as seen in subsection 4.1.1. The behaviour of our cost function for
different values of p,, is shown in Figure 6.2. It illustrates why the bounds stated in Proposition 4.2 are
so important, as above p, or below p, the cost function is strictly increasing or decreasing w.r.t. Lj.
Figure 6.3 shows how each parameter influences the optimal split between market and limit orders.
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We see that as the target quantity S increases, the number of limit orders to optimally place plateaus,
where any extra shares the trader wishes to buy should be placed as market orders.

Two Price-Levels

Next, the optimal allocation considering two price-levels, described in section 4.2, is analysed. Although
our solutions don’t specify a certain distribution for the stochastic variables & and ;, from now on
we assume & is exponentially distributed and ; is given by the queue size minus an exponential
distribution, i.e. £ ~ Expon(A¢) and ; ~ Q;41 — Expon(Ay,). This assumption on these distributions
allow for analytical solutions for the 2 price-level case, as seen in section 4.2, and they are common in
the literature (as in [32]). We set the target number of shares S = 1000 and the first two price queues
at @1 = 2000 and @2 = 1500.

Figure 6.4 shows how the static optimal allocation goes from only MOs to a mix of MOs and
Ly orders, as & increases, until the optimal allocation consists of only Li orders(i.e. L} = S). As &
continues to increase, we eventually reach a point where the optimal solution jumps from L} =S and
L3 =0to L7 =0 and L5 = S. The moment where this happens is, at the value described in Corollary
4.1. The standard parameter values h = 0.02,r = 0.002, p,, = 0.05,0 = 0.0005 and 6 = 0.01, mean
that Ay, = m = 1/750. Plugging these values into Corollary 4.1, we find the critical value of A¢ to

be A\¢ = 1/5437.5 = 1/€, which is indeed the value at which the optimal allocation switches in Figure
6.4.

These findings align well with our expectations. As ¢ increases, the probability of L; limit orders
being filled reaches such a high value, that this certainty is worth the trade-off with the uncertain limit
orders at Lo at a slightly better price. As & increases even more another tipping point is reached: the
increase in certainty of execution for L; order plateaus, whereas the fill probability of Ly orders grows,
causing the optimal allocation to jump to L3 = S.

To see what happens to the expected cost function around this critical tipping point, the expected
cost function for this value £ is plotted using 10,000 Monte Carlo simulations of ¢ and v in Figure
6.5. The plot highlights that when £ is exactly at this tipping point the expected cost is almost the
same for all splits between L and Lo, when we set M = 0.

It is also important to see how the optimal solution behaves under changes in Ay, . Figure 6.6
shows the optimal split for € = 1/\¢ = 1/2800 and different ¢); = 1/\y,, where the outflow from the
second queue is given by ¢1 ~ Q2 — Expon(\y, ). We see that for low ¢y (i.e. "high" order outflow at
the second price-level) Ly orders are always preferred to L; orders. This is according to our intuition,
since high second order outflow means a small queue before the Lo orders, this means that L; and Lo
orders have a very similar probability of being filled within the time frame, so due to the better price,
Lo orders are preferred. At some point, however, there is not enough outflow from the second queue,
meaning Lo have a significantly smaller chance of being filled. This sudden switch in optimal LOS
price-level occurs at the tipping point described in Corollary 4.1, namely 1/Ay, = 0 =~ 386.2.

16
Xe ifr+putd
Three Price-Levels

The optimal allocation considering 3 price-levels (described in section 4.3) shows similar results. Setting
@3 = 1500 and Ay, = 0.6 - @3, Figure 6.7 again shows the optimal static order allocation switching
from Lo orders to L3 at the critical point 1/\¢ = W = 7425 described in Corollary 4.2.

2

6.1.2 Optimal Strategy for n Price-Levels

We now proceed with the optimal allocation when considering any amount price-levels, as in section
4.4. Figure 6.8 shows the optimal order allocation when 8 price-levels are considered, for different mean
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Optimal Allocations vs Mean of £ for n=8 Price Levels
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Figure 6.8: Optimal split between market orders and limit orders at the best eight buy quotes for
different values of £ = 1/A¢

arrival rates of &, £ = 1/ A¢. It is again assumed that { ~ X, where X is exponentially distributed
with rate A¢ and 9; ~ Qi;1 — Y;, where Q; is the length of our i-th price-level queue and Y; are
independent and exponentially distributed with rate Ay, and set Qa,...,Q9 = 1500 and 1/\;, =
0.5 - Qi+1. Considering 8 price-levels, the optimal allocation is indeed as described in Corollary 4.3,
with it jumping from S limit orders at price-level ¢ to S LOs at price-level ¢ + 1 at the critical points
described in (4.52). For a larger tick size d, assuming the filling probabilities remain the same, we
expect the optimal allocation to shift to deeper price-levels more quickly, since those orders will result
in a higher reward with the same execution risk. Figure 6.9 confirms this expectation.

6.1.3 Cost Analysis

To see if our optimal order allocation strategy does indeed lead to lower expected cost, we compare it
to simple benchmark strategies, that either place only MOs or only LOs at a certain price level and
the one price-level strategy from Cont and Kukanov [2017] [15]. The average cost for each strategy
is calculated using 200.000 Monte Carlo simulations, with the following parameter values: h = 0.02,
r = 0.002, f = 0.003, 6 = 0.01, 8 = 0.0005, p, = 0.05, Q1 = 2000, Q2,Q3,.. = 1500 S = 1000, and
€ =1/X¢ €(0,10.000) with & ~ Exp(A¢) and 9; = 1/\y, = Qi11/2 with ¢; ~ Qi1 — Exp(Ay, ).

Figure 6.10 illustrates that for high values of £ the optimal allocation leads to a lower expected cost
than the benchmark strategies. For lower values of &, however, the one price-level optimal strategy
from [15] leads to a lower expected cost.

In Figure 6.11 we zoom into the graph for the values of ¢ where the optimal allocation reaches
the critical point where the optimal strategy jumps from all Lo orders, to all L3 orders. The figure
shows the model accurately switches price-level at the point when the expected cost for this strategy
starts to become lower than the previous strategy, out performing the strategies that only post Lo or
L3 orders. Compared to the strategy from [15], however, our optimal strategy switches from L; orders
to Ly orders prematurely. Consequently, around & = 5450 the one price-level strategy achieves slightly
lower expected costs than the static optimal strategy.

The static optimal strategy performs well for higher values of &, but the one price-level strategy
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Figure 6.9: The optimal split for 6 price-levels for different different tick sizes § =
0.005,0.010,0.015,0.020 from top left to bottom right.

from [15] performs better for lower values £, where the optimal solution is to balance market orders and
limit orders at the best price-level. To improve the performance of our strategy, we let our choice of
the number of price levels to consider be guided by the critical points described in Corollary 4.3. If the
value of € lies below the critical point for L;, there is no need to consider that price-level, as our optimal
allocation will not place any limit orders there. Adjusting the static optimal strategy accordingly we get
the expected cost seen in Figure 6.12. It illustrates that our strategy indeed matches the performance
of the one price-level strategy from [15]. Zooming in in Figure 6.13, it becomes evident that for higher
values of £, the adjusted optimal strategy jumps to the two price-level strategy and then the three
price-level strategy, at the points where these strategies have lowest expected cost.

In the previous examples optimal allocation was only a mix of MOs and L; orders. It is crucial to
examine how the static optimal strategy behaves when deeper price-levels enter this mix. Changing
the spread size from 0.04 to 0.02, so h = 0.02 to h = 0.01, causes our optimal solution to behave
completely differently. Figure 6.14 shows that for our 5 price-level solution it is no longer optimal to
place Lj orders at all, instead at a certain point the number of MOs starts to go down and the trader
should start placing Lo orders immediately. Figure 6.15 and Figure 6.16 show that the n = 5 price-level
optimal allocation leads to slightly higher expected cost than the one price-level allocation (from [15])
when the optimal solution involves L limit orders. Although it produces significantly lower costs at
higher values of £, we must use the critical points to determine the number of price-levels to consider
for our static optimal order allocation.

This adjustment, using the critical points from Corollary 4.3 to decide how many price levels to
consider, enables our optimal order allocation to achieve equal or lower average costs than the strategies
posting LOs at a certain price-level and the strategy from [15] for all values of £, as seen in Figure
6.17. Zooming in, Figure 6.18 highlights that our adjusted optimal solution is able to adapt to ¢ and
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Figure 6.10: Expected costs of different alloca-
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Figure 6.12: Expected costs of different allo-
cation strategies compared to our adjusted order
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Figure 6.11: Expected costs of different alloca-
tion strategies for different values of ¢ = 1/ ¢,
zoomed in where the optimal strategy switches
from L7 to Lo to L3 LOs
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Figure 6.14: Optimal order allocation for 5 price-levels for different values of £ = 1/ A¢, with h = 0.01

change the number of price-levels it considers, to find the allocation that leads to the lowest expected
cost in all cases.

To summarize, under the assumption that order flow is exponentially distributed our static opti-
mal allocation provides an intuitive and analytically tractable trading strategy. The critical points
in Corollary 4.3 allow for adjustment of the number of price-levels considered in our static optimal
allocation, leading to lower expected cost under all order flow values when compared to benchmark
strategies only considering MOs and LOs at the first price-level, or only LOs at any one price-level.

6.2 Dynamic Model

This section highlights the key results of the dynamic model in chapter 5. To allow for fair comparison
the parameter values are set based on the values in the paper by Cartea and Jaimungal [2015] [5]:
po = 60, i = 0,0, = 0.01, the starting inventory R = 10, T = 60 seconds, x = 100, A = 0.01,\, =
50/min, # = 0.0001, but also introducing a rebate for LOs and fee for MOs by setting r» = 0.003 and
f=10.002.

First we will analyse the optimal depth at which a trader should place her limit orders, and then
the optimal stopping times when a trader should place market orders. Lastly the average cost per share
our strategy is able to realise is compared to the benchmark models that don’t consider mid-price drift
(as in [5]) or don’t consider MOs (as in [20]), and the Time Weighted Average Price (TWAP).

6.2.1 Optimal Depth for Limit Orders

As mentioned in the beginning of Chapter 5, in the absence of a running inventory penalty and price
drift, there is no incentive for the trader to place market orders until an instant before the terminal
time, setting the optimal stopping time for all inventories to ¢ = T~. There is, however, an incentive
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tion strategies for different values of £ = 1/,
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Figure 6.17: Expected costs of different allo-
cation strategies compared to our adjusted order
allocation for different values of £ = 1/A¢, with
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Figure 6.16: Expected costs of different allo-
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with h = 0.01, zoomed in where the optimal strat-
egy switches from Lo to L3 to Ly to Ly LOs
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Figure 6.19: Optimal LO placement depth as function of inventory size without running inventory
penalty or mid-price drift (6 =0, = 0)

to liquidate her inventory in the form of limit orders before the terminal time. Figure 6.19 shows how
the optimal depth for the trader’s limit orders decreases as the trader’s remaining inventory increases,
showing an higher urgency to fill limit orders when the remaining inventory is higher, based on the
solution from [20].

A crucial incentive for a trader to quickly liquidate her inventory is the running inventory penalty.
Figures 6.20, 6.21, 6.22 and 6.23 illustrates that as the penalty term over the remaining inventory
increases, the optimal depth at which the trader should place her limit order decreases, highlighting
this sense of urgency. For certain inventory sizes, the optimal depth hits zero before the terminal time,
this indicates the optimal strategy has determined a stopping time. In the case where § = 0.0005, the
optimal depth is always at the touch (0 = 0) for i = 5 and ¢ = 6, since in those cases the stopping time
is equal to 0.

Another important incentive for a trader to have more urgency in liquidating her inventory is when
the mid-price is expected to go down. Figure 6.24 shows what happens when we introduce a drift term
to the mid-price. In line with our intuition, the higher the drift term g (i.e. the more the price will
go up), the less urgent the trader is to liquidate her portfolio quickly, and the more she can afford to
place her limit orders deeper into the order book. All-in-all our dynamic optimal strategy is effective at
adapting the depth at which it places limit order to (un)favourable price drifts and running inventory
penalty.

6.2.2 Optimal Stopping Times for Market Orders

When a trader deems it suboptimal to wait for her limit orders to be filled (at any depth), she chooses
to place market orders to liquidate (part of) her inventory. When the penalty on her running inventory
is low, or the mid-price is expected to move up, she has less urgency in liquidating her inventory
quickly, so we expect she can afford to keep a larger inventory for a longer period of time. In Figure
6.25 shows that for a lower running inventory penalty term, the optimal stopping time (at which to
place a market order) when the trader holds an inventory of size 10, is at slightly over 6 seconds before
the terminal time. As this penalty term is increased, however, it becomes optimal to start placing
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market orders immediately (at ¢ = 0) and continue with an inventory of size 8 (for § = 0.0002) or size
5 (for 6 = 0.0005).

The reason we will find most strategies execute several MOs at the beginning and then post limit
orders at decreasing depth is logical: the depth optimizes so that we execute our limit orders with a
good probability and hopefully at attractive prices, but the MO execution strategy tells us what is a
realistic inventory size to start with so that the trader is able to liquidate them all as limit orders with
high probability.

Optimal stopping time at different inventories Optimal stopping time at different inventories
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Figure 6.25: The optimal stopping time for market orders for different running inventory penalty
values, § = 0.00001, 0.0001, 0.0002, 0.0005 from top left to bottom right, with the TWAP as comparison

As mentioned in the previous section, another parameter driving a trader’s incentive to place
market orders is price drift. We saw a negative price drift, makes the trader more eager to liquidate
her inventory, causing the optimal depth to be lower. Figure 6.26 illustrates the same is true for
stopping times, with negative drift leading to faster stopping times. Next, in Figure 6.27 we see the
exact opposite holds for positive pu values. As the drift in mid-price increase, a trading hoping to
optimally liquidate her inventory should wait to place market orders longer and longer. This is logical,
since the trader wishes to sell the shares in her inventory when the price is as high as possible, but with
enough time left to allow her to sell them as limit orders before the terminal time ¢ = 1. The reason we
chose p = 0,0.0008,0.00018, 0.00028, 0.00038, 0.0048, 0.0058 is that whole values like ;x = 0.001 results
in zeros in the denominator of the formula for gg(¢), resulting in errors. All-in-all our dynamic optimal
strategy is effective at adapting to (un)favourable price drifts and running inventory penalty through
the timing of market orders.

6.2.3 Cost Analysis

To see if our optimal allocation strategy actually leads to cost savings, we compare it to benchmark
strategies. The first benchmark strategy is the Time Weighted Average Price (TWAP) strategy, which
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places only market orders, spread out equally over the time interval. This strategy relies on the
certainty of market orders being filled and spreads them out to avoid exerting impact on the mid-price.
The second benchmark strategy we compare to our solution was proposed by Cartea and Jaimungal
[2015] [5], who used the same optimal stopping and control model, but did not incorporate mid-price
drift. Finally our strategy is compared to the benchmark strategy from |[20], which does consider
mid-price drift, but doesn’t allow the trader to post MOs, only optimising for the optimal LO depth.

The average earnings per share of the strategies is compared based on 10,000 Monte Carlo sim-
ulations of the mid-price. For these simulations we set the following parameter values: py = 60 and
p = —0.001,0, = 0.01, the starting inventory R = 10, T' = 60 seconds,x = 100,A = 0.01,\, =
50/min, § = 0.0001,r = 0.003, f = 0.002.

Optimal Strategy vs. TWAP

Figure 6.28 shows three Monte Carlo price simulations for 4 = —0.001 and o, = 0.01. Although the
drift term is negative, due to the stochastic nature of Brownian Motion we see that the price does not
necessarily go down (simulation 2). Figure 6.29 shows the depth at which the trader must place her
limit orders according to the optimal strategy. The figure highlights that as her inventory size decreases
(due to her limit orders being filled) she can afford to place her limit orders deeper into the book. Next,
in Figure 6.30, it is evident that the trader’s inventory gradually decrease over time in all 3 simulations,
with the average liquidation scheme being relatively close to the TWAP scheme. Furthermore, for the
second and third simulation the trader was not able to liquidate her entire inventory using limit orders
according to the optimal strategy, requiring her to place a market order at stopping time ¢ = 75 (for
simulation 2) and a market order at time ¢ = T' (for simulation 2 and 3) to liquidate the last share
in her inventory. Finally, the average price the trader receives for the shares she has sold is compared
in Figure 6.31. It shows that the optimal strategy achieves higher average prices (which means higher
earnings for the trader) than the TWAP in all three simulations. This is to be expected, since the
optimal strategy allows the placement (and therefore the filling) of LOs, which are always favourable
above MOs. What makes the result interesting to see, however, is the liquidation scheme that the
inventory follows over time. It resembles that of a TWAP strategy, meaning the optimal strategy also
benefits from avoiding mid-price impact (like TWAP) while achieving a more favourable average price
per share.

Optimal Strategy With Drift vs. No-Drift Strategy

Now our dynamic optimal strategy as described in Proposition 5.1 is compared to the strategy proposed
by Cartea and Jaimungal [2015][5]. Figure 6.32 again shows see 3 Monte Carlo price simulations for
p = —0.001 and o, = 0.01 and Figure 6.33 shows the depth at which the trader must place her limit
orders according to the optimal strategy. Evidently the trader following the strategy that does not
consider mid-price drift places her limit orders deeper into the book than our optimal strategy, as the
no-drift optimal solution does not take into account the effect of the negative price drift. From the
liquidation scheme, in Figure 6.34, we see that the trader’s inventory gradually decrease over time in
all 3 simulations, under both strategies. For the strategy that doesn’t consider the mid-price drift,
the orders are filled later than those under our optimal strategies, with two of the no-drift simulations
requiring the placement of 1 or 2 MOs at terminal time ¢ = T to liquidate the remaining inventory
(compared to only 1 simulation of our optimal strategy requiring 1 MO at ¢ = T'). This untimely filling
of LOs is reflected in the average price per share, as seen in Figure 6.35. Upon closer examination, the
average price for simulation 1 and 3 of the no-drift strategy decreases sharply at the terminal time,
because in those simulations the trader is forced to place MOs at ¢ = T to fill her remaining inventory.
To see if (and when) our dynamic optimal strategy does lead to a trader selling her shares at a higher
average price per share, our strategy is executed on 10,000 Monte Carlo simulations of the mid-price.
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For each price path we first apply our optimal strategy and then the strategy not considering drift,
and find the average price paid per share. Table 6.1 shows the average price per share earned using
each strategy, for different mid-price drift values and across 10,000 price simulations, with the trader
holding a starting inventory of size ¢ = 5. As per our expectations, in the absence of drift both
strategies perform the same, earning slightly above the mid-price (pg = 60) on average. For negative
drift, we see the more drift there is, the more the new optimal strategy is able to earn compared to
the no-drift strategy. For p = —0.003, our optimal strategy tells us that any inventory above size
4 should be sold as market orders at time ¢t = 0, and this adjustment leads to an extra earnings of
0.086 per share. For positive price drift, our optimal strategy still leads to a higher earnings per share,
although the difference between both strategies is not as big as for negative drift. We find that for
smaller /larger starting inventories the savings per share are similar. All-in-all, our dynamic optimal
strategy is effective at adapting to positive and negative price drift, leading to higher average earnings
per compared to dynamic strategies that don’t consider mid-price drift.

Mid-price drift (u) H No-Drift Strategy | Strategy With Drift H Extra earnings per share

0.003 60.152 60.190 0.038
0.002 60.110 60.131 0.021
0.001 60.070 60.075 0.005
0 60.029 60.029 0

-0.001 59.988 60.004 0.016
-0.002 59.945 59.993 0.048
-0.003 59.904 99.990 0.086

Table 6.1: Average price earned per share using the no-drift strategy and our dynamic optimal
strategy (with drift) across 10,000 simulations, for different mid-price drifts

Optimal Strategy With Limit and Market Orders vs. Only Limit Orders

Finally we compare our found optimal strategy to the one from [20], which also produces a dynamic
trading strategy considering mid-price movement, but only considers limit orders at the the optimal
depth. Furthermore in [20] no running inventory penalty is considered, so we set = 0. Our interest
solely lie where our optimal strategy says the trader should execute market orders, since that is where
the strategies differ. For non-negative price drifts and low running inventory penalty (i.e. § = 0) the
stopping times are all close to the terminal time as can be seen in Figure 6.26 and 6.27, so mid-price
drifts are set at = 0.001, —0.001, —0.002, —0.003, —0.004, —0.005 and inventory the trader seeks to

liquidate is set at size ¢ = 6. For u = —0.001, we have stopping time 74 = 56 seconds, and for
p = —0.005 our optimal strategy tells the trader to liquidate any inventory size above i = 2 (i.e.
T3, T4, ... = 0) as market orders immediately and only place 2 orders as limit orders. Lastly, to make a

fair comparison we set p, = 0, since our optimal strategy, which can place market orders, will never
pay an extra fee at the terminal, but instead choose to execute its remaining inventory as market
orders and instant before the terminal time T, as mentioned in the beginning of Chapter 5. Table 6.2
highlights that considering market orders does in fact lead to higher average earnings per share. For
a positive price drift (z = 0.001) the stopping times are all equal to the terminal time (71, ...,76 =T,
so our optimal strategy is exactly the same as the optimal strategy only considering limit orders. As
soon as our strategy starts to set stopping times below 7', however, we see that across the 10,000
simulations our optimal strategy results in higher earnings per share, with the extra earnings growing
as our found stopping times are closer to the initial time ¢ = 0. All-in-all the inclusion of market orders
in our dynamic optimal strategy leads to higher average earnings per share compared to strategies that
only consider limit orders, with the extra earnings highest when the trader’s urgency to liquidate her
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inventory is higher (e.g. for negative price-drift).

Mid-price drift (u) H Only Limit Orders ‘ LO and MO Strategy H Extra earnings per share

0.001 60.0686 60.0686 0

-0.001 60.0082 60.0083 0.0001
-0.002 60.0013 60.0014 0.0001
-0.003 59.9966 59.9980 0.0014
-0.004 59.9920 59.9963 0.0043
-0.005 59.9878 59.9954 0.0076

Table 6.2: Average price earned per share using the limit-order-only strategy and our dynamic optimal
strategy (placing LOs and MOs) across 10,000 simulations, for different mid-price drifts
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Algorithmic trading has become an indispensable part of electronic trading systems, with all types of
market participants using it to execute trades at the most favourable prices. At the heart of trade
execution lies the Optimal Placement Problem (OPP): a trader looking to buy or sell a target quantity
of shares must decide what types of orders to place (market or limit) at what time and what price-level.
This thesis aims to provide a general analytical solution to this OPP, considering both market and
limit orders, at all price levels.

To achieve this we considered two models, which we extended to include market orders and limit
orders at all price levels, consider any target quantity of shares and possible drifts in the mid-price.
The first static model formulated the OPP as a static convex optimisation problem, where a trader
must place her orders optimally at the initial time to minimise expected costs. This model created
an intuitive understanding of the effect of order book events on the optimal solution to the OPP and
allowed us to derive a tractable analytical optimal solution which is widely applicable, not just in the
case where only limit orders at the best buy /sell price-level are considered.

Although the static model was widely applicable, its solution is not practical when order flow and
other LOB parameters are volatile. Therefore, we implemented a second model, which formulated the
OPP as a dynamic stochastic optimal stopping and control problem, where a trader optimally adapts
their placement strategy over time in response to evolving market conditions. This model allowed for a
dynamic optimal strategy that we were able to express analytically for any inventory (target quantity)
and considering possible drift in the mid-price, allowing for an improvement in adapting the trader’s
strategy to (unfavourable) price drift.

In the Chapter 6 we presented a detailed numerical assessment of both the static and dynamic for-
mulations of the OPP. In this chapter, we summarise the key findings, highlighting the most promising
results offered by the static and dynamic model solutions. We then compare the two models, analysing
how they relate and their respective pros and cons. Lastly, we propose additional analyses that could
be further investigated in future research and end with some final remarks.

7.1 Promising Results

7.1.1 The Static Model

The static model was first proposed by Cont and Kukanov [2017] [15], but only considered market
orders and limit orders at the best buy quote. We were able to extend the optimal solution for 1
price-level to 2, 3, and eventually n price-levels. When analysing this general solution, we saw the
optimal strategy behaved intuitively, with the optimal allocation shifting to price-levels deeper into
the book, as the number of incoming market orders increased. We saw similar intuitive behaviour
of our general optimal strategy in cases where the number of incoming limit orders or the tick size
was changed, indicating correctness and an ability to translate changing LOB conditions into a new
optimal order allocation.

Next, we assumed the order outflows at each price-level to be exponentially distributed. This
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allowed us to derive an analytical expression for the solution for n price-levels. We found the static
optimal order allocation to jump from limit orders at one price-level to the next at critical points,
which can be described explicitly in terms of the arrival rates of market orders and limit orders after
time ¢ = 0. These critical points balance the marginal cost (of not filling the deeper LO) with the
marginal gain (if the deeper LO is filled). At these critical tipping points, we find the expected cost for
a strategy of placing limit orders at a certain level or limit orders at one price level lower to be exactly
the same, confirming the intuition of our found solution and indicating robustness. The fact that these
transitions happen at analytically tractable thresholds is a promising result, because it offers traders a
simple rule of thumb for when to switch price-levels based solely on observable queue depletion rates.

When compared to benchmark strategies, that place only market orders, only limit orders or adhere
to the 1 price-level solution proposed by Cont and Kukanov [2017] [15], we see our optimal allocation
for n price levels by by itself does not achieve lower expected cost in cases where the optimal solution
is to combine market orders with limit orders at the first (few) price-level(s). However, when we adjust
our optimal allocation to only consider the number of price-levels that are of interest to the optimal
solution, using the critical points, we see the adjusted optimal allocation is able to outperform the
before mentioned benchmark strategies in every case, achieving a lower expected cost and being much
more widely applicable. This makes the optimal solution considering n price-levels, combined with the
critical values we found more effective at allowing the trader to acquire any amount of shares at the
best price in a wider variety of cases.

7.1.2 The Dynamic Model

The dynamic model was based on a paper by Cartea and Jaimungal [2015] [5], which considered both
market and limit orders at any depth. In [5] they derived an analytical solution for a trader looking
to liquidate an inventory of size 1 or 2, but did not take into account possible drifts in the mid-price.
We were able to derive a recursive formula describing the optimal strategy, for any inventory size S,
that took into account important parameters like running inventory penalty and mid-price drift. This
strategy consisted of two parts: the optimal depth at which to place limit orders and the optimal
stopping times at which to place market orders. The dynamic optimal strategy proved to behave
very intuitively for different inventory sizes, running inventory penalties and drifts in the mid-price,
validating its ability to create a sense of urgency for a trader looking to liquidate her portfolio, when
the mid-price drift is negative or the running inventory penalty is large.

We find that the optimal strategy achieves higher average prices (which means higher profits for
the trader) than the Time Weighted Average Price across all three mid-price simulations. This is to
be expected, since the optimal strategy allows the placement (and therefore the filling) of limit orders,
which are always favourable above market orders. What makes the result interesting to see however,
is the liquidation scheme which the inventory follows over time, which is similar to that of the TWAP,
which means the optimal strategy also has the advantage of avoiding mid-price impact that the TWAP
scheme has, at a more favourable average price per share.

When compared to the solution by Cartea and Jaimungal [2015] [5] that does not consider mid-
price drift, we find our optimal strategy is also able to consistently generate higher sell prices for the
trader. In the presence of negative mid-price drift, our model is effective at adapting the trader’s
optimal strategy to post market orders sooner and limit orders at lower depths, prioritising a timely
liquidation of her inventory. This leads to a higher average price per share, across 10,000 simulations.
For positive mid-price drift, our optimal strategy tells the trader to post deeper limit orders, as market
orders filled at the terminal time trade at favourable prices, also leading to higher earnings per share
compared to the solution not considering mid-price drift.

Finally, we compared to the solution in [20] that only considers the optimal depth to place limit
orders, and doesn’t allows the trader to place market orders. We see that when our strategy tells us
it is optimal to place market orders before the terminal time, in the presence of negative price drift
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for example, it leads to higher average earnings per share across 10,000 simulations. The earlier our
optimal stopping times are, the higher the average earnings per share for our trader, highlighting the
importance of the consideration of market orders in this formulation of the OPP.

7.2 Comparing the Static and Dynamic Model

The key difference between the two models is that the static model did not allow for adjustments to
the strategy mid-trajectory. As a result, if the market or limit order arrivals differ from the expected
distribution, the static strategy can result in significant extra costs. By contrast, the dynamic model
allows a trader to re-optimise and adjust their strategy at intermediate times and correct for discrep-
ancies between expected and actual LOB events. As seen in the numerical experiments, the dynamic
strategy delays market orders when the mid-price drifts favourably, or accelerates MO usage when
inventory penalties or negative drifts increase. This flexibility consistently leads to lower realised costs
in environments where order flow is more volatile or drift is non-zero.

The static model seems to more accurately represent the true workings and structure of a limit
order book. The dynamic model estimates fill probability of an LO at a certain depth based on a
pre-determined distribution and a constant MO arrival rate. The static model, on the other hand,
captures the queueing system underlying this fill probability and accurately tries to capture the three
events that completely determine the dynamics and evolution of a real-world LOB: the arrival of MOs,
the arrival of LOs and the cancellation of LOs.

For larger inventories and longer time windows the static model is a better fit. The recursive
nature of the dynamic solution makes computations for large inventories over longer time windows
more cumbersome, which means you lose the ability to quickly react and adapt to changing market
conditions. In a high-frequency environment, where every microseconds counts, this speed is crucial for
an effective trading algorithm. It is more effective at liquidating small inventories in short time frames
at an optimal price. The static model works especially well for large inventories and long periods of
time, as this means more market orders arriving, for which we have seen the static optimal solution to
be robust.

The static model’s optimal split is highly sensitive to the under-fill penalty coefficient. If this
coefficient is miss-estimated, placing too many LOs (which the static solution might do) can force
costly, last-minute MOs. In the dynamic model, the trader can wait to see whether LOs actually fill
and only place MOs when necessary. When the mid-price exhibits drift, the static model cannot adapt
to changing expectations of price movement. In contrast, the dynamic model explicitly incorporates
drift in its value function, allowing it to "lean into" favourable drifts (placing deeper LOs) or pre-empt
unfavourable drifts (placing earlier MOs). Because the dynamic strategy’s stopping times and LO
depths adjust continuously to this mid-price drift, it is able to consistently ensure timely execution,
avoiding having to place MOs at the terminal time.

To conclude, whereas the static model offers an intuitive solution to the OPP, the dynamic model
is better at playing into changing LOB conditions (such as deviation in arrival rates or mid-price drift),
allowing for re-evaluation and re-optimisation of the trader’s strategy at intermediary time steps. At
larger inventory levels, however, the recursive nature of the solution for the dynamic model leads to
longer computational time, which can be a major drawback.

7.3 Discussion

While our static and dynamic models yield clear insights and improvements to benchmark order place-
ment strategies, several limitations and opportunities for further research remain.

The static model currently outperforms the studied benchmark models, when the arrival rate of
market orders and limit orders is assumed to be exponentially distributed. Although the literature
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proves this to be a reasonable assumption, interesting results might appear when these arrivals are
described differently, such as (Compound) Hawkes processes.

Secondly, the static model does not consider the order in which MOs and LOs arriving during the
time window. This might miss occurrences like the arrival of a large MO "walking up the book" before
new LOs are posted later in the time window. In reality, such a large number of incoming MOs could
potentially fill deeper LOs. A more realistic model could incorporate the order in which MOs and LOs
arrive, looking at the intensity of the arrivals.

Moreover, we show that under economically reasonable assumptions, the optimal static solution
consists of placing as many orders in total as the trader’s target quantity. Then the optimal static
solution is found by taking the derivative of the cost function w.r.t. the order placement variables. For
the one price-level solution we can use the constraint on the total order size to capture the fact that
placing more MOs means that the traders can place less LOs. When the number of order placement
variables is then increased for the two, three and n price-level solutions, this fact is no longer captured
in the optimal solution. This leads to a discrepancy between the found optimal static solution and
the true solution that minimises the cost function. This discrepancy can be removed by adjusting the
number of price-levels our static solution considers. What might also be interesting, however, is to
analyse the problem as a stochastic linear programming, to make sure the solution always adheres to
the optimality constraints, without need for adjustments.

Lastly the static model also makes some key assumptions. It assumes that no matter how many
MOs are placed, they never walk the book, meaning the best sell quote queue is greater than our target
number of shares. Although this assumption is simple to check, it could be an interesting addition, to
take into account what effect it has on our optimal solution, if placing too many market orders means
walking up the book. Furthermore it does not take into account price levels inside the spread. Doing
this could allow the model to be extended to also include price drifts or changes in the spread size.

The dynamic model currently assumes a simplified, depth-based fill probability for any LO and a
Poisson arrival for MOs. In reality, fill probabilities depend on more detailed queue dynamics, including
order size, queue imbalance, and cancellation rates. It is important to note that the distribution of
the fill probability plays a crucial role in whether the dynamic model allows for an analytical solution.
Future work could, however, look into fill-probability functions, perhaps using survival analysis or
empirical estimation, to assess how sensitive the dynamic solution is to this assumption.

Moreover, the dynamic model assumes that a trader can place a limit order at any "continuous"
depth. However, in real exchanges, prices are discrete multiples of a tick size. Consequently, the
optimal "continuous" depth must be rounded to the nearest tick, potentially increasing expected cost.
Future work should look to discretise the LO depth and evaluate how rounding affects the dynamic
strategy. This could be done by solving a discrete dynamic programming problem over integer tick
increments. The dynamic strategy also re-places limit orders at the optimal depth every time step. In
a real LOB this would send the trader’s order to the back of the queue at that price-level, which is very
impactful for the fill probability of that order. Accounting for these LOB mechanics more accurately
could improve the practical applicability and performance of the optimal strategy.

In the functions describing the dynamic optimal strategy certain combinations of values for the
mid-price drift and running inventory penalty lead to asymptotic "blow-up" values in our solution.
Intuitively this happens when the price drift pushes the dynamic optimal strategy one way and the
running inventory penalty pushes the other way, causing our equations to break down. Interpolation
from values above and below the problematic combinations or implementing smoothing adjustments
could help resolve this issue.

As noted, the dynamic strategy’s computational runtime grows exponentially with inventory size,
due to the recursive nature of the solution. To make it viable for larger inventories (e.g., inventories
greater than 15), one could explore approximate dynamic programming methods like Value Function
Approximation (using basis functions or neural networks), Model Predictive Control or Grid Coarsening
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(solving the dynamic problem on a coarse grid of inventory and time). Implementing these methods
might make the dynamic optimal strategy more practically applicable for a real-world trader in a
high-speed environment.

Lastly, although our numerical experiments use parameter values inspired by realistic scenarios, its
performance remains to be tested on real LOB data. Further research on calibration of parameters
could be very interesting and will be crucial to make the found solutions practically applicable.

7.4 Final Remarks

This work offers two different approaches to the general Optimal Placement Problem, considering
market orders and limit orders at all depths. The static convex optimisation model offers intuitive
insights in the workings of the queueing mechanism in a limit order book. Its n price-level solution is
computationally efficient and, when combined with exponential distribution functions for order arrivals,
results in a explicit optimal order allocation that has consistently lower expected cost than benchmark
strategies and is more widely applicable. The dynamic optimal stopping and control problem excels
when the LOB environment is volatile and mid-price drift is likely. The dynamic optimal strategy
also leads to higher average earnings per share compared to benchmark strategies, but may require
approximate or heuristic methods to scale to large inventories in practice. Future extensions, like the
testing on different arrival distributions, depth discretisation and parameter calibration, could further
improve the performance and practical applicability of these approaches in real-world trading systems.
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A | Proofs

A.1 Proposition 4.1

Under assumption A1-A3 all optimal allocations belong to the set
C={(M*L},L5,.): 0SM*<S, 0<LI<S M'+)» Lf=5} (A1)

Proof. Since market orders are always filled, the second inequality in assumption A2 tells us that
0 < M* < S. Now, suppose we have an allocation X with0 < M < S, L1 < S-M,Ly=5-M—1n,...,
but there is a price-level k such that

k—1

{r’ggk;Lps—M—;Li} (A.2)

1=
which means ) L* + M* > S. We then make a new allocation X’ with all the same values except
L, =8—-M-— Ef;ll L;. Then the difference in cost between the two allocations is given by

(X, 69) —v(X', &) =— (h+ (k—1)6 + 7)(OF, — OF}) + pu (S — A) 1 — (S — A')4)

+po((A=S)4 —0) + (L — Ly + (S — A)y — (S — A')). (4.3)

We must now differentiate between four different scenarios:

(1) €+ 11+ + Yo < 00 (Qi+ L) + Qi
We have OF, = OF}, =0, (S —A)y = (S — A, =8 — M — Y% OF; and (4 - S)y =0, so
v(X, &) —v(X', ) =0(Ly, — L)) > 0.

(i) 350(Q + Lo) + Qi S €4 b+ e+ o1 < 05 Qi+ Lo) + Qi+ L
We have OF, = OF}, = €+ 1 4 . + 1 — S Qi+ Li) — Q. < S — M - S F ' r,,
(S—A); =(S—A)y =S—M-YF ' OF,~OF}, and (A—S)4 = 0, 50 v(X, &,%) —v(X',£,9) =
O(Ly — L}) > 0.

(i) SF(Qi + Li) + Qu + Lj, S €+ b1 + oo + U1 < 261 (Qi + Li) + Qi + Ly
We have L), = OF}, < OFj, = £+ 91 + ...+ 1 — S0 (Qi+ Li) — Q, (S—A)p = (S—A); =0
and (A —S)y = &4+ ¥+ o + 1 — 3 (Qi + L) — Qx — L} = OF, — OF}, > 0, so
(X, &) —v(X', %) = (po— h— (k—1)0 — r)(OF), — OF},) + 0(Ly, — L},). We know from A2
that p,+60 > h+ (k—1)d 4+ r so we have v(X,&,%) —v(X',£,%) = (po—h—(k—1)0 —7)(OF) —
OF},) +0(Ly, — L},) > (po+ 0 — h — (k — 1)d — r)(OFy, — OF}) > 0, where the first inequality
follows from A2 and the fact that 8 > 0.

(iv) €+ 1+t o1 > 205 Qi+ L) + Qi + L
We have L} = OF), < OF, = Ly, (S—A);1 =(S—A)y =0and (A—S)y = Ly, — L}, > 0, so by
A2 0(X, &) —v(X', %) = (po+0—h—(k—1)0—r)(Lr—L}) > 0, since po+60 > h+(k—1)d+r.
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We have proven an allocation X = (M*, L7, L3, ...) is suboptimal if > L + M* > S. The fact that an
allocation is suboptimal if ) L* + M* < S simply follows from the fact that setting M’ =S — > L*
for a new allocation X’ will always result in lower costs due to A2. O

A.2 Proposition 4.2

Assume that ¢ has a continuous distribution and Assumptions (A1-A3) hold. Then the following
allocations are optimal for the n = 1 case of the Order Placement Problem 4.1

(1) If py < py = ﬁ?glfjg) — (h+7+0), then (M*,L}) = (0,5) is an optimal allocation.

(ii) If py > pu = % — (h+7r+0), then (M*, L) = (5,0) is an optimal allocation.

(iii) If py € (pu, Pu), an optimal allocation is a mix of limit and market orders, given by

_ 2h+ f+r
MY =S _p 1| — LT A4
5 (pu+h+r+0>+Ql’ (A44)
_ 2h+ f+r
Li=F'———— |- A.
! (pu+h+7”+9> @, (A-5)

where F'(z) = P(§ < x) is the distribution of the outflow at the first price-level £ = u + 1 and
F~1is its left-inverse.

Proof. The expected costs is given by

Elv(X, 1,7)] :=E[(h + f)M — (h+r)OF
+pu(S — AX, 1,7))+ + po(AX, 7)) = 5)+ (A.6)
+O0(M+L+(S—AX,u1,7))+)]-

We know that S = M + L and we set & = u + . In that case, we have {A(X,§) > S} = 0 and
{A(X,¢) < S|€ > Q + L} = 0, which means that (S — A(X,¢))y+ = (S — A(X,€))1{ecg+ry- This
allows us to rewrite the expected cost as a function of M as

E(X, )] =V (M) =E[(h+ /)M — (h+7)(({ - Q)+ — (£ —Q — S+ M)4)
+pu(S—M—((§-Q)+ — (= Q — S+ M) ) l{ecrs—
+0(S+(S-—M—-((E-Q)+—(E-Q =S+ M) ) lgcors—my)]

=E[(h+ )M = (h+7) (- Q)+ —(—-Q -5+ M)y)

+(put+0)(S—M—-((-Q)+—(€—-Q—S+M)y)lecqrs—my + 0]
(A7)

For the amount of our orders filled (OF;) is given by

OF1 = -Q)+ —(§-Q—-S+ M)y = (- Q)lygeecqrs—my + (S — M)le>oi5-m3- (A)
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This allows us to rewrite the expected cost function as

V(M) =E[(h+ f)M — (h+7)((§ = Q)1{gcecqrs—my + (S = M)lie>qr5-m}) (A.9)
+ (pu+0) (S — M — (£ — Q) igeecors—my + (S — M)lgesor5-my) Lig<grs—my + 05

(A.10)

=E[(h+ )M — (h+7)(§ — Q) lgeecqrs—my — (h+7)(S = M) le>0t5-11) (A.11)

+ (pu+0)(S — M)ecqis—ary — (pu+ 0)(§ — Q) lgee<qrs—ry +05] (A.12)

=E[(h+ )M — (h+ 7+ pu +0)(§ — Q)1{gcecqrs—my — (B +7)(S — M) ie>045-1m)
(A.13)
+ (pu+0)(S — M)Liecqis—an + 0S]. (A.14)

We are allowed to differentiate inside the expectation, due to the dominated convergence theorem.
Doing so, we find the derivative of the cost function w.r.t. M, given by

PR _ v(ar) = Bl(h + £) 0 Ugeecausan + (1) Liesgusany — (ou + O)Liecors—an)
=E[(h+ f) + (h+7)lesgrs—m — (Pu + ) ecots—1ry]
= Z((h + f)+ (h+r)lesqrs—my — (pu+ O)lecqrs—ny) fe(x)da
o0 00 Q+S—M
=(h+f) /_OO fe(x)dx + (h+r) /Q+S—M fe(x)dx — (p, +0) /_Oo fe(x)dx

=(h+f)+(h+r)1-F(Q+S—M))— (pu+0)Fc(Q+ S — M)
=2h+f+r—(h+r+p.+0)F(Q+S—M)=0.
(A.15)

We see that if p, < 12&5{;;‘7)1 — (h+7r+0), then V/(M) > 0 for M € (0,S) and therefore V is non-
decreasing at these points. Checking that V(S)—V(0) > (h+f—p,—0)S+(h+7r+p,+0)S(1—F(Q+
S)) > 0 we conclude that M* = 0 (since it is non-decreasing across the interval M € (0,.5)). Similarly,
if py > 2}};?5)” —(h+7+0), then V(M) <0 for all M € (0,S) and V(M) is non-increasing at these
points. Checking that V/(S) =V (0) < (h+ f—pu—0)S+ (h+r+p,+60)S(1—F(Q)) < 0 we conclude
that M* = S. Finally, if p, is between these two values, Je > 0, such that V'(e) < 0, V/(S —¢) >0
and by continuity of V' there is a point where V/(M*) = 0. This M* is optimal by convexity of V(M)
and Proposition A.2 solves the Optimal Placement Problem 4.1 for one price-level. O

A.3 Proposition 4.3

Assume that £ and 1 have continuous distributions and Assumptions (A1-A3) hold. Then the optimal
allocation for the n = 2 case of the Order Placement Problem 4.1 satisfies the following equations

(i) If py > pu = % —(h+r4+d§+0), then (M*, L%, L) = (5,0,0) is an optimal allocation.

- 0 r * * :
(i) If py, < pu = % —(h+7r+3d+80), then M* =0 and L7 satisfies,

54 (ht v+ pu+ OF(Qu+LD) — (h 6+ 4 pu+ O)Fe(Qr + Qe+ L) =0, (A16)

and L} satisfies
Ly=S8—M*—1L7. (A.17)
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iii) If py € (pu, Pu), then the optimal allocation is a mix of limit (L3, L) and market (M*) orders,
1% Pu; P 142
where L7 satisfies (A.16), L} satisfies (A.17), and M* satisfies

2h+ 6+ [+
, A8
(it ) v e e (A19)

where F¢(x) = P(§ < ) is the distribution of the outflow at the first price-level £ = p + 71,
Feyy(x) = P(€ 41 < x) is the distribution of the outflow at the first and second price-level &,
Y = —n1 + 2 and Fgl, F 5;11/) are their left-inverses.

* —1
M —S_F5+w

Proof. Using (A.8) and (4.20) we can again write the expected cost function as a function of M and
this time also Lj, so that Ly = S — M — Ly (again adhering to Proposition 4.1). The expected cost
function is then given by

Elv(X, &, ¢)] = V(M, L1) :=E[(h + /)M — (h +7)((§ — Q1) 1{@,<¢<@i+L1} + L1 Le>0i+1,})
—(h+0+r)((E+¢ —Q1— L1 —Q2)  1{Q+L1+Qo<e+v<Qi+L1+Qa+S—M—L1}
+ (5 =M = L) Very>QitLi+Qo+S—M—L1} )
+ (pu +0)( S — (M + ((§ — Q1)1(Q,<e<@i+11} T L1 - Lie>Qi+1.})
+((€+9% = Q1 — L1 —Q2)  1{Q,+ L1 + Qo<+ p<Qu+ L1+ Qo +S—M—L1}

(S =M = L1)  YehysQuiLi+QotS—M—113)) ) - Letp<@tLi+QotS—M—Ly}-
+09]
(A.19)

Separating the terms and using Q1 + L1 + Q24+ S5 — M — Ly = Q1 + Q2 + S — M we obtain
V(M, L) =E[(h+ f)M — (h+7)(§ = Q1)1{Q,<e<@i+L,} — (M +7)L1 - ie>0,41,))
—(h+d6+7)(E+v—Q1— L1 —Q2)  1{Q, 411 4+Qo<t+<Q1+Qat+S—M}
—(h+d+7)(8 =M —L1) Le1y>Q+Qot5—M)
+(pu+0)(S—M—(§ - Q1)1 <ce<@i+ry — L1 L0111}
=€+ = Q1= L1 = Q2) - Qi+ L1+Qa<e+v<Qi+QatS—M}
= (S =M = L1) ety Qots—Mm} ) - Yerp<@i+Qors—my + 05]
:E[(h + f)M - (h + 7')(5 - Ql)l{Q1<§<Q1+L1} - (h + T)Ll : 1{§2Q1+L1})
—(h4+ 047+ —Q1— L1 — Q2) - 1{Q,+L1+Qs<t+1<Q1+Qa+S—M}
—(h+d+7)(8 =M —L1) Le1y>Q+Qo+5—M)
+ (pu+0)(S = M) Lieyyc@irQors—my — (Pu+ (€ — Q1)11Q,<e<@i L1}
= (Pu+O) L1 - Lez0i 401} - Hetp<QurQats—)
—(pu+0)(E+v— Q1 — L1 — Q2) - 1{Q + L, +Qa<e+v<@r+Qa+5—M} T 65].

Taking the derivative of V w.r.t. the number of market orders M gives

ov
anf = Bl f) + (h+0+7) Neryn@uiQers—my = (Pu+0) - Lgrv<qirQats-n]

(A.20)

= / ((h+f)+(h+06+7) Lieqy>014Qots—my — (Pu+0) - Lierpc@i+0o+5—y) fery (z)d

—0o0

00 Q1+Q2+S—M

—h+ ) [ fesla)do+ (41 [ fers()dz — (pu+6) [ feru(a)da

Q1+Q2+5-M —00
=h+f+(h+0+r)(1 = Fep(Qi + Qo+ S — M)) — (pu + 0) Ferp(Q1 + Q2 + S — M)
=2h+8+ f+r—(h+0+7+ pu+0)Fepp(Q1+ Q2+ S — M).

(A.21)
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Setting (A.21) equal to zero and using similar reasoning as in the 1 price-level case, we see that if

pu < % (h+3d+r+0), then % > 0 for M € (0,5), so M* = 0. Similarly we also see

for p, > % (h+ 9+ r+0) that %gOforMe(O,S), so M* = S. For py € (pu,pu) the

optimal number of market orders M* is given by

( 2h+0+ f+r

=S—F}!

&+

) + Q1+ Qa. (A.22)

Taking the derivative of V' w.r.t. the number of limit orders at the best quote L; gives

§LV1 =E[=(h+7) LezQitL1)

+ (h+6+7) 1@ 1114+ Qa<t 1<Q1+QatS—M}
+(h+0+7) Yepy>Qu+Qots—m}

= (Pu+0) - Yez0i 111} - Letp<@i+Qa+5-M}
(

Pu+0) Q1+ Ly +Qe<e 4 <Qi+Qat+S—M}] (A.23)
—(h+7)(1 = Fe(Q1 + L))

+ (h40+7)(Feyp(Q1+ Q2+ S — M) — Fery(Q1 + Q2 + L))

F(h+0+7)1 = Feryp(Qu+ Q2+ 5 — M))

+

- / (Pu+0) - Laz@i 11} - Vary<@uQors—myfew (@, y)d(z, y)

+ (pu+ 0)(Ferp(Q1+ Q2+ S — M) — Feyy(Q1 4+ Q2 + Ly)).

We evaluate the integral separately, since we have to be careful with the boundaries. The integral
above can be rewritten to

= —/ (Pu +0) - 1a>0i+11) - Yaty<@u+Qors—myfew (@, y)d(2, y)

y=Q2 [r=Q1+Q2+S—M-—y
— (pu+0) / / fe@) fuy)dady

Q1+L1

Q2
— (pu +0) / T FQu Qe S — M —y) — Fe(@u + L) fuly)dy (A.24)

=—00

y=Q2
— (pu+0) </ Fe(Q14 Qo+ S — M —y) fy(y)dy — Fy(Q2)Fe(Q1 + L1)>

(pu +0) (Fs(Qa)Fe(Q1 + Ln) — Feru(Q1 + Qo+ S — M)

where Fy,(Q2) = 1 since ¢ € (—00, Q2]. We know from convolution of probability functions, that if we
have two independent random variables X, Y, then the probability of their sum X + Y is given by

fx4y(z / Ix(x)fy(z — x)dx (A.25)

which can be seen as simply saying, the probability that the sum is equal to z is found by adding up
all probabilities where X = z and Y = z — x. Now if we were to integrate this function, to find its
CDF, we get

A A (e’
Fyiy(A) = / Fxay (2)dz = / / fx (@) fy (= — 2)dzdz
—o0 —o0 J—oo (A.26)

- /Z /: Ix (@) fy (z — 2)dzdz = /oo Fy (A —x)fx(z)dx

—00
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We find the derivative of the expected cost function is given by

ov
51 == (b1 = F(Qu+ L)
+ (h+06+7)(Feyp(Q1+ Q2+ S — M) — Fery(Q14+ Q2 + L)) A7
+(h+04+7)(1 - Feyp(Qr+ Q2+ S — M)) (A.27)
+ (pu + 0)(Fe(Q1 + L1) — Feyyp(Q1 + Q2 + L))
=0+ (h+ 74 pu+0)Fe(Qr+ L1) = (h+ 0+ 7+ pu+ 0) Feqp(Q1 + Q2 + L1) = 0.
This can be simplified to
AFeryp(@Q1+ Q2+ L1) + BFe(Q1+ L) +C =0 (A.28)
with
A=—(h+d+r+pu+0), B=h+r+p,+6, C=0. (A.29)

With the assumptions made earlier, the optimal number of limit orders in the second best price level,
should simply be L5 = S — M* — L7, but this is only the case when (A.28) has root L} € (0,S5). If
this root does not exist in this interval it means it would be optimal to place L1 =0 (

for L1 € (0,5)) or L1 = S (when 2= < 0 for Ly € (0,9)).

A.4 Lemma 4.1

If £ ~ X, where X is exponentially distributed with rate A¢, and ¢ ~ Q2 — Y, where ()2 is the length
of the second price-level queue and Y is independent and exponentially distributed with rate Ay, the
cumulative distribution function of the convolution of the random variables & and v is given by

A —Ap(Q2—A) A<Q
_ )\€+>\¢6 ) — 2
Feru(d) = {1 — e A A S Q. (4.30)
ety

Proof. For the exponential distribution the cumulative distribution function (CDF) is given by Fx (z) =
1—e ™% Weset & ~ X and ¥ ~ Q2 — Y where X is exponentially distributed with rate Ae s Q2 is
the length of our second price-level queue and Y is exponentially distributed with rate A. An analysis
of limit order arrivals in [32| shows that the exponential distribution is a reasonable approximation of
actual limit orders arriving in FX spot markets. So for v we have

fo( = y) = Agpe M0(Q27Y), (A.31)

meaning the CDF is given by
Fy(p =y) = e~ M (Q@2—Y) (A.32)

where y € (—00,Q2]. To find the CDF of the convolution of £ and 1, which is denoted by F¢i(A),
we look at two different cases. Firstly, when A > @2, the CDF of the convolution of £ and v is given
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by

Q2
Feiy(A) =/ Fe(A—y)fy(y)dy

Q2
:/ (1— e*/\s(A*y)))\we*/\w(szy)dy

—00

Q Q
_)\w/ ’ e (@) gy )\we—AsA—Asz/ ’ ePetA)y gy (A.33)

—00 —00

Q2 A Q2
= [e—/\w(Qz—y)} _ Vo AeA-N Q2 [e(keﬁw)y]
oo AeT Ay
)\5 + )\¢

—00

Now if A < @2, the CDF of the convolution of £ and 1 is given by

Feosld) = [ 7 Fuld =) fe(a)da
= /OO e_Aw(QQ_AJ"m))\ge_’\fxdw
0
=\ge M0 (Q2=A) / T e Ot gy (A.34)

0
- _ e~ M (Q2—A) [e—(Ag-&-)\w)?ﬂ]go

We see that these two cases indeed coincide at the point when A = (5, so we find that the convolution
of £ and v is given by

A =2y (Q2-A)

e ) A S QQ
Fepp(A) =327, (A.35)

- Agﬁx¢e Ald=@2) A > Q.

The inverse of this function is given by
_ 1 X _
P (a) = Q2 — 5, log ((Agﬂw)x) v w < Fep(Q2) = x5 (A.36)
&ty Qs+ Llog (e S F (Q)7$ '
2T B\ Derp)-a) ) 0 7 P \R2) = R axy

We can use (A.35) and (A.36) to find a closed-form expression of the optimal solution M* and Lj. For
M*, given by equation (4.25), we find

1 A h+6+r+puto 2h+6+f+r Ae
M= S+ Xo log <(/\5+/\w) 2h 0+ [+ ) T etripte = XeF Ay (A.37)
S_ 1o Ay hHo+rtputo +Q 2h+6+f+r Ae )
N 08\ e r)) —h—FFputo L hpotrputd = Metrg

and to derive a closed form expression L7, we insert (A.35) and (A.32) into equation (4.23), to find

A
6+(h+r+pu+9)(1—e‘Aﬁ(QﬁLl))—(h+5+r+pu+9)<1—ﬁe—ks«%@ﬁh)—@z)) — 0, (A.39)
€ P
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since Q1 + Q2 + L1 > Q2. We find that equation (A.38) holds if

A
0= — e (@l <(h+7“+,0u+9)—(h+5+7“+pu+9) v )

Ae + Ay
Ae+Xy h+d+7+p,+0
Ay htr+p,+0 7
A.39
e 5 (A.39)
Ay htr+pu+0
N A0
é’— .
h+1+ py+0
We find that if A\¢ > #jﬁ—% the derivative % > 0, so it is no longer optimal to place L limit

orders and the trader should instead place Lo limit orders. The fact that this sudden switch in optimal
limit order price-level can be expressed as a closed-form critical point is a nice result.

O

A.5 Proposition 4.4

Assume that £, 11, and 9 have continuous distributions and Assumptions (A1-A3) hold. Then the
optimal allocation for the n = 3 case of the Order Placement Problem 4.1 satisfies the following, based
on the valuw of p,.

: — 2h+26 * Tk T¥ Tx .
(1) If py > pu = Fg+¢1+w—;(Qtigg+Q3) — (h+26 +r+80), then (M*, L7, L5, L3) = (5,0,0,0) is an

optimal allocation.

.. 2h+26 * * :
(1) If py < pu = F&wﬁwj@lié;:@ﬁs) —(h+25+1r+0), then M* =0 and L7 satisfies

O+ (h4+r+p,+0)F(Qr+LY) —(h+0+74+py+0)Feyy, (Q1+ LT+ Q2) =0,  (A.40)
L3 satisfies

S+ (h+0+7+pu+0)Fepy, (Qu+ LY+ Q2+ L)

A.41
(20474 put O) Fepin (@1 + IE + Qo+ I+ Qa) =0, (A.41)

and L3 satisfies
Ly=S—-M-L7—Ls. (A.42)

(iii) If pu € (Pu, Pu), then the optimal allocation is a mix of limit (L}, L3, L3) and market (M*) orders,
where L7 satisfies (A.40), L} satisfies (A.41), L3 satisfies (A.42) and M* satisfies

M*=8-F;!

2h+ 264+ f+1r
E+h1+1)2

+ Q1+ Q2+ Qs, A.43
h+2(5+r+pu+0> Q1+ G2+0s (A.43)
where F¢(z) = P(¢ < ) is the distribution of the outflow at the first price-level &, Feiy, () =
P& + 91 < z) is the distribution of the outflow at the first and second price-level &, 1,
Fe g (@) = P(E+ 91 +1p2 < ) is the distribution of the outflow at the first, second and third

price-level £, 11,99 and Fgl, F£;1¢1,F£;1w1 b their left-inverses.
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Proof. Using (A.8), (4.20) and (4.35) we can again write the expected cost function as a function of
M, L; and this time also Lo, so that Ly =S — M — L; — Lo (again adhering to Proposition 4.1). The
expected cost function is then given by

Elv(X, & 91,v2)] =V (M, L1, L)
=E[(h+ f)M — (h+7)((§ — Q)1{Q,<e<qi+L1} + L1 Lie>Qi111})
—(h+0+7)((§+91—Q1— L1 —Q2) 1@, 111 +Qo<t+v1 <Qi+L1+Qo+Lo}
+ L2 Ve >Q1+L1+Qo+L2} )
—(h+26+7)( (E+¢1+v2—Q1— L1 — Q2 — L2 — Q3)
Qi+ L1+ Qo+ Lo+ Qa<é+th1 42 <Qu+ L1+ Q2+ Lo+ Qs+ S—M—Li— Lo}
+ (8 =M — L1 — L2) - 1t 442>Qu+ Li+Qo+ Lot Qa+S—M—Li—Lz} )
+ (pu+0)( S — (M + ((§ — Qu)l{g,<e<qi+r:} T L1 Lie=Qi411})
+ (€ +v1— Q1= L1 — Q2) - 1{Q1+ L1+ Qo< 411 <Qu+L1+Qa+ Lo}
+ Lo Yetp>Qi+L1+QatLa})
+((E+Y1+2—Q1— L1 —Q2— La — Q3)
’ 1{Q1+L1+Q2+L2+Q3<£+w1+w2<Q1+L1+Q2+L2+Q3+S—M—L1—Lz}
+ (S =M = L1 — Lo) - Yeipp +95>Qu+L1+Qo+ Lo+ Qs+S—M—L1—Ls})) )

L6t tp2<Qr+ L1+ Qo+ Lot Qs+5—M—Ly— Lo}y T 0S].
(A.44)

Separating the terms and using Q1+ L1+ Qo+ Lo+ Q3+S—M —L1—Lo=Q1+Q2+Q3+S—M

we obtain

V(M, Ly, Lz) :=E[(h + f)M — (h +7)(§ — Q1)1{Q,<¢<r+L:} — (M +7)L1- Le>0 111}
—(h+0+7)(E+ 11 — Q1 — L1 — Q2) - 1{Q, 1L, +Qa<ttvr1<Qi+L1+Qa+ Lo}
—(h+0+7r)Lo - Liety>Qu+L1+Qot Lo}
—(h+20+7)(+ 1+ 12— Q1 — L1 — Q2 — L2 — Q3)

Qi+ L1+ Qo+ Lo+ Qs <641 T2 < Q1+ Qo+ Qs +S— M}
—(h+20+7)(S =M — L1 — La) - Le gy +92>Q1+Qo+Qs+5—M}
+ (pu +O)( S — (M + (§ — Q1)1{Qr<e<@i+11) T L1 Lie>Qi 114} (A.45)
+ €+ — Q1 — L1 — Q2) " 1{Q, 1L, +Qa<t 1 <Qi+L1+Qa+ Lo}
Lo Yeqy>Qit Li+Qat Lo}
+(E+P1+2—Q1r— L1 — Q2 — Ly — Q3)
’ 1{Q1+L1+Q2+L2+Q3<§+¢1+¢2<Q1+Q2+Q3+57M}
+ (S =M — L1 — L) - Yetgpy+45>Qu+Qo+Qa+5-M}) )
Lt +92<Q1 +Qa+Qat+5— M} T 05].
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Taking the derivative of V/(M, Ly, Ls) w.r.t. the number of market orders M gives

ov
onf = Bl S) 4 (Bt 20+ 1) Vet 1u>@1 Qo+ Qats -} — (Pu+0) - ety 492<Q1+QatQa+5-01)]

- / (Bt 1)+ (h 25+ 7) - Ly iy 0010 Qe Qas 511}

—0o0

— (Pu+0) - ey 10 <Qr+-Qot Qs+ 5— M) fetipn +4o () d

[e.e]

=(h+f) / Jerprus (@)dz + (h+ 26 + 1) / Jewr o, (z)dz
—o0 Q1+Q2+Q3+S—M

Q1+Q2+Q3+S—M
— (pu +0) / Jerrys (w)d

—0o0

=h+f+(h+20+7)(1 = Fepyy 490 (Q1 + Q2+ Q3+ S — M))
— (pu+ O) Feqpy 140 (Q1 + Q2 + Q3+ S — M)

=2h+20+f+r—(h+20+7+ pu+0)Fepy 44, (Q1 + Q2+ Q3+ S — M).
(A.46)

Setting (A.46) equal to zero and using similar reasoning as in the 1 price-level case, we see that if

pu < % —(h+25+7r+80), then g—]\‘ff >0 for M € (0,S), so M* = 0. Similarly we also see

[ r * —
for p, > %—(h—i—%—i—r—i—&) that 977 < 0 for M € (0,5), so M* = S. For py € (pu, pu)

the optimal number of market orders M* is given by

* —1
M* =5 - F£+w1+¢2

2h+20+ f+r

) + Q1+ Q2+ Q3 (A.47)
and we clearly see a pattern starting to emerge.

Next, we look at what happens when we take the derivative of V (M, L1, Ly) with respect to L1,
which is given by

oV
TLl :]E[_(h + 7") ’ 1{§ZQ1+L1} + (h +0+ 7“) ) 1{Q1+L1+Q2<§+¢1<Q1+L1+Q2+L2}

+ (h+20+7)  1{Q + L1 +Qot Lo+ Qs <€+t +12<Q1 +Qo+Qa+5— M}

+(h+20+7) - Leqp+40>Q1+Qo+Qa+S—M)

+ (Pu + 0)( —Uez@ur1} + HQu+Li+Qo<e+11 <Qu+Li+Qa+ Lo}

+ 1(Q1 + L1 +Qot Lot Qs <€+t +12<Q1 +Qa+Qs+5—M} ) * (et +02<Q1 + Qo+ Qs +5—M}]

=E[—(h+7) Lies@uary + (R +0+7)  11Q 111+ Qo<ttn<Qut L1+ Qo+ Lo}

+ (h+20+7) L@+ L1+Qot Lot Qs<btthi +4n)

+ (pu+ ) —Le>Qi L1} T 1{Qu+L1+ Qo<1 <Qi+L1+Qa+ Lo} ) * L{etth +12<Q1 +Qo+Qa+5— M}

+(

Pu+ ) {Q14+L1+Qat Lo+ Qs <1 +102< Q1 +Qo+Qat-S—M} -
(A.48)

Using the definition of the expectation, we find the derivative of V' w.r.t. L to exist of the following
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integrals and be given by

ov

oL (h+r)(1 = Fe(Qu+ L1)) + (h+ 6 4 7)(Feyy (Q1 + L1 + Q2 + L2) — Fepy, (Q1 + L1 + Q2))

+ (h+26 +7)(1 = Feipy 440 (Q1 + L1 + Q2 + Lo + Q3))

— (pu+0) / oz} " Yaotyte<QitQotQstS—myfewnpn(T,y, 2)d(2,y, 2)

+(Pu+9)/1{Q1+L1+Q2<x+y<Q1+L1+Q2+L2} Ut yt2<Qi+Qa+Qs+S— My e e (%,Y, 2)d(2, Y, 2)

+ (Pu + 0) (Feqpy 140 (Q1 + Q2 + Q3+ S — M) — Feyypy 14, (Q1 + L1 + Q2 + Lo + Q3)).
(A.49)

With similar reasoning as in the 2 price-level case, we find the first integral to be equivalent to the
following

=~ (pu+0) / oz} * Yatyte<QitQotQstS—myfewnwn(T,y, 2)d(2,y,2)

y+2=Q24+Q3+S—M—L1 ,z=Q1+Q2+Q3+S—M—(y+=2)
—  (put0) / / Fe(@) Fun sy + 2)dad(y + 2)
Yy x

+2z=—00 =Q1+L1
y+2=Q24+Q3 rr=Q1+Q2+Q3+S—M—(y+z)
——(u+0) | / Je(@) Forsvaly + 2)dad(y + 2)
y+z=—00 r=Q1+L1

y+2z=Q2+Q3
=~ (pu+0) / (Fe(Q1+ Q2+ Q3+ S~ M~ (y+2) — Fe(Q1+ L1)) fyy 14, (y + 2)d(y + 2)
Yy

+z=—00

+z=—00

Yy+2=0Q2+Q3
=—(pu+ '9)</ Fe(Qr+ Qo+ Qs+ 5 =M — (y+2) fypy 44 (y + 2)d(y + 2)
)

 Fyy 0 (Qa + Qu) Fe(Q1 + L1)>

=(pu +0) (Fe(Q1 + L1) = Feyyy 49 (Q1 + Q2+ @3+ 5 — M))
(A.50)

and the second integral to be equal to

:(Pu + 9) / 1{Q1+L1+Q2<x+y<Q1+L1+Q2+L2} ' 1{x+y+z<Q1+Q2+Q3+S—M} fiﬂ/’lﬂh (.%', Y, Z)d($7 Y, z)

2=Q3+S—M—L1 r+y=Q1+Q2+Q3+S—M~—=z
~u+0)( [ / fevin & +)fun ()=l + )
2=Q3+S—M—L1—La Jx+y=Q1+L1+Q2

2=Q3+S—M—-L1—Las pa+y=Q1+L1+Q2+L>
z X

Feron (@ + 1) fu (2)dzd(c + y>)
+y=Q1+L1+Q2

=—00

2=Q3+S—M—-L1—L>
—(pu+0) (o -/ (Feaun (@1 + Lt + Q2+ La) — Ferpn (Qu + Ln + Q2)) fun (2)dzd(z + y>>

Z=—00

=(pu + 0)(Fety, (Q1 + L1 + Q2 + L) — Feyy, (Q1 + L1 + Q2))
(A.51)

since ¥9 € (—00,Q3] and Q3 < Q3+ S — M — L1 — Ly < Q3+ S — M — L; which means

Qs+S—M—L
JoatS—s—Lr—1, fua(2)dz = 0.
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This gives allows us to write the derivative of V(M, Ly, Lo) w.r.t. L as

SZ h+7)(1 = Fe(Qr+ L1)) + (h 4+ 0 + 1) (Feyp, (Q1 + L1 + Q2 + La) — Feyy, (Q1 + L1 + Q2))
h+20 4+ 1) (1 = Feppy 90 (Q1 + L1 + Q2 + Lo + Q3))
pu+0) (Fe(Q1 + L1) = Fery 0, (Qu+ Q2 + Qs + S — M)
pu+0)(Ferp, (Q1+ L1 + Qa4 La) — Feyyy (Q1 4 L1 + Q2))
+ (pu + 0) (Ferypy 4 (Q1 + Q2+ Q3+ S — M) — Feap 9y (Q1 + L1 + Q2 + Lz + Q3))
=20+ (h 47+ pu+ O)Fe(Qu + Ln)
+ (h+86+7+ pu+0)(Fery, (Q1 + L1 + Q2 + L) — Feiy, (Q1 + L1 + Q2))

— (B 425+ 7+ pu+0) Feiypy 14, (Q1 + L1 + Q2 + Lo + Q3) = 0.

+
+
+

o~ o~ o~ o~

(A.52)
We now move on to taking the derivative of V(M, L1, Lo) w.r.t. Ly and see it is given by
ov
oLy =E[=(h+0+7) Yerpr>QurLi+QarLo} T (B +20 +7) - Q14 L1+ Qot Lo+ Qa<éir+12}
(A.53)

+ (pu + 9)(_1{5+¢1>Q1+L1+Q2+L2} + Q1+ L1 +Qo+ Lo+ Qa<e+1 442 <Q1+Qa+Qs+S— M}
+ 1{§+¢1+w2>Q1+Q2+Q3+S*M}> ’ 1{5+¢1+¢2<Q1+Q2+Q3+5*M}]'
Taking the expectation by integrating we obtain

oV
oLy h+0+7)(1— Feyry, (Q1+ L1+ Q2+ L2))

F (h 420 +7)(1 = Fepy 49, (@1 + L1 4+ Q2 + L2 + Q3))

Pu+ 0)(Feppy 19 (Q1+ Q2+ Q3+ S — M) — Feyyy 4y, (Q1 + L1 + Q2 + Lo + Q3))

+0)-0

—(
(
— (pu + )/1{x+y>Q1+L1+Q2+L2} oty 2<Q14Qot+Qa+S— M} Jewr e (T, Y, 2)d(, y, 2)
+ (
+ (pu

(A.54)

We find the integral to be equal to

— (pu+0) / Haty>Qut Li+Qa+ Lo} * Matyt2<Qi+QatQs+S—M} e v (z,y,2)d(2,y, z)

z=Q3+S—M—-Li—Lz o+y=Q1+Q2+Q3+S—M—=z
~ put9) / / Jewun (@ +y) fy,(2)d(x + y)dz
T+y=Q1+L1+Q2+L2

z=
z= Qd /CC+Z/=Q1+Q2+Q3+S—M—Z
=—oc0 Jz

pu + 0 f§+¢1 (l‘ + y)fwz (Z)d(.%' + y)dz

+y=Q1+L1+Q2+L>

2=Q3
—(pu+90) / (Feqp Q1+ Q2+ Q3+ S — M — 2) — Feiyy (Q1 + L1 + Q2 + L2)) fy, (2)d2

=—00

=(pu + 0)(Feqyy (Q1 4+ L1 + Q2+ L2) — Fey 14, (Q1 + Q2 + Q3 + S — M)).
(A.55)

Inserting this into (A.53) and rearranging the terms we find the derivative of V (M, L1, La) w.r.t. Lo
is given by
ov

o0 =0 F (h+ 047+ pu+0)Fery (Qu+ Li+ Qo + Lo)
2

(A.56)
— (h+20+ 71+ pu+ 0) Fetyy 44, (Q1 + L1 + Q2 + Loy + Q3) = 0.
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We see (A.52) and (A.56) both depend on L; and Lo, which means we will find a line on which
V(M, L1, Ly) is minimized. We can substitute (A.56) into (A.52) to find the derivative of V' (M, Ly, Lo)
w.r.t. Ly is given by

ov

67 =0+ (h +7r+py+ H)Fg(Ql + Ll) — (h +0+r+4+p+ 9)F£+¢1(Q1 + L1+ QQ) =0. (A57)
1

This proves our result found in the proposition.

A.6 Lemma 4.2

If £ ~ X, where X is exponentially distributed with rate A¢, ¥1 ~ Q2 — Y7 and 9 ~ Q3 — Y2, where
Q2 and Q)3 is the length of the second and third price-level queues and Y; and Y5 are independent
and exponentially distributed with rates Ay, and Ay,, the cumulative distribution function of the
convolution of the random variables £, ¥ and 5 is given by

AeAy, —Ayy (Q2+Q3—A) _ AgAyy -y, (Q24+Q3—A)
F, (A) — (/\s+/\w2)(kw1 _/\%Dz)e ’ (/\s+/\w1)(kw1 _)"l’z)e ' ’ A = Q2 + Q3
EHitys 1_ Ay Auy e~ (A—=(Q24Q3)) , A> Qo+ Qs

AetApy ) (Aet+Ayy)
(A.58)

Proof. For the exponential distribution the CDF is given by Fx(z) = 1 — e X%, We set £ ~ X,
Y1 ~ Q2 — Y7 and 92 ~ Q3 — Y3 where X is exponentially distributed with rate A¢. In general, we
have ¥; ~ @Q;11 — Y;, where @Q; is the length of our i-th price-level queue and Y; are exponentially
distributed with rate \y,. So for ¥; we have

Fu(hi = y) = Ag,e (@Y (A.59)
meaning the CDF is given by
Fy,(1hi = y) = e Mvi(@s10) (A.60)
where y € (—o00, Qi+1].We know from the previous section that for the convolution of £ and 1)1 we have
Ae =Xy (Q2—2) <

Nt €t , 25 Q2
Fepy, (2) = 4 7577 (A.61)

1 1- Ag—;ﬂ)}wl e_Ag(Z_Qﬂ , 2> Q2

which means for the PDF we have

Ay —Ay, (Q2—2)
ferp. (2) = Af;&ffle \ 1 EE (A.62)
Sern € T 22 @

To find the CDF of the convolution of £ 4+ 41 and 2, Feiyp, 44, (A), we must look at two different
regions: A < Q2 + Q3 and A > Q2 + 3. By definition, the convoluted CDF is given by

o0

Fernrn(d) = [ Finld = 2)fern ()i (A.63)

— 00

Through the derivation in section B.1, we find that the convolution of &, 1)1 and s is given by

AgAy, “Ayy (Q24+Q3—A) _ Ae Ay Ay, (Q24Q3—A)
Fespy sy (A) = (/\5+/\w2)(/>\\w1;/\w2)6 v et hy ) Py —Aug) © = , ASQ+0s
1Ty2 _ 1 Mp —Ae(A—(Q24+Q3)
1 (/\s+/\w11)(/\52+/\w2)6 (A= (QetQs)) , A> Q2+ Q3

(A.64)
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assuming that Ay, # Ay,. The inverse of this function cannot be expressed explicitly for =z >

_ Ay Ay . ) .
Fepprt0(Q2 +Q3) = 1 — ()‘§+)‘¢11)(/\£2+/\w2)’ due to the different exponents in the expression of the

Agq A .
CDF. However, for @ < Feyy 440 (Q2 +Q3) =1 — (/\§+/\wf1)(;f;+)\¢2), the inverse of Fe iy, 44, (A) can be

expressed explicitly, and is given by

1 Aoy Ay

— log ( 172 ) ) (A.65)
Ag (Ae + A ) (Ae + Ay, ) (1 — )

This still allows us to find an analytical expression for the solution described in Proposition 4.4. We
see the optimal number of market orders M™ is given by

M*—S—110g< A¢1A¢2 h+25+r+pu+9
A¢ (A +Ap ) (A + Ayy) —h—f+pu+0
From section 4.2.3 we know the optimal solution shifts from limit orders at the best (first) price-level
to the second price-level at the point \¢ = #})iw. To see when the optimal solution shifts to the
third price-level, we look at equation (4.39) for L3 and find that the following must hold for an optimal
order allocation:

F§;1¢1+¢2 () = Q2+ Q3 +

) + Q1. (A.66)

S+ (h+d+r+p,+6)1— o e Ae(@1+QatLi+L2)=Q2))
At A (A.67)

)‘zb Aw Y Li+L2)—(Q2+Q
—(h+ 2547+ py+0)(1 — 1792 e Ae((QH+Qa4Qa+L1+12)—(@24Q3))) = (,
(Ae + Ay ) (Ae + Ayy)

since Q1+ Q2+ L1+ Ly > Q2 and Q1 + Q2 + Q3+ L1 + L2 > Q2+ Q3. We find that equation (A.67)
holds if

_ —Ae(Q1+L1+Lo )\wl )\wl)\wQ
0= _ ol ><(h+5+r+pu+9)m—(h+25+7”+pu+9)(A§+A¢1)(A5+Aw2))’
A+ Ay, h+204+71+p,+0
Aoy  h+6+7+p,+0°
Ae J
Ny h+d+r+p,+0
N A0

Tht 0t +puto
(A.68)

We find that if A > #ﬁh_ﬁ, the derivative % > 0, so it is no longer optimal to place Lo limit
orders and the trader should instead place L3 limit orders. We again find that the point at which the
optimal limit order depth switches from one price-level to the next can be expressed as a closed-form
critical point.

O

A.7 Lemma 4.3

If £ ~ X, where X is exponentially distributed with rate A¢ and ¢; ~ Q41 — Y;, where @); is the
length of our i-th price-level queue and Y; are independent and exponentially distributed with rate
Ay;, the cumulative distribution function of the convolution of the random variables &, 1, ...4); for
t=1,2,..n— 1 1is given by

; A T Mo (B Q-4 4 < it
Feppy .49, (A) = L=t (A,&*Awk)nﬁ'#k(M*Awk)e ' AS i (A.69)
1+...+Y; H i ‘ .
P | R R W) e ) C A>T Q

[T—1 Qe +2es,)
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Proof. For the exponential distribution the CDF is given by Fx(z) = 1 — e X%, We set £ ~ X,
Y1 ~ Q2 — Y7 and 92 ~ Q3 — Y3 where X is exponentially distributed with rate A¢. In general, we
have ¥; ~ Q11 — Y;, where @Q; is the length of our ¢-th price-level queue and Y; are exponentially
distributed with rate \y,. So for ¥; we have that the PDF is given by

Fu(hi = y) = Ag,e (@Y (A.70)

meaning the CDF is given by

Fy,(thi = y) = e (@079 with y € (—o0, Qiy1]. (A.71)

From section 4.3.1, we know that the convolution of £, 11 and 5 is given by

AeAy, Ay (Q2+Q3—A) Ae Ay, Ay, (Q2+Q3—A)
Fevursu(A) = 4 Ber O3y ® CeF o) O =R ¢  AS Q2+
12 _ s A(A(Q24Qs))
Ll o vem v eves v LIRS A >(Q2 +)Q3
AT2

assuming that Ay, # Ay,. This means the PDF is given by

Ae Ay Ayy Ay (Q2+Q3—2) _ AgAyy Ay Ay, (Q24+Q3—2)
f (A) = (>\5+)\wf)(>\w1 _/\%1’2) € ’ (/\§+/\w1)(/\w1 _>‘w2)e ' » 25 Q2 + QS
e Aty o= Ae(2(Q2+Qs)) ;2> Q2+ Qs.

AetAy ) AetAp,y)
(A.73)
To find the cumulative distribution function of the convolution of £ + 11 42 and V3, Feyy +pytus (A),
we must look at two different regions: A < Qs + Q3+ Q4 and A > Q2 + Q3 + Q4. By definition, the
convoluted CDF is given by

o0

Fe oy +apataps (A) =/ Fyps (A = 2) ferypy+u (2)d2. (A.74)

—0o0

We first look at the region A < Q2 + Q3 + @4, which means A — Q4 < Q2 + @3, so we must split the
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integral at these points. Therefore, the convoluted CDF is given by

A—-Qq Q2+Q3

Fws (A - Z)f§+¢1+¢2 (Z)dz + / Fws (A - Z)f£+¢1+¢2 (Z)dz

F5+1/11+1/12+¢3(A> :/ 40
—Q4

—0o0

00
+ / F¢3 (A - Z)f§+¢1+¢2 (Z)dz
Q2+Q3

Q2+Q3 Ae A A
—F (A—Qu)+ / o3 (Qu—(A—2) SR e Mua (Q24Qa=2) g
E+1t+2 A-Q4 (Ae + Apy ) (Mg = Agsy)
_ / O @imtama) _ Adu A, e~ (Q2+@s=2) g,
A—Qq (/\5 + /\Tﬁl)()‘wl - )‘1/12)
+/oo oM (Qa—(A—2)) Ag Ay Ay e~ e (2=(Q2+Q3)) 4,
Q21Qs (e + A ) (Ae + Ay,)

Ay, oMoy (Q2+QatQu—4) _ Ay, =N (Q2+Qs+Qu—A4)
(Ae + Agp) Ay — Agsy) (Ae + Ap) Ay — Agsy)
Ag Ay Ay 1 [e—% (Q1—(A=2)) =y (Q2+Q3—Z)}
(Ae 4 Apa) (Mg = Ay) Agy — Ay
AeAys A, L [e—m(m—m—z))e—xwl (Q2+Q3—2)}
(Ae 4 Ay ) (A = Ay) Ay — Ay
A A ~1 [e% (Q4(AZ))€/\§(Z(Q2+Q3))]
(A + A ) (Ag + Ayy) Ae + Ay, 2=Qa+Qs
Ay o Mip (Q2+Q3+Qa—A) _ AcAy, e~ (Q2+Q3+Q4—A)
()‘§ + )‘1/12)(/\1#1 - >‘1/)2) ()‘ﬁ + >‘1/11)(/\¢1 - >‘1/12)
Aeds Ay 1 [6% (Qu+Q3+Qi~A) _ Ay, (Q2+Q3+Q4A)}
(>‘§ + >‘¢2)()‘¢)1 - /\1/12) )‘wz - >‘¢3
AeAy Ay 1 [e—st(Q2+Q3+Q4—A) _ e—A¢1(Q2+Q3+Q4—A)}
(Ae 4 Ay ) (A = Ay) Ay — Ay

)\f)\¢1 )\1#2 -1 [0 . 6A¢3(Q2+Q3+Q4A):| '
(e + Ap ) (Ae + Agy) Ae + Ay,

2=Q2+Q3

2=A-Qq
2=Q2+Q3

z=A—Qq

Z=00

(A.75)
So for A < Q2 + Q3 + @4, the CDF of the convolution of £, 1,9 and 3 is given by

)\5)\#, )\w - -
- ) — A y1 (Q2+Q3+Q4—A)
ity (4) <(Ag + ) gy = Ay ) (g — >\¢1)>e 1

AcAur Mg > Ay (Q2+Q3+Qa—A)
+ e M2 (Q2+Qs+Qa A76
<(A5 + A ) Ay = Apa) Ay — Aysy) (A.76)
N < Aeus Ay ) oM (@2+QQu—A)
()‘ﬁ + )‘1/)3)()‘1111 - )‘ws)()‘dﬂz - /\1113)

We can now clearly see the pattern start to emerge. For the general convolution of & + 1 + ... + ¥,
the CDF is given by

Ferpity, (A) = it Ot TE 10 Oovy ) Emee (A.77)
1t Yy [ ' ' |
Lo i (A=, Qu) ,A> 5 Q.

[Tim1 Aet+Ay,)
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A.8 Theorem 3.1

Dynamic Programming Principle for Optimal Stopping and Control. The value function
H(t,z) satisfies the DPP

0 T
H(t,z) = sup sup Et@[(H(Q,Xg) +/ F(s,X?)ds) Lr>p + <G(X¢) —l—/ F(S,X?)db‘) 1r<p]
TG’T[t’T] UEA[tyT] t t
(A.78)

for all (¢t,2) € [0,7] x R™ and all stopping times 6 < T, where G(X) is the reward function and
F(s,X") is the running penalty.

Proof. As we know, for the value function is given by
H™(t,7) = Ei o [G(XY) + / F(s, X")ds] (A.79)
t

where G(X*) is the reward upon exercise and F(s,X?) is the running penalty. Choosing another
arbitrary stopping time 6, we can rewrite the performance criterion as

H™(1,2) =4 0[G(XY) + ( | P xas [ 9 F(s,X@ds) Lo ( | F(s,X@ds) Loy
:Etﬁm[@(xg) + /9 " F(s, X")ds + /t ' F(s,xg)ds> Lrsg
; <G<X$> [ F(s,Xi:)ds) 1o
521 (BoalG(x2) + [P, x008)+ [ Pl X005 1020
+ <G(X¢) + /t ' F(s,xs)ds> L-<o]

:Et,x[<HT’“(9,X9) v f ' F(s,x;)ds) Lo + (G<X¢> +f F<s,Xz>ds) 1<)
(A.80)

Now, for any admissible control and stopping time, H(t,2) > H™"(t, ), which means we can put the
following bound on the equation above

H™(t, ) gEtvz[<H(9,X9)+ /t QF(s,X;‘)ds) Liso + (G(XZ)Jr /t TF(s,Xf;)ds)lKg] (A.81)

Taking the supremum over all stopping times and controls left and right gives us the first inequality

0 T
H(t,z) < sup sup Em[<H(9,X9)—|—/ F(s,X;‘)ds)1729+ (G(X?)—i—/ F(S,Xg)ds>17<9]
TE'T[t,T] UEA[t’T] t t
(A.82)

To obtain the reverse inequality, we take an e-optimal control (depth), denoted by v¢ € A, such
that
H(t,z) > H (t,x) > H(t,x) — ¢ (A.83)

where € > 0. Such a control exists of the value function is continuous in the space of controls. Consider
its modification up to time 7:
0 = uy 1t§9 4 € 1o (A.84)
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where u € A is an arbitrary admissible control. We then have that

H(t,x) >H™

(
6 9 € T E T T E
_E,, <H 0. X,) + / F(s, X7 )ds>17>9+ (G(X¢)+ / Fls, X7 )ds>17<9]
t t

0 g 5 (A.85)
H™ (0.X,) + / F(s,xg)ds>1729+ (G(X¢)+ / Fls, X" )d5>17<9]
t t

ZEt,x[(Hw,Xe) . 0 P X2)ds 1o+ (GO + [ F5. X2 s ) 1rco] -

where the first equality follows from (A.80), the second using (A.84) and the final inequality follows
from (A.83). Since the above holds for every ¢ and e, it holds for the supremum and we can take the
limit as € — 0 and end up with the reverse inequality

0 T
H(t,x) > sup sup Et,z[(H(G,Xg) +/ F(s,ij)ds) 1r>0 + <G(XZ) +/ F(s,X?)ds) 1,<g]
t t

Te'T[t,T] HEA[LT]
(A.86)

Combining inequality (A.82) and (A.86) gives us the equation in the theorem. O

A.9 Theorem 3.2

Dynamic Programming Equation for Stopping and Control Problems. Assume that the
value function H(t,z) is once differentiable in ¢ and all seconder-order derivatives in x exist, i.e.
H € CY%([0,T),R™) and that and F : R™ — R are continuous. Then H solves the quasi-variational
inequality (QVI),

max <8tH—|— sup (E;‘H—i—F) ; G — H) =0, on D, (A.87)
ue Ay
where D = [0,7] x R™ and the generator of the process £; acts on twice differentiable functions as
follows:

1 P

Lih(t,z) = p(t,z) - Dyh(t,z) + 5’1‘1‘(0(t,m)0(t,x)’Dih(t,x)) + Z Nj(t,z)[h(t,x +v.5(t,x)) — h(t,z)]
j=1

(A.88)

where 7.; represents the j-th column of <y, D h represents the vector of partial derivatives w.r.t. z,
and D2h represents the matrix of second-order partial derivatives w.r.t. z.

Proof. The proof is analogous to that described in [8] and is broken up into two steps by showing (on
D) that (i) the left-hand side is first smaller than or equal to zero, and that (ii) by contradiction the
left-hand side is also greater than or equal to zero. Therefore, equality must hold.

(i)  First, we show that
max <8tH +sup (LYH+F); G- H> <0, on D. (A.89)
uEA;

To show this, we first note that a constant stopping time 7 = ¢ (i.e. stopping immediately) is an
admissible strategy. Therefore, by the DPP, the performance criteria with this constant stopping
rule equals G and we require H > G so that G — H < 0. Now take any point (¢g,z¢) € D and
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we will show that the inequality holds at this point. Consider the sequence of stopping times
equal to the minimum of tg + A and the time it takes X; to exit a ball of size 1 from its current
position zg, so

0y, = inf (t >t : (t, HXt —on) §é [to,to + h] X 1>, h>0 (A.90)

where || - || denotes the Euclidean norm. As long as h < T' — t this is an admissible stopping
time. Therefore, by taking 7 = tg, the DPP (that tells us H is the maximum value over all
stopping times) implies that

On
H(tog,x0) > Ety 0 [H(0h, X0,) + F(s,X;)ds]. (A.91)

to
We then expand H (6}, Xy, ) using Ito’s lemma for jump-diffusions to write
H(eh,Xgh) = H(to,mg)

On
+/ {OH(t,X,)+ LH(t, X)}dt
to

On
—|-/ (o(t,X:)DeH(t, X)) dW;

to

P 0, -
+Z/ [H (t, X1 +~.5(t, X)) — H(t, X,)] dN7,
j=1"t

where

R t
Nt:Nt—/ )\(S,Xs)ds
0

are the compensated versions of the counting process, and v.; denotes the 4% column of ~.

Since the stopping time 6y, is chosen so that the process X remains bounded by the ball of size 1
around g plus the potential of a jump (which we assume bounded), it follows that the stochastic
integrals with respect to both the Brownian motions and the compensated counting processes
vanish under the expectation. Hence, we have

On
0> Ety 2 {/ {0:H (t, X)) + LeH (L, X ) + F(t, X))} dt | .

to

Dividing by h and taking h N\, 0, in which case 05, \, to + h a.s. (since X; will a.s. not hit the
edge of the ball), the Fundamental Theorem of Calculus implies that

1 t+h

lim. t f(s)ds = f(t) (A.92)

which means that we get

1 to+h
0> limE — OH(t, X L:H(t, X F(t, X))} dt
> hlg(l) to,Zo [h/to {0:H(t, X))+ LeH(t, X)) + F(t,X4)} (A.93)

= 0 H(to,zo) + L+H (to,x0) + F(to, Zo).

This completes the first part of the proof.
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A.9. THEOREM 3.2

(if)

Next, we establish by contradiciton that

max <8tH+ sup (LYH+F) ; G— H) >0, on D. (A.94)
u€As

If this inequality doesn’t hold on D, then there exists a point (tp,xo) € D such that
G(to,l’o) — H(to,.’l)o) <0 and (8t + ﬁt)H(t(),.’l:Q) <0 (A.95)

since F'(t,xz) > 0 on D. We also used simplified notation that differentiates between the two
cases, first for stopping immediately at 7 = £y, meaning the traders receives the reward, so

H(to,xo) = sup E¢ 2, [G(XY) + /T F(s,X¥)ds] = G(X,) (A.96)

u€eA to
and continuing until at least tg + h, then deciding optimally thereafter, so

t+h
H(to,zo) = SugEto,zo [H (to + h, Xi 1) +/ F(s,X{)ds| = H(to + h, X¢g1n).  (A97)

ue to

We will show that (A.95) contradicts the DPP. We introduce a new function ¢, which approxi-
mates the value function near (tp,xo) but locally dominates it:

oc(t,x) := H(t,x) + e(||x — zo||* + |t — to]?), V(t,z) €D, €>0. (A.98)

Under assumption (A.95), for € > 0 but sufficiently small, there is a small neighbourhood around
(to,xo) in which the value function is at least § larger than the reward G (since by (A.95)
G(to,zo) < H(to, o)) and for which the operator (9,4 L;) renders the approximation ¢, negative.
Mathematically put, there exists h > 0 and § > 0 such that

H>G+6 and (0 + L) <0 on Dy = [to, to + h] x By, (A.99)

where By, is a ball of size h around z(. Also, near (tg, o) (on the boundary D), of Dy), ¢, is
locally larger than H, hence

—( = H — o, . Al
¢ %lgf( pe) <0 (A.100)

We now take a stopping time equal to the first time the process exits this ball, namely
6 := inf (t >ty (8, Xyt) ¢ Dh>. (A.101)

Take a second stopping rule, this time arbitrary, 7 € T 77, and let 9» = 7 A 6. Then we have

H(¢,Xw) - H(thxO) = (H - %)(%Xw) + (%(%sz) - Sos(tO;xO))v (A'102)

since ¢, and H coincide at (to,2o). From Ito’s lemma, and the fact that X is bounded due to
stopping the first time X exits the ball By, we have

P
Eto,mo [@€(¢7X¢) - ‘Pe(thfl’O)] = Eto,.’l}o |:/ (8t + Et)SOE(t7Xt)dt S 0 <A103)
to

The diffusive and jump terms vanish because they are martingales, and the inequality follows
from the second inequality in (A.99). Hence, putting this together with (A.102), we have

Eito.20[H (¥, Xy) — H (to,20)] < By zo[(H — @e) (10, X )] < —CP(7 > 0), (A.104)
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where the second inequality follows from (A.100). By rearranging to isolate H(tg, %), we have

H{(to, 20) 2CP( > 0) + Eto 2 [H (¢, Xy)]

(A.105)
=(P(17 > 0) + E4y 2, [H(7, X ) Lrco+ H(0,X9)1,>0].
By the first inequality in (A.99), H > G + 6 on Dy, so therefore
H(to,.’l,‘o) > C]P’(T > 9) + Eto,a}o[(G(XT) + (5)1T<9 + H(H,Xg)szg] (A106)

where we have replaced H (7, X ;) by its lower bound (G(X;)+9) on {7 < 8}, since in that event
we are still in Dj,. Finally, since Ey, g,[1;<g] = P(7 < 6), we have

H(to,xo) = CP(1 2 0) + 6P(7 < 0) + Et 00 [G(X7)1r<o + H(0, X9)1->0]. (A.107)
Setting § = to + h and inserting (A.96) and (A.97), we find

H(to,xo) >CP(m > 0) + P(T < 0)
T 0
+ sup Et07z0[<G(Xﬁ) + / F(s,ij)ds) lrco + <H(6,Xg) +

F(s,Xg)ds) 1:>0].
ucA to -

(A.108)

to

By the arbitrariness of 7 € Tj; 7 (so it is also true for the optimal stopping time), and the fact
that the constants added to the expectation above are positive (and both probabilities can’t be
zero), we arrive at a contradiction to the DPP and the proof is complete.

O



B | Appendix

B.1 Distribution function of the convoluted order flows

For the exponential distribution the CDF is given by Fx(z) = 1—e X%, Weset £ ~ X, 1) ~ Q2 — Y]
and 12 ~ Q3—Y3 where X is exponentially distributed with rate A¢. In general, we have ¢; ~ Q;11—Y5,
where @); is the length of our i-th price-level queue and Y; are exponentially distributed with rate Ay,.
Based on the definition, the probability density function (PDF) of 1); is given by

fwi (1/% = y) = )‘wiei)\wi (@) (B'l)

meaning the CDF is given by

Fy, (s = y) = e Mi(Qn=), (B.2)

where y € (—00,Qj+1]. We know from the previous section that for the convolution of ¢ and ; we
have

_Ae g, (@2—2) <Q
o )\g—l-)\w € y 25 2
Ff'ﬂbl (Z) - 1— )\]{\ﬁi 6_>\5(Z_Q2) 2> QQ (B3)
ET My

which means the PDF of £ 4 9; is given by

Aedy; —z
Jr7)\16 ¥y (Q2—2) . 2< Qs

A
1 ﬁe—)\g(z—QQ) , Z > QQ.

To find the CDF of the convolution of & 4+ 41 and 2, Feiyp, 44, (A), we must look at two different
regions: A < Q2 + Q3 and A > Q2 + Q3. The convoluted CDF is given by

o0

Fernrn(d) = [ Finld = 2)fern (. (B.5)

—00

First we analyse A < Q2 + 3. By the bounds on the argument of Fy,, when 2 < A — ()3 we have
Fy, = 1. For feyy,, we split the integral at z = @2, and since A < Q2+ @3, A — Q3 < ()2, so all-in-all
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we split at the integral at z = A — Q3 and z = Q3. We obtain

zZ=00

2=A—-Q3 2=Q2
F§+¢1+w2 (A) :/ 1 f§+¢1 (Z)dz + / 4-Q F¢2 (A - Z)fﬁ-ﬂbl (Z)dz + / g Fd)z (A - Z)ff+¢1 (Z)dz
Z=—00 2=A—Q3 2=Q2

=Feyy (A= Q3) + / e*’\@(QS*(A*Z))ﬂe*Awl (Q2—2) 4,
2=A-Qs Ae + Ay

. / T A (@A) MM (@) g,
2=Q2 A + Ay,

2=Q2

2=Q2

:Leﬂm (Q3+Q2—4) | Ae Ay [ 1 6A¢2(Q3(Az))€)\wl(Q2z)]
Ae + Ay, Ae Mgy [ Mgy — Ay

Ae Ay [ -1 e_)\wz(Qg—(A—z))e—)\g(z—Qg):|
)\§+)\¢1 )‘f+)‘¢2

2=A-Q3

Z=00

2=Q2
:7)\5 e My (Q2+Q3—4) AcAyy 1 ((e—/\w2 (Q2+Q3—A)) _ (e—)\wl(Q2+Q3—A))>
>‘§ + /\1/11 )‘5 + )‘@Dl )\wl - )‘1112

AeAy, —1 <0 _ (6_)‘1/12 (Q2+Q3—A)))‘
Ae F Ay Ae + Ay

(B.6)

So for A < Q2 + @3, the CDF of the convolution of £, and 19 is given by

A A
Ff+¢1+7/)2 (A) 3 (1 1[}1) e M1 (Q2+Q3—A)

et A U Ay =
Ae ( A R U ) oAy (Q24Qa—A)
Aet Apr \Ae+Ap,  Agy = Ay,

Aey, Ay (@24 Qa—A) Achy, Ay (Q2HQs—A),
e e
(>‘€ + sz)()‘% - /\1/12) ()‘5 + )‘1/11)(/\1,01 - )‘wz)

(B.7)

For the region A > Q2 + Q3 we find

2=Q2 2=A—-Q3

Fyy (A = 2) fery (2)dz + / Fyy (A = 2) feyy (2)d2

F§+¢1+¢2 (A) :/ o
2=Q2

Z=—00

+ / Fyo (A = 2) feqy, (2)dz
z=A-Q3

2=Q2 z2=A—-Q3 z=00
:/ L feru (z)dz + / 1 fequn (z)dz + / Fy, (A— Z)f§+¢1 (z)dz
z=—00 z=Q2 z=A—Q3
s AeA
Fer (A= Q)+ / o ron(@a—(A-2)) M1 A (z-Qa) g,
2=A-Qs A + Ay,

Z=00

LM A (@) A [ ~1 eAwQ(QS(AZ))eAg(ZQz):|

)‘E + )‘1111 )‘E + )‘1111 )‘5 + )‘wz 2=A—Q3

oM aam@er@a) . A <0 _ e/\g(A(Q2+Q3)))
)\g + )\¢1 )\g + )\¢1 )\5 + )\¢2 ( )
B.8
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where for the CDF F¢ iy, (A — Q3), we have A — Q3 > Q2. We find that in the region A > Q2 + @3,
the CDF of the convolution of £, and 19 is given by

Ay Apr (Ae + Ayy) —Ae(A-
F (A) - N < N B 1 2 e 5( (Q2+Q3))
e+ e+ Au) e+ Ags) e+ Ag) e + Agsy) (B.9)
o Adp1 Ao e e (A=(Q24Q3))

(Ae + Agy ) (Ae + Ayy)

We see that these two cases indeed coincide at the point A = Q2+ @3, since the coefficent preceding
the exponent in equation (B.9) can be rewritten to
AeAy, _ AeAy
(Mg + A ) Mg = Aga) (A + Ay ) (A — Agy)
_ Ay (Ae + Ayr) = Aedyy (A + Ayy)
B ()‘5 + )‘¢1)()‘€ + )‘1#2)0‘% - )‘iﬁz)
B /\g)\wl + )\5)@1 — A?\w — )\5)@2

= B.10
()‘ﬁ + /\1/11)()‘5 + A%)()‘% - sz) ( )
_ ()\? + )‘5)‘7#1 + )‘§>‘1/12 + )‘1/11 )‘1/12)(/\1#1 - >‘¢2) - )‘1/11 >‘1/12 ()‘7/)1 - )‘1/12)
e 4+ Mg ) (A + Ay ) Ay = Ayy)
1 /\1111 )‘1/)2 ‘
()‘E + Alh)@‘& + >‘1/12)
So for the convolution of £, ¢; and ¥y we have
AeAy, Ay, (Q2+Q3—A) _ Ae Ay Ay, (Q2+Q3—A) A<Q+Q
Feppyuy(A) = (/\5+/\w2)(//\\w1;/\w2)e et huy ) Py ) © ’ = w2 3
1z e —Ae(A—
1-— ()\§+>\¢11)(;\22+>\w2)e e(A=(Q2+Q3)) L A> Qs+ Q.
(B.11)
The )i\nv/(\arse of this function cannot be expressed explicitly for x > Feiy 14, (Q2 + Q3) = 1 —
(/\§+/\wf1) ( ;\P§2+)\w2), due to the different exponents in the expression of the CDF. For & < Fe iy, 14, (Q2 +
Q3)=1- ()\§+)\1¢1)?:\22+>\w L however, the inverse is given by
1 2

_ 1 Ay A
Fely (@) = Q2+ Q3 + — G ) . (B.12)

ne 8 ((As F ) e + Agp) (1 — 2)

B.2 Static model: four price-levels
We work in a similar fashion as the previous sections, with the cost function defined as

(X, & 1,09, ¢3) :=(h+ f)M — (h+7)OF; — (h+ 7+ §)OFy — (h + 7+ 20)OF3 — (h + r 4+ 36)OF4
+ pu(S — A(X, &, 01,92, 93)) + + po(A(X, § 1,2, 3) — S)+
+O0(M + L1+ Lo + Lz + Ly + (S — A(X, &, 91,12, 3))+)
—(h+ /)M — (h+1)OF; — (h+ 7 + 6)OFs — (h + r + 26)OF5 — (h + r + 38)OF,
+ (pu +0)(S — OF1 — OF3 — OF3 — OF4) 4 + po(OFy + OF2 + OF3 + OF4 — )+

+0(M+ Ly + Lo+ L3+ Ly)
(B.13)
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with the number of orders filled at price-level ¢ defined as

i—1

i—1
OFi =(€+ kZW - kZ(Q'f 5 = Q) Hmi Qe o @iset Tho meSia @t} g
=1 =1 .

+ Ll ' 1{54‘22:1 ¢k>22:1(@k+Lk)}'

We find the expected cost function given by

V(M, Ly, La, L3) :=E[(h + f)M — (h+7r)(§ — Q1)1{Q,<e<@i+L:} — (M +7)L1 - 1e>0, 411}
—(h+6+7) (€41 — Q1 — L1 — Q2) - L{01+ L1 +Qo<t 01 <Q1+ L1 +Qot Lo}
= (h+0+7)L2 - Lty >Qi+Li+Qat Lo}

—(h+20+7)(E+ 1 +vY2—Q1— L1 — Q2 — L2 — Q3)
’ 1{Q1+L1+Q2+L2+Q3<5+w1+¢2<Q1+L1+Q2+L2+Q3+L3}
— (h+26 +7)L3 - Leqpy490>Q1 +L1+Qo+ Lo+ Qs+Ls}
—(h+35+7r)(E+1+ 2+ 3 —Q1— L1 — Q2 — Ly — Q3 — Ly — Q)
Q1+ L1+ Qo4 Lo+ Qat Ly +Qu<€h1 +02+ 3 <Q1+Qa+Qa+Qa+S— M}
—(h+354+7)(§ =M — L1 — Lo — L3) - Lgtyy 49prts>Qr+Qa+Qs+Qat+S—M}
+ (pu+0)( S — (M +(§ — QU{Qi<e<@i+L1} + L1 1e>Qi 114}
+(E+v1 — Q1 — L1 — Q2)  1{Q, 4+ L1+ Qo <t +41 <Qu+ L1+ Qo+ Lo}
+ Lo ey >Q1+L1+Qo+ Lo}
+ (€ +1h1+ P2 — Q1 — L1 — Q2 — Lz — Q3)
Q1+ L1+ Qo+ Lo+ Qs <641 +02<Q1+ L1 +Qa+La+Qa+La}
+ L3 1e iy +42>Q1+L1+Qat+ Lo+ Qs+ Ls})
+(E+Y1r+ve+P3—Q1— L1 —Q2— Ly — Q3 — L3 — Qy)
’ 1{Q1+L1+Q2+L2+Q3+L3+Q4<£+¢1+w2+w3<Q1+Q2+Q3+Q4+SfM}
+ (8 =M — L1 — Lo — L3) - Ye gyt +465>Q1 +Qa+Qs+Qu+S—M} )
Lttt s <@+ QatQs+Qa+s—M} + 05].

(B.15)
We then take the derivative of V w.r.t. M, to find
_ oh+ f+r+36
* _ 1
M* =5 = Fepy g <h+7’+3(5+pu+9> Q1+ Q2+ Q3+ Q4 (B.16)
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Next, we take the derivative of V' w.r.t. Ly, to find

gZ —(h+7)(1 = Fe(Q1+ L1)) + (b + 6 + 1) (Feqyy (Q1 + L1 + Q2 + L2) — Feiyy (Q1 + L1 + Q2))
A (B 420 + 1) (Fe iy 140 (Q1 + L1 + Q2 + Lo + Q3 + L3) — Feyyy 44 (Q1 + L1 + Q2 + Lo + Q3))
+ (430 +7)(1 = Fepypytipots (@1 + L1 + Q2 + Lo + Q3 + Lz + Qu))
+ (Pu +0)(—LeQu+ L1y T H{Qu+L1+Qe<e 61 <Qu+ L1 +Qa+ L2}

T L{Q14+L14+Qa4 Lo+ Qs <6+th1 4402 <Qu+L1+Qa+La+Q3+Ls}

T L Q1+ L1+Qo+ Lot Qs+ La+Qa<E4p1+b2+1b3 <Q1+Qo+Qs+Qa+S—M}

+ Uttt vs>Q1+QatQa+Qu+S—M})

“Le ot s <Qi+Qa+Qs+Qa+S— M}

—(h+7)(1 = Fe(Q1+ L1)) + (b + 6 + 1) (Fepyy (Q1 + L1 + Q2 + L2) — Feyyy (Q1 + L1 + Q2))

+ (h 420 +7) (Fegapy 440 (Q1 + L1 + Q2 + Lo + Q3 + L3) — Fepypy 140 (Q1 + L1 + Q2 + Lo + Q3))

+ (h 430 +7)(1 = Fepypytipotws (@1 + L1 + Q2 + Lo + Q3 + Lz + Q4))

+ (Pu + O (—1e2Qu+ L1} Heri+vo-+65<Q1+Qa+Qa+Qu+S—M}

+ L{Qu+ L1+ Qo<1 <Qi+L1+Qa+ Lo} T L{Q1+ L1+ Qo+ Lo+ Qs<t+tb1 -+ <Qi+L1+Qo+ Lo+ Qs+ L}

+ 1{Q1+L1 +Q2+L2+Q3+L3+Qa<&+1+a+13<Qr +Q2+Q3+Q4+S—M})
(B.17)

where in the second equality we used the fact that S = M + L1 4+ Ly + L3 + L4 and ¢; < @);, which
means that for example Q1+ L1+ Qo+ Lo+ Q3+ L3 < Q1+ Q2+ Q3+ Q4+ S — M. Using a method
similar to the previous sections to rewrite the integral we are left with, we obtain

382/1 —(h+7r)(1 = Fe(Qr+ L1)) + (h+ 0+ 7)(Feqy, (Q1 + L1 + Q2 + L) — Feyy (Q1 + L1 + Q2))
+ (h+20 4+ 7)(Fegpr4apo (Q1 + L1+ Qa2+ Lo + Q3 + L3) — Feppy 44 (@1 + L1 + Q2 + Lo + Q3))
+ (h+ 36 +7)(1 = Feppy 4ot (Q1 4+ L1 + Q2 4 Lo + Q3 + L3 + Q1))

+ (pu + O ((Fe(Q1 + L1) = Feppy gty (@1 + Q2+ @3+ Qa + 5 — M))
+ (Feqy, (Q1 + L1 + Q2+ La) — (Feyy, (Q1 + L1 + Q2))
+ (Fernve (@1 + L1+ Q2+ Lo+ @3+ Ls) = Feyyy iy (Q + L1 + Q2 + L2+ Q3))
+ (Fetpr4opotus (Q1+ Q2+ Q3+ Qs+ S — M)
— Feppytpotps (Q1 + L1 + Q2 + Lo + Q3 + Lz + Q4)))

=30+ (h+ 7+ pu + 0)Fe(Q1 + L1)

+ (h+06+7+ pu+0)(Feyp, (Qu+ Ly + Q2 + La) — Feyy, (Q1 + L1 + Q2))

+ (h+20+ 7+ pu+ 0)(Fetyp 49 (@1 + L1 + Q2+ Lo + Q3 + L3)
— Fepp4yo(Q1 + L1 + Q2 4 Lo + Q3))

— (h+30+ 7+ pu + 0) Feppy 4403 (Q1 + L1 + Q2 + Lo + Q3 + Lz + Qu).

)
)

(B.18)
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Next, we take the derivative of V' w.r.t. Lo, to find

32/2 == (h+0+7) Yety>Qi+L1+Qot Lo}
F (h 420 +7) - 1{Q+ L1+ Qo+ Lo+ Qs <€+t +152<Q1+L1+Qa+ Lo+ Qs+ Ls}
F (h 436 + 7)(1{Q1+ L1+ Qo+ Lo+ Qs+ Ls+Qu<E+1b1 +eha+1b5 <Q1 +Qa+Qs+Qa+S—M}
T Lttt -+t ibs>Q1 +Qo+Qs+Qu+S—M})
+ (pu + O (—Letpr>Qi+ Li+Qa+ Lo} T L{Qu+11+Qo+ Lo+ Qs <tttbr+902<Qu+L1+Qo+Lot+Qs+La}
+ 1{Q1+L1+Q2+L2+Q3+L3+Q4<§+w1+w2+¢3<Q1+Q2+Q3+Q4+S—M}) ) 1{§+¢1+w2+w3<Q1+Q2+Q3+Q4+S—M}
=—(h+04+7)(1 = Fey, (@1 + L1 + Q2 + L2))
+ (h 420 + 1) (Feqapy 4460 (Q1 + L1 + Q2 + Lo + Q3 + L3) — Feppy 4 (Q1 + L1 + Q2+ Lo + @Q3))
+ (h+ 30 + 1) (Fegpr 4ot (@1 + Q2+ Q3 + Qu + S — M)
— Feqptapotps (Q1+ L1 + Q2+ Lo+ Q3 + L3 + Q4))
F (h 430 +7)(1 = Fepy s (@1 + Q2 + Q3 + Qu + 5 — M))
+ (Pu+ 0)(Feqy, (Q1 + L1 + Q2 4 La) — Fepyy 1ot (@1 + Q2+ Q3 + Qu + 5 — M)
+ (Pu + 0) (Feqapy 14 (Q1 + L1 + Q2+ Lo + Q3 + L3) — Feypy 14, (Q1 + L1 + Q2 + Lo + Q3))
+ (Pu + 0) (Feqapy 1apo 03 (Q1 + Q2+ Q3 + Qs + S — M)
= Feypytpots (Q1 + L1 + Q2 + Lo + Q3 + Lz + Q4))

(B.19)
and obtain
ov
o =20+ (h+6+71+ pu+0)Fepry, (Q1+ L1 + Q2+ L2)
2
+ (h+ 20+ 7+ pu+ 0)(Fetp 14 (Q1 + L1 + Q2 + Lo+ Q3 + L3) (B.20)

- F§+¢1+¢'2 (Ql + L1+ Q2+ Lo + Q3))
—(h+36 4+ 7+ pu+ 0) Fepapy 4potaps (Q1 + L1 + Q2+ Lo + Q3 + L3 + Q4).

Lastly, we take the derivative of V w.r.t. Ls, to find

52/3 = (h 420+ 7)(1 = Feqy 44, (Q1 + L1+ Q2 + L2 + Q3))
+ (h+ 30 +1)(1 = Feppytpotws (@1 + L1 + Q2 + Lo+ Q3 + Lz + Q1))
+ (Pu 4 ) (=L +02>Qu + L1+ Qo Lo+ Qs+ Lo} * L{e+1-+a+103<Q1+Qa+Qa+Qu+S—M})
+ (Pu 4 0)  1{Q1+L1+Qut Lo+ Qs+ Lt Qu < +th2+13 <Qu+Qa+Qa+Qi+S—M}
= (h+204+7)(1 = Feypy14(Q1 + L1 + Q2+ L2 + Q3))
(h 430 +7)(1 = Feypy oty (@1 + L1+ Q2+ Lo+ Q3 + L3 + Q4))
(Pu+ 0) (Feypr+92 (@1 + L1 + Q2 + Lo+ Q3 + L3) — Feyypy 4oy (@1 + Q2+ Q3+ Qu + S — M))
(Pu 4 0) (Fe gy tpotus (Q1 + Q2 + Q3+ Q4 + S — M)

— Feppytipotps(Q1+ L1+ Q2+ Lo+ Q3+ Ls + Q4))

+
+
+

(B.21)

and we find

ov

oL, =0+ (h+ 26+ 7+ pu+ 0) Fepyp 4o (Q1 + L1 + Q2 + L2 + Qs3)

(B.22)
—(h+ 30 + 7+ pu+ ) Feypy tpntyps(Q1 + L1+ Qo + Lo + Q3 + L3 + Qu).
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Substituting (B.22) into (B.20) and (B.20) into (B.18) we find the optimal allocation to be described
in the following proposition.

Proposition B.1. Assume that £, 11, 12, and 13 have continuous distributions and Assumptions (A1-
A8) hold. Then the optimal allocations for the Order Placement Problem with 4 price-levels satisfy the
following:

, — 2h+35+f+ * _
(i) If pu 2 Pu = Ferotostosorigsrosron — (b + 30 + 1 +0), then (M* Lj, L3, L5, L}) =

(5,0,0,0,0) is an optimal allocation.

.. o 2h+36+f+ * * .
(ii) If pu < pu = F§+¢1+¢2+¢3(Q1+Q21Q3+Q4+5) —(h+30+7r+0), then M* =0 and, L} satisfies

S+ (h+7+pu+0)Fe(Qr+ L) — (h+ 0 +7+ pu+0)Feryy (Q1 + LT+ Qo) =0,  (B.23)
L3 satisfies

O+ (h+d0+r+pu+0)Feiy, (Q1+ LT+ Q2+ L)

—(h+20 47+ pu+ 0)Feyyp 14, (Q1 + LT + Q2+ L + Q3) =0, (B.24)
L3 satisfies
0+ (h 426 +7 + pu+ 0) Feyyy 440 (Q1 + LT + Q2 + L5 + Q3 + L3) (B.25)
— (h+ 30+ 7+ pu+ 0) Feqpy 4pntps (Q1 + LT+ Q2 + Ly + Q3 + L3 + Qq) = 0,
and L} satisfies
p=8-M-L7—L5— L5 (B.26)

(iii) If py € (pus Pu), then the optimal allocation is a mix of limit (LY, L3, L3, L}) and market (M*)
orders, where LY satisfies (B.23), L} satisfies (B.24), L} satisfies (B.25), L} satisfies (B.26) and
M™ satisfies

2h+30+ f+r
h+36+7+p,+0

M*=S—F! <

E+1+tpatibs > + Q1+ Q2+ Q3 + Qu4, (B.27)

where Fe(x) = P(§ < x) is the distribution of the outflow at the first price-level &, Feiy, (x) =
P({4+4yn < x) is the distribution of the outflow at the first and second price-level &, ¢, Feiyp, 4y, () =
P(& + 91 + o < x) is the distribution of the outflow at the first, second and third price-level &,
1,02, Feyptapotys () = P(E+ 1 + a2 + 3 < x) is the distribution of the outflow at the first,

second, third and fourth price-level &, 11,102,103 and FE_l’F§_+1w1’Fﬁjrlw1+w2’F§_+1w1+wz+¢3 their
left-inverses.

The methods for finding the root of (B.23), (B.24) and (B.25) are discussed in section 3.1.

B.3 ODE solving for the complete dynamic model

B.3.1 Using the DPP to derive the HJB equation (DPE)

As we have shown in the Preliminaries section, a vector of controlled processes X“ is controlled using
the control process u = (ut)o<t<7, and satisfies the SDE

dX? = #tdt + O'tth + ’)’?ng (B.28)

where m = (Mt)ogth € R™ is the dl“ift, o = (O't)OStST € RT is the Volatility and W = (Wt)OStST S
R™ a collection of independent Brownian motions. Furthermore, N* = (N})o<;<7 € N" denotes a



APPENDIX B. APPENDIX 93

collection of counting processes with controlled intensities A" = (Af)o<i<r € R™, and v} := y(t,u;) €
R™*™ denotes the controlled jump size. From the DPP we know the value function H is given by

0 T
H(t,x) = sup sup Et,m[<H(9,Xg) + / F(s,Xé‘)ds) Lr>p + <G(X$) + / F(s,X?)ds) 1r<g].
7'67’[,5’1“] uE.A[t’T] t t

(B.29)
Then our value function H solves the quasi-variational inequality (QVI),
max (&H + sup (/J;‘H—i—F) ; G— H> =0, on D, (B.30)
u€ A

where D = [0,T] x R™ and the generator of the process £; acts on twice differentiable functions as
follows:

p
Lih(t,x) = p(t,z) - Dyh(t,x) + %’I‘r(a(t,x)a(t,z)’Dih(t,x)) + Z Nj(t,z)[h(t,x +v.(t,x)) — h(t,z)]
j=1
(B.31)
where 7y.; represents the j-th column of v, D h represents the vector of partial derivatives w.r.t. z,
and D2h represents the matrix of second-order partial derivatives w.r.t. z.

In our model of the Optimal Placement Problem the vector valued process is denoted by (V?&)OStST
and is controlled by the control function §, which describes the depth the trader places her LOs, and T
which describes the stopping times at which the trader must place her MOs. The controlled processes
are then described by the SDE

B x70 0 0 R e AN,
av," =d| po | =|p|dt+ |op ]| dW:+ 0 0 d <J\4t"> . (B.32)
e 0 0 ~1 —1 ¢
We now define the trader’s performance criteria, which is given by
7,0 . T,0 T,0 A 7,0 4 )
H™(t, 2, p,i) = By apil X7" + I (pr — 97 f=pull")) = (1) ds] (B.33)
t

where the notation E , , 4[-] represents the expectation conditional on ¢, XtTf3 = x,p; = p and Ig-fs =1.
Our control variables are the stopping times 7 and depth §, which means that the set of admissible
strategies A consists of seeking over all F-stopping times 7 and the set of F-predictable, bounded from
below, depths §. In this case the value function is given by

H(t7 :B7p7 Z) = Sup HT76(t? :L"p7 Z) (B'34)
(r,0)eA

where A = [t, T] x [0, 00).
In this case the generator of the process is given by

0 O 1 (0 Oz
L:H(t,x,p,i)=|p|-|0p| Ht z,p,i)+ 3 0'12, | Opp | H(t,z,p, 1)
0 az 0 (9“ (B.35)

A
+)\Ve”5[H(t,x+pt+7t+5+r,p,i—1)—H(t,x,p,i)].

The performance criterion, for each F-stopping time 7;, given by

Ti
HT’d(ta Z,p, l) = Et,r,p,i[G(Tia z,p, Z) + / F(Sv z,p, Z)dS] (B36)
t
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where G(t,x,p, 1) is the reward upon exercise, which is, in our case, given by

. . A A _
G(tvxapal) :$t+lt(pt— E_f) :H(tvx—i_(p_i_f)vpvll_l)v

A 2 (B.37)
G(Taxvpu Z) =x7 + iT(pT - 5 - f - Pu(ZT));
and F(s,z,p,1) is the running inventory penalty given by
F(vavpv Z) = _H(ZS) (B38)

Now, using the Dynamic Programming Principle, we can find the Hamiltonian-Jacobi-Bellman equation
which tells us that H solves the quasi-variational inequality (QVTI)

1
0 = max {@H + popH + §J§8ppH —0(7)

A
T sup e [H(t, B (o S O 1) - H<t,:c,p,z'>] ; (B.39)
0

|:H(t7$+(p_§_f)7pai_l) _H(taxvpvi)] }7

with boundary and terminal conditions
H(t7 :L‘,p, 0) = x’

B.40
H(T,x,p,i):x—i-i(p—%—f—pu(i)). ( )

B.3.2 Solving the ODE for the i =1 case
Let us assume that fees, rebates and spread are constant, then the problem we are solving becomes
max <8tw(t, D+l —00)wt, 1)+ X\ ; 1—w(t, 1)> =0

w(T,1) = e~ rpu(l)

(B.41)

where )\, = ’\?”e”(AJr”f ). Using the obvious optimal strategy of never stopping at terminal time T,
we see that we have to solve the ODE

Dug1(t) + r(p — 0(1)gi (1) + Xy =0, g1(T7) = 1. (B.42)
We rewrite the ODE as

=0, g1 (1) + K — (1)) P00 g) (1) = — X, " (=001
( )

)
le

A n—0(1 tgl( )] _ )\ er Kk(pu—0(1))t
/ 8 Kk(pu—0(1 91( )}du—/ —S\VBH(“_G(I))ud’U, (B43)
_S‘V K(p— Kk(p—
eRu=0WT g () _ eRlu=0()t g (4 =) (e (k=0T _ ri(p 9(1))t>
and find the solution
A
= v R(u—8(D)T—t) _ 1) 4 prli—6(1)(T—t) B.A4
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We see that ¢1(¢t) > 1 for all ¢ € (0,7) when

A
W (e 0)(T=t) ) > 1 _ =0T —t) B.4
(i —6(1) (¢ )z1-e (B.45)

we must first distinguish for (e”‘(“_e(l))(T_t) —1) >0 (ie. for 4> 6(1)), which is the case when

# >_1
r(p—0(1)) —
A\
= <(u-0(1) (B.46)
-\,
>
bz +6(1)
and for p < 0(1), which is the case when
A
A R
r(p—0(1)) —
Y
2 < 0(1) (B.AT)
X
> 1).
pz——+0(1)

We see both cases yield the same bound on . When this bound is satisfied the continuation value is
always greater than the execution value, and the solution ot the QVI (B.41) is

w(t, 1) = g1(t) - Ly + €W 1y (B.48)

and it is never optimal to execute a market order expect for an instant before the terminal time. If, on
the other hand, p < 7T)"’ + 6(1) the continuation value is always less than the execution value, leading

to the solution
w(t,1) = Lyeqy +e ™M 1. (B.49)

B.3.3 Solving the ODE for the i = 2 case

We try to find an explicit expression for 19, by solving

)\V K= —T2 K(pu— —712) _ ~\1

w(r 1) = o2 (0TI 1) o SO = 5, (s +0(1) — 0(2) + )
O sy S VIR S VI S ) o

! (%(M—G(l)) “) mrr R G L ORLCIERY

R0 (T—m2) [ A (s a B
Z (K(M_H(l))H) S (sl +0601) — 6(2) + 4, o

- - -1
7o =T — log [(5\1, (/{(u +6(1) —0(2)) + 5\,,) - + K(p iw&(l))) (FL(,U i\VG(I)) + 1> }/@(,u — (1)L

(B.50)

Cleaning up the expression, we find the optimal stopping time

A 5, _ ,
. log |:<;;(u+6(1)—6(2))+5\1, * K(M—G(l))>} log [(n(u—ea)) + 1)] (B.51)
r(p—06(1)) '

T2 —
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We find that, to avoid impossible values inside the logarithm, the following bound must hold:

w> _:” +0(1) —6(2). (B.52)
Now to find the full solution of w(t,2), we solve the ODE
Drga(t) + £ (2u — 0(2)ga(t) + Avgr (£),  ga(r2) =T (B.53)
where I' = 1 - w(m2,1) = A, (H(M +6(1) —0(2)) + 5\,,) _1. The solution is found by
Brga(t) + £ (21 — 0(2))ga(t) = — Augr (¢)
Dye" =0t g, (1)] = — X EH=0RIY g, (1) (B.54)

~ 2
R0 g (1 GR(Ru=B@Eg, 4y — _ } / eF(2u=0))s g1 ().
t
For the integral, knowing g} (t) = —r(u — 0(1))g1(t) — A, we find

1 1
r(2u—0(2))s ds — RU-02)t . (1) / R(20-0(2)s o/ (V4
Ik o 6) R TR o) o)
1
en(2u—0(2))tgl (t)

T k2n—0(2)) < — K(p—0(1)) /6“(2“‘9(2))5g1(s)ds ~ X, / 65(2/.1,—9(2))5ds)

1 . R — 0(1) [ e " i
_ Kk(2u—0(2))t ¢ Kk(2u—0(2))s d Kk(2u—0(2))t
20— 02)° a0+ o —e@) | © gi(s)ds + ¢

=)
k(e =6(1)) 2025 0 (s — 1 R(2u—0(2))t Ay
<1 w2 e<2>>> / n($)ds = o o) MO 2o 02)2
k(2pu— s - 1 K(2u— Ay
[ O 00 = g T ) + g

(B.55)

_ 1
" w(2n—0(2))

eﬁ(?,u—@(Q))t

eﬁ(2,u—9(2))t

and using the notation A; = k(u — 6(1)) and Ay = x(2u — 0(2)), we obtain

A2 A 22
Aoto _ Aot — _ v Aoo v Aot v Aot

€ 92(7_2) € 92 <t> AQ — A1 € 91 (T2) AQ(AQ — Al) € + A2 — A1 € 91 (t) + €
) 22 A A2

- Aot — Aomo v _ 14 _ Aot v v
eoll) = e <A2 — 4,0 - o Ay 92(72)) te <A2 A )>

A A2 A 22
t) = Az(th)( v +— vy >_ <” ¢ +V>.
g2(t) =e AQ_A191(72) Ay(Ay — A) 92(72) AQ—A191() Ao(Ay — A7)
(B.56)

From the boundary condition of the ODE we know that g2(72) = g1(m2) = B—ISXI-FS\ . Inserting this into
the formula above we find

g2 (t) =eA2(27) <(1 + Ay g1 (m2) + X > - ( A g1(t) + 75\12' )
Ao — A As(Az — Ay) As — A, As(As — Ay)

3 12 3 32

g2(t) =eA2(271) ( Av Ay A

Av
+ (2 a )+ ).
Ay — Ay AQ(A2_A1)> <A2—A1gl() A2(A2—A1))

(B.57)
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B.3.4 Solving the ODE for the : = 3 case
We solve our main ODE

Drgs(t) + k(31— 0(3))g3(t) + Xga(t) = 0,  ga(r3) =Ty (B.58)
in the same way as before, using

Drg3(t) + k(31— 0(3))g3(t) = — Auga(t)
O[Ol gs (1)] = — A, B0y (1) (B.59)
[T
eRB=0E))7s g () — RBH0ENE gy () = _ 3, / eFBH=0)s g ().
t
For the integral, remembering ¢5(t) = —Aag2(t) — Ag1(t) and ¢} (t) = —A191(¢) — A, we find

:/en(3u—9(3))sgz(s)ds

1 1
_ k(3u—0(3))t _ Kk(3u—6(3))s ./
= ¢ ga(t /e go(s)ds

w3 0(3) )~ B 0)) 2(5)
1

“r(3u—6(3))

_ M ( — (20— 0(2)) / P03 g, () ds — 5\,,/6“(3“‘9(3))Sgl(s)ds>

:Men(w—e(s))tm(t) + m / " Br=00)s gy (5)ds + M / RBI=0B)s g (5)ds.
(B.60)

6/@(3/1,—0(3))1592 (t)

Setting the first line equal to the last, and taking all terms containing the initial integral to one side,
we obtain

(1 B "1(2/1’ - 0(2))) /en(Su—Q(S))SQQ(s)ds _ H( 1 e“(3ﬂ_9(3))t92(t) + # /6“(?’#_0(3))591(3)618

n(3—0(3)) 31— 003)) W~ 03)
/ I ga(s)ds = o 9(;) TR 0 R~ e 9(A2V —6(3)) / g1 (s)ds.
(B.61)
From the previous subsection we know
/€A3891(8)ds = ;6’437591 (t) + #6/‘37& (B.62)
Az — Ay A3(As — A)

where A; = r(p — 0(1)) and Az = x(3u — 6(3)). Remembering that ¢} (t) = —A1g(t) — A, we find

1
/€A3891(5)d5 :XBGAStgl(t) T A /GASSQQ(S)dS

L ag 1 / A 3 / A
= —_— —_— —_— —_ A 35 —_ v 38
Age g1(t) 1 ( 1 [ e™%g1(s)ds — A e“3%ds

1, A . A 4,
:A—3eA5tgl(t) + A—; /eA3 g1(s)ds + deAdt (B.63)
A1 Ass 1 A ) A
(1_Ag> /e 3 gl(s)dSZA e 3tgl(t)+K§e st
1 S\y eASt
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From the previous result, we obtain

1 A 1 A
Ass Ast v Ast v Ast
e s)ds =— e t) + e t) + e

1 Aat S\V Aat A2 A t
= e’ t) + e’s 3%,
vy UL Ot woyve v Py oy R A Rl W Py v o Py W
(B.64)

Inserting (B.64) into our ODE, we obtain

- 1 A
37 ga(13) — ™' gy(t) = — AV((AB—AQGASTSQ (7s) + (A3 — Ag)(A3 — A1) ()
A2 A ) < 1
+ 373
As(Az — Ag)(As — Ay) Az — A2 “aa(t)
i ™)
+ 1(t) + i 3¢
(A3 — A3)(As —Al) O+ s = Ay (A5 — A °
— e3tgo(t) + A Astg (1) + X eAst
Az — Ay (As — A9)(Az — Al) A3(As — Az)(Az — Ay)
) - e ()
As — Ay (As — As)(Az — Ay)
o )‘g 6A373
(B.65)

Continuing and inserting the boundary condition g3(73) = ga(73) = I's = A, (A3 — Ay + A,) g1 (73)
into the above, we find

\, 23

t — A37’3 + v A3T3 + v A37’3
93( ) A3 — A2€ 92(7_3) (Ag — A2)(A3 — Al)e 91(7_3) Ag(Ag — AQ)(A?, — Al)e
S PN P— - — ) \ At A ()
A3 — A (As — Ag)(As — Ay) As(Az — Ag)(As — Ay) S8
)\2
= A3(T3_t) A3(T3—t)
gs(t) =(1+ . A Je 92(73) + (A3 — A9) (A3 — A 91(73)
5\13; As ( 53— t) )\ 5\2
T: _ _ 1% t
T Ay(As = Ao) (A3 — A7) 45— 4,70 = a4y = @
5\3
 Ag(Az — Ag)(Az — Ay)
A\ 22 \3
_ JAs(13—1) v v
=e 1+ + +
(( 15— 432 T Ty (A = a0 ) A = Ay (As = A1)>
~( M+ \ 0+ N )
Az — Ang (A3 — Ag)(As — Al)gl A3(As — Ag) (A3 — Ay) )

(B.66)

Let us now try to express the stopping time 73 explicitly. We know 73 satisfies the equation

Av
_ ] B.67
92(73) A A, Jr)\Vgl(T:a) (B.67)
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and that the expression for 7o is

]. 5\[/ 5\I/ 5\I/
n=T—-—[log| ————+—"| —log |-—— +1] |. B.68
’ Al( g[A2_A1+)\V Al] g[Al D (B65)
Let us write out an expression for 73, inserting gs(¢) into (B.67), which gives
A A2 ) < A \2 > A
Az (m2—73) v v M v o v

e + - 73) + = T 91\73)-

(AQ—A1 Ay(Ay — Ay) A= AT, =) ) T a0,
(B.69)

Dividing both sides by A, this becomes

1 A As — Ap + )\ A
Az (m2—T13) v . 3 1 v M
e + = = + . (B.70
<A2—A1 AQ(AQ—A1)> ((A2—Al)(A3—A2+)\V)>gl(T3) AQ(AQ—Al) ( )

Inserting the formula for g;(73) we find

1 A
Aa(T2—73) v _
e + =
<A2—A1 AQ(AQ—A1)>

Az — A1+ ), ) ( Ay(T—rs) A )\,,> A
= e I+—)—— |+
<(A2 —A)(A3 = A2+ ) ( Al) Ay Az(Az — Ay)

This is known as a transcendental equation (equations of the form eAr 4 eBr — ('), which cannot be
solved in the general sense, except for some special cases like A = 2B or A = B. We investigate one
such special case in the following subsection, but we must conclude that in the general case, 73 cannot

(B.71)

be expressed explicitly.

B.3.5 Special case for explicit solution

In the g3(t) case we saw we could only find an explicit formula for 73 under the condition. The stopping
time satisfies

A2(T27T3) (1 + 5\1/ ) ( ) + 5\12/ _ 5\1/ ( ) + 5\12/
¢ Ay — ATV T (4, — A Ay — AN T AL (A, — AY)

M )
= = T
Ag— Ay 0,007

(B.72)

which can be written as

eA2(m2—73) < Ay + :\1% > < Ay n Ay > (73) + 5‘3 (B.73)
= = T —*r —— (B.
Ay — A Ay(As — Ay) As — As+ N\, Aa—4A TS Ag(Ag — Ay)

which can be simplified to

Y M(Az — Ay) < A A\ A2
Aa(ra=m3) (N 4 V> — <” 3 L2 > ( Av(T=m3) (1 4 2V V)V B.74
€ v = v (& .
< Ay Az — As+ Ny ( Al) A1) Ay ( )
from which we finally see
< A2 M(Az — Ag) < Ay A2
Ag(T2—73) 2\ V) _ LA (12—T3) Al(T—72)< v\413 2 b ) 14+ 22\ 2w
e v+ e e 4+ A +
< Ao Az — Ay + N\, ( Al)AZ

. ) (B.75)
__<)\V(A3—A2) X > A
Az — Ag + ), V) As Ay
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We see this leaves us with a transcendental equation, as described in section 3.1, that cannot be solved
to arrive at a closed form expression for 73 in the general case. However, under the special condition
that 6(2) = 20(1) we have that As = k(2u — 0(2)) = 2k(u — 0(1)) = 2A;. If make the general
assumption that (i) = 26(i — 1), the equation (B.75) becomes

oo~ N _ 0 WA - Aoy A2 (241 <\ A3

2A1(12—73) Ay 4+ v > _ JAi(re—73) JAL(T 7—2)< v 1~ + )\V> 1+ v v _ _( v 1~ + )\V> v_

¢ < 24, © ‘ 241 + N\, ( Ay ) 24, 241 + N\, 2A2
(B.76)

A1 (T2—73)

Substituting x = e , leaves us with a quadratic equation of the form

_ 12 R _ 3 12 _ ~ 13

Ao Az — Ay + Ay Ay Af? As — Ay + 5\1, Ax Ay -
This can be solved using the quadratic formula z = =bkvb?—dac W, where
- 5\3
a=X\,+ A72’
_ S\V(A:S - AQ) X 5\1/ 5\2
b — AT m>< 2) 5, ) 0+ 2y e B.78
Az — Ao+ N\, ( Al)AQ ( )
( M(Az — Ag) < > A3
C = -~ Al/ .
A3 —As+ A, As Ay

Inserting this into the quadratic formula and rewriting, we end up with

Az — A1+ 5\1, XQ 241 + S\V 5\2 Xl, S\V 2A2
(Ag — 241 +X\) \ (A1 +\)3 242 0 A1 A5 —241+ 0 ) \(A1+ M4 '

We then end up with a solution for x and the optimal stopping time is simply given by 3 = 15 —
L Jog(x)
Aq g :

B.3.6 Solving the ODE for the : = 4 case

In this case we are solving the system

max <6tw(t, 4) + k(4 — 0(4))w(t,4) + Aw(t,3) ; w(t,3) — w(t, 4)) =0 (B.80)

w(T,4) = e~"Pu(d),

We only consider the non-trivial case where p > % —0(1) + 6(2) and we use the trivial optimal
strategy to execute MOs an instant before the terminal time as our terminal condition face-lifted to
w(T~,4)=1-w(T~,3) = 1. We must now determine the time 74 when the solution to the QVI "peels
away" from its immediate execution value, namely w(¢,4) = w(t,3). We need to ensure that w(t,4)
and its derivative are continuous at this point, so

w(t, ,4) = w(m,4) and Ow(ry ,4) = Ow(74,4) = dyw(74, 3). (B.81)
From the QVI (B.80), we know that in the continuation region, we have
0 =0hw(74,4) + r(4p — 0(4))w (74, 4) + Aw(ra, 3)
=0yw(14,3) + k(4 — 0(4))w(rs, 3) + Ayw(74, 3)
= — K(3u— 0(3))w(r4,3) — Nw(74,2) + k(4 — 0(4))w(74, 3) + Ayw(rs, 3)

=(k(u+0(3) —0(4) + \)w(rs,3) — Aw(74,2)

(B.82)
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where the third equality follows from the continuation region of (5.40).

We find that the optimal stopping time, at which the trader should execute a market order when
she holds an inventory of size 3, solves

A
w(74,3) = (h(h 1 03) — 6@) 5\11)11;(7'4, 2). (B.83)

This can be solved explicitly for 74, since w(t,3) = g3(¢) and w(t,2) = g2(t) as given in the previous
subsections. We try this in the Appendix, but find an e*(Z#=02)(2=7) and an " =0T =78) term in
the equation, which poses a problem. We can solve it explicitly for the special case where 6(2) = 26(1),
as it then becomes a quadratic equation.

Now that we know the optimal stopping time, we can find the full solution for w(t,3) and for that
we must solve the continuation equation backwards from 73. We do this by solving the ODE

Orga(t) + (4 — 0(4))ga(t) + Ags(t) =0,  ga(ms) =Ty (B.84)

Ay
(r(u+6(3)—0(4)+Av)

where 'y = w(74,2). The solution is given found by

uga(t) + w(dp — 0(4))9a(t) = — Augs(t)
o [eA4tg4(t)] _ 6A4t5\yg3 (t) (B85)

~ 73
Mgy (1) — eMlgy(t) = — X, / A1 g3 8).
t

For this integral, using the fact that g5(t) = —Aszg3(t) — Avg2(t), we have

1 1
/6A4Sgg(s)ds :A—46A4tg3(t) — A74 /eA“gg(s)

) ) 5 (B.86)
_ = Ayt 73 Ays 7\ Ays
—A4e g3(t) + A, /e g3(t) + A, /e g2(t).

From the previous subsection we know
1 A A2
Ays _ Ayt v Ayt v Ayt
e s)ds = — e t)+ e t) + e,
/ 92(s) Ay — Ay 92(1) (Ag — A2)(As — A1) 9:(1) Ay(Ag — A2) (A3 — Ay)
(B.87)
So (B.86) becomes
A3 Ays _ 1 Ayt S\V 1 Ayt
(1 A4> /e g3(s)ds —A4e g3(t) + A, \ a4 Aze g2(t)
A Aat A A t)
+ e (t) + e
= A= A" O A (s — A (B.58)
1 A 1 '
Ays — Ayt v Ayt
/e gs(s)ds 1A _Age g3(t) + A4 <A4—A26 ga2(t)
) At Y At
+ z e™gi(t) + = et ).

(Ag — A2)(Ag — Ay) 9:(1) Ay(Ay — A2) (A5 — Ay) >
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Substituting this back into our solution for the ODE we get
A A A
Auty Ayt _ v Ayty v v Aqty
— t —
© 94(7—4) te 94( ) <A4 — Age 93(7-4) + A4 — Ag <A4 — AQe 92(7'4)

L )
+ v e14T4 4) + v 4T
(A4 — AQ)(A4 — Al) gl( 4) A4(A4 - AQ)(A3 - Al)

Av Ayt Av Avagt
(L t it gy (t
(A4—A36 93()+A4—A3<A4—A26 o

+ v 6A4tgl (t) + 5\2 €A4t) > )
(Ag — A2)(Ag — Ay) Ay(Ag — Ag)(Az — Ay)
(B.89)

We see, using g4(74) = g3(74), our function g4(t) can be written as

= M As(ra—1) A A Ag(ra—t)
g4(t) —<(1 + A, — A3)6 gg(m) + Ay — Az \ A, — A26 92(7’4)

5\2 A 23
4 v 4(Ta—1) 4 v Ay (T4t)> >
(A — A)(Aq— A€ A e W P T P
by A A
- <A4 - A393<t) " Ay — Az <A4 - AQQQ(t)
A2 A

A
Ay — AQ)(A4 - Al)gl(t) * A4(A4 - A2)<A3 - Al)))

(B.90)

M

We end up with the following form

A, — As g3(T4 (A4—A3)(A4—A2)92 4
A

A
Ay - A3)(Ag — Ag)(Ag — {11)91(7'4) * Ag(Ag — A3)(Ag — A2) (A3 — Al))

el

_|_
( (B.91)

Moo 32 t
- (A4—A393( R e T e

0 5
= Ag) Ay — Ap) (A — AP A A (A — A (A = A1)>>

i

where g3(t) is expressed in equation (5.45) and 74 solves equation (B.83). So the solution of the QVI
(B.80) for w(t,4) is

w(t,4) = ga(t)Lgrcryy + 93(0) Le>ryy- (B.92)

Finally the optimal depth at which the trader should post her LOs is given by

5*(t,4) = % Fr+f+ %log (Zgg) . (B.93)
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B.3.7 Solving the ODE for the : = S case
For our value formulas g1 (t), g2(t) and g3(t) we have found
A A
—pA1(T—1) MLA R
g1(t) =e (1 + A1> A
A 22 A 22
t _Aa(Tz—t)<1_|_ v +V>_<V t+”>,
g2(1) =e ( A2—A1)gl(72) Az(Ag — Ay) Az—z‘hgl( ) Ag(Az — Aq)
gs(t) =0 ((1 PV A 01 (7s) + N )
Az — A (A3 — Ag)(A3 — Ay) Asz(As — A2)(As — Ay)
-( Mt + A (1) + N )
Ay — A, 72 (A3 — Ap) (A3 — AT A3(A3 — Ax) (A3 — Ay )
x 2
t) = A4(T4—t)( 1+ v + v
ga(t) =e ( P _A3)93(T4) (A~ A3)(4; _A2)92(74)
A3 2
+ 14 + 1%
(s — A)(As — A (A — A" ™ ¥ E ) (A — A0) (A5 A1>)
A \2
— t) + d t
<A4—A3g3( ) (A4—A3)(A4—A2)g2()
23 2
+ . t) + =
(Ag — A3)(Ag — Ag)(Ag — Al)gl( ) Ay(Ag — A3)(Ag — Az) (A3 — A1)>>
(B.94)

with 41 = k(pu — 6(1)), A2 = k(20 — 6(2)) and A3z = K(3p
times 7 satisfying

— 6(3)) and where we have the stopping

(m) =—2—
e AQ - Al + 5\1/’
A
. A— , B.95
92(73) " 7A2+>\V91(73) (B.95)
(74) N (74)
Ty) = = T4).
93(T4 A4—A3+>\V92 4
We see the general formula can be expressed as
S S\Z S XZ
gs(t) =m0 (95—1(75) + ; - QS—i(TS)> ; < i ) gS_i(ﬂ)
; Hj:l(AS - AS—j) ; Hj:l(AS - AS—j)
(B.96)

with A; = k(ip — 6(3)) for i = 1,2,3...;, Ag = 0 and go(t) = 1 and where the stopping time 7g solves

the equation

Ay
Asg —As_1+ X\

gs—1(1s) =

—gs—2(Ts).

(B.97)
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To be able to effectively apply Newton-Raphson’s method we need the derivative of gg(t), which is

G(1) = — AT (1 ; A“),

Aq
5 52 )
’t:—AeAQ(TQ_t)<1+ < T9) + = )— g1 (1),
92(t) 2 ( . Al)gl( 2) A —A)) A& _A1£/1( )
A 22 23
") = — A 6A3(T3—t)< 1+ v ) + v ) + v )
93( ) 3 ( Ag — A2 )92( 3) (Ag — AQ)(A?) — Al)gl( 3) A3(A3 — AQ)(Ag — Al)

N A ,
a <A3 - Ang(t) - (A3 — A2) (A3 — Al)gl(t))

(B.98)
We evaluate g4(73), and find it is given by
A A2 33
; =—A < 1+ il + v + v >
95(73) 3{ ( g A2)92(T3) (A3 — A) (A3 = Al)gl(Tg) T A A A
A - 32 )
- <A3 — 4, (TA202(78) = Mg (7)) + (A3 — Ag)(A3 — Ay) (—Aig1(73) — /\V)>

~Ash, | Al
=((-4
(( 3+A3—A2 +A3_A2)92(T3)

o —A3)\? N A2 N AN2 s ()
.
(A3 — A3)(As — Ay) Az — Ay | (A3 — Ag)(Az — Ay)/ I
-3 23
+ 14 + 14 )
(A3 — A2)(A3 — A1) (A3 — Ag)(A3 — Ay)

(B.99)

Using that gh(73) = —Aaga(s) — Avg1(73) and Ag1(73) = (A3 — AaXy)g2(73) to find gh(7s) = —(As +
Av)g2(73), we can rewrite (B.99) as

- —\2 32
93(73) =(—A3 — X\)g2(73) + ((A3 _”AQ) 4 _VA2)91(7'3) = gh(73) (B.100)




C | Python Codes

The code used to create all the plots and analyses in this thesis can be found in this GitHub repository.


https://github.com/JoepClaes/ThesisOPP
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