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Abstract

In recent years Virtual Reality (VR) and Augmented Reality (AR) applications
have seen a drastic increase in commercial popularity. Different representations have
been used to create 3D reconstructions for AR and VR. Point clouds are one such
representation that are characterized by their simplicity and versatility making them
suitable for real time applications. However point clouds are unorganized and identi-
fying redundancies to use for compressing them is challenging. For the compression
of time varying or dynamic sequences it is critical to identify temporal redundancies
that can be used to describe predictors and further compress streams of point clouds.

Most of the previous research into point cloud compression relies on the octree
data structure. However this approach was used on relatively sparse datasets. Recently,
new dense photorealistic point cloud datasets have become available with the ongoing
standardization activities on point cloud compression. To compress them using ex-
isting octree based codecs is computationally expensive as the tree depth required to
achieve a reasonable level of detail is much higher than what was used previously. We
propose a point cloud codec that terminates the octree at a fixed level of detail and
encodes additional information in an enhancement layer. We also add inter predic-
tion to the enhancement layer in order to gain further bit rate savings. We validate our
codec by evaluating it in the framework set up by standardization organizations such as
MPEG. We then demonstrate an improvement over the current MPEG anchor codec.
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Chapter 1

Introduction

Virtual and augmented reality technologies have been in existence since the 1960s when
Ivan Sutherland first proposed the hypothetical ultimate display [37]. He provided an early
description of immersive displays that stated: ”The ultimate display would, of course, be a
room within which the computer can control the existence of matter. A chair displayed in
such a room would be good enough to sit in. Handcuffs displayed in such a room would be
confining, and a bullet displayed in such a room would be fatal. With appropriate program-
ming such a display could literally be the Wonderland into which Alice walked”. In 1968 he
created a head mounted display called the ”Sword of Damocles” that was suspended from
the ceiling and was capable of head tracking and see through optics. In subsequent years
VR and AR had limited use and were mostly restricted to military and some medical appli-
cations. This was typically done by overlaying virtual information on the physical world or
in simulations for aviation and military purposes. It was not until the last decade that VR
and AR gained mainstream commercial popularity.

The increased availability of affordable sensors, increased computational power of com-
modity hardware and the miniaturization of electronics have made AR and VR viable and
more usable. In order to deliver immersive AR experiences it is necessary to generate highly
photorealistic reconstructions of a natural scene or object. Recent advances in depth sensors
have made it affordable to generate such reconstructions in real time [16]. New efficient rep-
resentations for 3D content have enabled interactive experiences to be shared by multiple
users and have enabled meaningful realistic interactions of the virtual and physical world.
In addition companies have been able to generate meaningful content for commercial ap-
plications that add unique value beyond what other technologies deliver. Examples of such
applications are free viewpoint 3D video of live sports events (figure 1.1) and mobile AR
games like Pokemon Go and Snapchat’s AR camera filters called lenses (figure 1.2).

The rich data captured by new sensors for AR and VR content require efficient rep-
resentations that can be stored, transmitted and reconstructed at a display device. There
are different representations for 3D content that have been developed to facilitate such re-
constructions. A convenient theoretical model that can be used as reference against which
different representations can be compared is the plenoptic representation. This representa-
tion describes every point in the scene including the intensity distribution of light and how
each point changes as the viewport is moved around the scene. The different representations

1



1. INTRODUCTION

Figure 1.1: Free viewpoint live sports replay technology from Intel [6]

Figure 1.2: Snapchat AR camera filters [11]

that attempt to approximate the plenoptic representation include omnidirectional, depth en-
hanced, point clouds, light field and holography among others. The general work flow for
all these representations has been described by JPEG [20]. Such representations also allow
users to interact with the scene in new ways and enable a host of new multimedia applica-
tions including VR/AR. These new novel applications also allow users to interact with the
representations, from simple controls such as changes of contrast, focus and changing the
viewpoint to more powerful interactions such as manipulating objects in the scene. More
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powerful interactions include the ability to change the viewpoint freely within the scene.
Such interactions and are a prerequisite for 6 degree of freedom AR/VR. This also allows
for immersive social AR/VR applications such as tele-immersive video.

Point clouds are one such representation that are useful for applications that are real
time and require photorealistic reconstructions. Some of these applications, as identified by
the MPEG 3D computer graphics group [13] include real time 3D immersive telepresence,
Virtual Reality (VR) content viewing, 3D free viewpoint sports replays, geographic infor-
mation systems, cultural heritage applications and autonomous navigation using large scale
3D dynamic maps.

Point clouds are a collection of points in 3D space with x,y and z coordinates describing
the geometry, with additional attributes at each point such as colors, normals, transparency
and material properties. They are characterized by their simplicity and versatility. They do
not require any triangulation computation like meshes, do not require heavy pre-processing
and are resilient to noise. They are thus suitable for real time applications. Point clouds are
versatile as they have no restrictions on the additional attributes that can be stored at each
3D point. For example they can be used as an approximation of light fields by including the
intensity distribution of light at each point. These characteristics make point clouds a very
powerful format for VR and AR.

However point clouds are also challenging to compress. As they do not have connectiv-
ity and topology (or surface information), it is difficult to identify spatial redundancies and
occlusions for compression within one frame (intra frame). There are also no explicit point
correspondences between frames or even fixed bounding boxes which makes it challeng-
ing to identify temporal redundancies for compression across a sequence of frames (inter
frame).

Recently, the standardization organizations MPEG and JPEG have issued call for pro-
posals [14, 20] for point cloud compression techniques. The Ad-hoc groups that conduct
this activity are comprised of major industry partners who have contributed datasets for
the testing and evaluation of submitted proposals. Previous research into point cloud com-
pression especially for compressing 3D reconstructions of humans, consisted of noisy point
clouds acquired by consumer depth sensors such as the Microsoft Kinect. These point
clouds were relatively sparse and could not capture the finer details of people and their
clothing. They were noisy making it harder to fit common bounding boxes and establishing
correspondences across frames. Examples of such datasets can be found in [16]. One ad-
vantage of such datasets is that they are easy to acquire and do not require any preprocessing
making them suitable for real time applications. The new datasets, on the other hand, have
been made available as part of the ongoing call for proposals and are highly photorealistic
and have low noise, however they are also more dense and consist of 800,000 to 1 million
points [14].

The most popular datastructure used to code point clouds is the octree. An octree is
used to partition 3D space by recursively subdividing it into 8 octants. For point clouds
this recursive subdivision is done for all regions that are occupied. This datastructure is
the 3D analog of the 2D quadtree used in video compression. The primary reason octrees
have been used for point cloud compression [26, 23, 36] is because they enable a more
efficient representation of the point cloud geometry by regularizing the structure and using
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1. INTRODUCTION

Figure 1.3: Skiing dataset acquired using Kinect sensors [16]

occupancy codes for partitioned spaces. This is done during the subdivision process where
a code of occupied octants can be generated at each level of the tree. These occupancy
codes together describe the entire geometry of the point cloud. The leaf nodes of the tree
are voxels and the geometry of points within the voxel can be differentially encoded (for
example using coordinates relative to the centroid of each voxel). The attributes such as
color are compressed separately for each leaf node either by mapping to an image grid
[26, 23, 15] or by graph transform [38, 41, 31]. The graph transform method is not suited
for dynamic scenes as the computational overhead becomes prohibitive but they are more
suited for static point clouds. For dynamic scenes directly encoding colors by placing them
on a 2D image grid has been shown to be more effective [26].

The compression process is repeated for each of the leaf nodes in the octree. The num-
ber of leaf nodes in an octree are related to the tree depth exponentially. For a tree of depth
n the number of leaf nodes can be up to 8n depending on how they occupy the 3D space
(empty regions are not subdivided further). The computational complexity is therefore ex-
ponential with respect to the octree depth or level of detail, as the number of leaf nodes that
need to be coded increase by a factor of 8 each time subdivision occurs. This problem is es-
pecially relevant to the photorealistic datasets used by MPEG as the density of point clouds
is significantly high and requires a higher level of detail to maintain quality. This results in
a deeper octree with exponentially more leaf nodes. One approach to address this problem
was proposed by Ainala et al [15] where the authors suggest using the octree up to a certain
fixed level of detail where this approach is feasible and to encode additional detail in an
enhancement layer. They provided a proof of concept through an initial implementation
based on plane projection approximation for static point clouds.

In this thesis we propose an octree based compression scheme that extends the codec
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Figure 1.4: Dense photorealistic point cloud contributed by 8i technologies [19] to the
MPEG Cfp [14]

created by Mekuria et al for dynamic point clouds [26] by adding the enhancement layer
approach proposed by Ainala et al [15]. The enhancement layer is based on plane projection
approximation where geometry is differentially encoded and colors are scanned to a 2D im-
age, stacked and then compressed using JPEG compression [15]. The second contribution
is to extend this mechanism by adding inter prediction to the enhancement layer. This is
done by identifying and reusing the redundant leaf nodes of the enhancement layer across
frames to exploit temporal redundancies. Results indicate that this leads to an additional
bit rate saving of upto 10% on the point cloud sequences we tested at comparable objective
quality.

For comparison purposes we use the open source version of the MPEG anchor codec.
The approach of Ainala et al. [15] was thus integrated within the MPEG anchor codec. We
provide a comparison of results with the initial proof of concept by Ainala et al [15] on
the datasets provided by Alexiadis et al [16]. We then demonstrate the bit rate savings and
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1. INTRODUCTION

resulting distortions by adding inter frame coding to the enhancement layer. Lastly we show
that our approach can result in upto 15% bitrate savings at comparable objective quality to
the anchor codec used by MPEG.

1.1 Research Questions

The research questions investigated in this thesis are:

1.1.1 How can octree based point cloud codecs be improved to scale to dense
photorealistic point clouds?

This research question deals with addressing the problem of the exponentially more com-
putational overhead imposed by dense point clouds due to deeper octrees. There is a need
to modify the octree based approach by terminating at a preset depth where compression
is computationally viable and identifying a different scheme to encode additional geometry
and attribute information.

1.1.2 How to identify and exploit temporal redundancies in the enhancement
layer of a point cloud codec?

This research question deals with identifying a new scheme to exploit temporal redundan-
cies in streams of time varying dense point clouds after the octree stage is terminated. There
is a need to exploit temporal redundancies in the plane projection based enhancement layer
to further compress the stream.

1.2 Thesis outline

In the following chapter different representations that are used to reconstruct scenes for
VR and AR are described along with their applications. Next The applications of point
clouds and previous research done into compressing them is discussed. Finally the datasets
and metrics used to evaluate the quality of the decoded point cloud are discussed. The
framework and implementation of our approach are discussed in chapter 3. The results of
validating our approach against the enhancement layer proof of concept by Ainala et al [15],
identifying the additional bitrate savings due to inter prediction and evaluating our approach
against the MPEG anchor codec are discussed in chapter 4. Lastly the conclusion and future
work that can be done to further improve the codec are discussed in chapter 5.
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Chapter 2

Related work

AR and VR technology have now become affordable and viable for the general public. As a
consequence, there are many companies engaged and innovating in this sector. The ability
to run AR/VR applications on smart phones has also had a significant impact on attracting
commercial interest. These companies have been able to create meaningful and unique con-
tent for applications in a plethora of industries. In education, this technology has been used
to create stronger educational experiences by using a more immersive learning environment
such as Google expeditions [5] that uses a head mounted display to show 360 videos and
provide guided tours. In health care, VR/AR has been used in training for and in planning
surgeries as shown in figure 2.1. Some of the applications and limitations of using AR in
surgery have been explored by Khor et al [24]. The authors identify the potential for using
AR and VR in anatomical evaluation, broadcasting or recording surgery and training. They
also identify the need for smaller and lighter HMDs as well as better data management
and protection. Another example are devices like Accuvein [3] that projects an image of
the veins on to the patients skin to assist doctors and nurses. In aviation and space travel
AR/VR has been used to conduct simulations and to provide training as a cost effective
alternative to risking lives and expensive equipment. In travel VR/AR has been used to
provide virtual tours and previews such as Marriot Hotel’s Teleporter, a service that allows
guests to virtually travel to many Marriot properties and VR Postcards a service that allow
guests to view travel stories in 3D [8]. In skilled trades especially in the automotive manu-
facturing, factory workers use smartglasses such as the DAQRI smart helmet that overlays
an image of internal structure and additional information such as instructions in the workers
field of view [4]. This helps to improve the workers situational awareness and allows them
to remotely receive assistance from experts. In entertainment there are many exclusively
AR/VR games, some have been published on platforms like Steam in collaboration with
Occulus. 8i technologies released a mobile application called holo [2] that allows users to
overlay a hologram of celebrities in their smartphone’s camera feed and even take selfies
with them.

In the rest of this chapter we first discuss the general process flow for 3D content and
some of the different 3D representations. We then describe point clouds and their applica-
tions. We then review previous research into point cloud compression and finally discuss
evaluation metrics and datasets available to test point cloud codecs.
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2. RELATED WORK

Figure 2.1: A surgeon using Google Glass in the operating theatre [24]

2.1 Process flow

There are a plethora of technologies and representations that can be used to realize immer-
sive AR/VR applications. This includes sensors, display types, reconstruction and represen-
tations to capture, store, transmit and display 3D content. In order to ensure interoperability
and facilitate integration there is a need for a common overall process flow. The JPEG Pleno
initiative has described this as shown in figure 2.2.

The first stage in the process flow is acquisition and creation. A wide range of sensors
can be used to capture the scene and generate metadata to facilitate different applications.
Some sensors might require pre-processing such as stereo conversion, structure from motion
when sensors do not automatically detect depth and voxelization of irregular data to fit it on
a regular grid. Synthetic content can also be blended in with naturalistic content from the
scene for augmented reality applications.

Figure 2.2: End to end plenoptic process flow [20]
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2.2. Representations of 3D content

The data from the acquisition phase is dependent only on sensor capabilities and con-
straints. In order to ensure interoperability and to satisfy application specific requirements
such as compression, display and user interaction, it is necessary to convert the data to a
different format that is more suitable. This format conversion is the next step of the pro-
cess flow. For example point clouds can be converted to meshes and polygon clouds by
calculating the triangulation and adding topology information.

Before the data can be transmitted an efficient method to store it is required. In this
step an encoder is used to generate a more efficient representation of the data while satis-
fying requirements like scalability and error resilience. Different objects in the scene can
be encoded separately and view dependence can be used to optimize the coding. The com-
pression can be lossless for objects where the best possible representation is required by
the application and lossy in applications that require more efficient representations (for real
time applications like tele-immersion). Lossy encoding is done based on a rate-distortion
optimization and different attributes/meta data can be distorted to different extents based
on human perception. In real time distributed applications, progressive decoding might be
required to adapt to varying network conditions. For this, the encoding will have to be done
for multiple levels of detail. After encoding, the metadata is added and packaged together
for transmission or storage.

The data has to be unpacked before it can be used. Decoding is required before render-
ing and display to recover the description of the scene. If lossy compression was used there
will be distortions in the decoded dataset.

The last step is to display the content for the end user. Rendering is required in order to
provide the best possible experience to the user and is display dependent. Post processing
can also be done to improve aesthetics. Locally stored content can be added to the scene at
this stage. The dataset will have to be filtered and transformed to extract relevant informa-
tion based on the display such as a specific viewport. A range of display devices like head
mounted, light field and autostereoscopic displays can be used to view rich 3D content,
but compatibility with conventional 2D displays might also be required. Some applications
also allow the user to interact with the representation to manipulate objects, as well as make
changes to the focal plane, lighting conditions and move the point of view within the scene.

2.2 Representations of 3D content

There are many representations that try to reconstruct a scene by approximating the plenop-
tic representation. They are defined based on the content that different sensors and camera
systems are able to generate by themselves or by processing the raw data and fusing them
across sensors (for example photogrammetry can be used to create a 3D point cloud recon-
struction from multiple 2D images of the same object). These sensors and camera systems
generate visual content that provide a richer description of the scene. Some of the represen-
tations are omnidirectional, depth enhanced, point clouds, light field and holography.
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2. RELATED WORK

Figure 2.3: Facebook x24 omnidirectional camera

2.2.1 Omnidirectional

Stereo information about a scene can be generated by using multiple images of the same
scene from different viewpoints. Such panoramic content can be captured by stitching im-
ages from an array of cameras or rotating a single camera about it’s optical center or by
capturing images with wide angle lens that offer a wider field of view. There are two ways
to encode omnidirectional content: in the spherical domain or by mapping to a rectangular
plane. Most research on encoding omnidirectional content use the latter in order to leverage
modern advances in video coding like the H.264/AVC. A comparison of different mapping
schemes is shown in [40]. Omnidirectional content does not capture information about the
intensity distribution of light and does not contain explicit geometry information so the view
can only be rotated around a single point and can capture dynamic scenes. An example of
an omnidirectional camera is the Facebook x24 shown in figure 2.3.

2.2.2 Depth enhanced

Depth enhanced content can be captured by extracting depth from multiple images or by
using depth sensing cameras like the time of flight camera. Time of flight cameras measure
the phase delay of reflected infrared light as described in [21]. This representation also does
not capture the intensity distribution of light but can be used for 3D reconstruction as shown
in [22].
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2.2. Representations of 3D content

2.2.3 Point Cloud

Point clouds are captured as a set of points in 3D space with three coordinates and some
attached attributes like color and normals. They are typically captured using 3D scanners
and LiDAR scanners. They are subsequently used to render 3D images for example by
mesh generation. They typically do not capture the intensity distribution of light.

Figure 2.4: Lytro light field camera

2.2.4 Light field

Light fields can be created by capturing a scene using an array of cameras or a single sensor
combined with microlenses to sample rays of light. They capture the intensity distribution
of light but do not allow the user to move within the scene. The microlenses enable the cap-
turing of ray information, as a consequence changes can be made to an image after capture
such as focusing on different objects and making small changes to the view point. Con-
sumer light field cameras such as the Lytro [7], shown in figure 2.4, have this feature which
enable it to have a higher depth of field as compared to traditional cameras. Industrial light
field cameras such as the cameras created by Raytrix [10] have a dedicated GPU that help
create a stereo conversion to 3D representations that allow high precision measurements.
These cameras have multiple applications including automated visual inspection of circuit
components in a production line.
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2.2.5 Holography

This technique portrays the full plenoptic function except time to a 2D map. This repre-
sentation can be synthetic (computer generated) or can capture naturalistic content using
interferometric capturing. Holography is based on capturing the phase information of inci-
dent light. This is achieved by splitting a coherent light source (constant phase difference)
like a laser into a reference beam and an object beam (that is scattered by the object). The
interference pattern of the two beams is measured to capture phase information, thus en-
abling a 3D representation with realistic parallax. This technology is currently developed
more for micro-scale applications as compared to macro applications.

2.3 Point Clouds and their applications

Point clouds are a collection of points in 3D space stored as a combination of geometry
and attributes. Each point in the cloud represents a point on the surface of an object and
is described by x,y,z coordinates and additional attributes. Some of the possible attributes
are color, material properties, transparency and normals at that point in the surface. Point
clouds can be static comprising a single frame or dynamic, a sequence of frames or a stream
of time varying point clouds.

They can be captured by many different sensors and camera systems. For example, point
clouds can be reconstructed from consumer depth sensors such as the Microsoft Kinect as
shown by Alexiadis et al [16]. They can be captured by Synthetic Aperture Radar (SAR)
and Light Detection and Ranging (LiDAR) sensors as done by Umbra 3D [12] to map
geographical areas. Point clouds have also been constructed using photogrammetry from
multiple 2D images as done by 8i Technologies [2] to generate reconstructions of people in
their Holo application.

Point clouds are characterized by their simplicity and versatility. Some of the benefits
include the ability to add new attributes (either directly acquired by the sensor or com-
puted in a processing step), being resilient to noise and not requiring preprocessing. Point
clouds are resilient to noise as there are no assumptions on the structure such as the smooth
manifold assumption needed for meshes. They also do not require preprocessing such as
triangulation and connectivity computations and are hence suited to real time applications.

However point clouds are unorganized and lack any correspondence across frames. This
makes it challenging to exploit temporal redundancies for compression.

The new representations presented in the previous section like point clouds have also
enabled a host of new applications that allow the user to experience and interact with the
reconstruction in new ways. Some of the applications of point clouds are real time 3D
immersive telepresence, Virtual Reality (VR) content viewing, 3D free viewpoint sports
replays, geographic information systems, cultural heritage applications and autonomous
navigation using large scale 3D dynamic maps [13] among others. The requirements for
point clouds used in these applications are described in table 2.1.
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Application Point
cloud
type

Coder
Type

Size Encoder/
decoder
complex-
ity

Additional Re-
quirements

Additional At-
tributes

3D Tele-
immersive
video

Dynamic Lossy 100,000 to
10 million

Low en-
coder and
decoder
complex-
ity

Bit-rate control,
Error resilience to
transmission errors

Color attributes
with 8-10 bits
per compo-
nent, normals
and material
properties

VR con-
tent view-
ing with
interactive
parallax

Dynamic Lossy 100,000 to
10 million

Low
decoder
complex-
ity

Bit-rate control,
Error resilience
to transmission
errors, global pa-
rameters to define
spatial constraints
of viewport

Color attributes
with 8-10 bits
per compo-
nent, normals
and material
properties

3D free
viewpoint
sports
broadcast-
ing

Dynamic Lossy

100,000 to
100 million.
Can contain
multiple
clusters

Low en-
coder and
decoder
complex-
ity

Low delay encod-
ing and decoding
for multiple clus-
ters or objects (dif-
ferent players)

Color attributes
with 8-12 bit
per component

Geographic
informa-
tion
systems

Static Lossless Billions of
points

Progressive
coding

Region selectivity
to obtain subsets
representing a
smaller geographic
area, lossless cod-
ing to enable the
best representation
for inspection
of features like
vegetation

Additional at-
tributes related
to geographic
properties

Cultural
Heritage

Static Lossless 1 million to
billions of
points

Progressive
coding

Can contain multi-
ple clusters, loss-
less coding to en-
able best represen-
tation when possi-
ble

Color attributes
with 8-12 bits
per compo-
nent, generic
attributes like
material proper-
ties,

Large
scale 3D
dynamic
maps
for au-
tonomous
navigation

Dynamic Lossy Millions to
billions of
points with
up to 1 cm
precision

Low en-
coder and
decoder
complex-
ity

Low delay encod-
ing and decoding,
high precision, re-
gion selectivity,

Color attributes
with with 8-12
bits per com-
ponent, normals
and reflectance
properties

Table 2.1: Application of point clouds [13]

13



2. RELATED WORK

2.3.1 3D Immersive telepresence

3D immersive telepresence is an augmented reality (AR) application for real time commu-
nication where each participant is reconstructed in 3D in a virtual world where they can
interact with each other. An example is the system created by Mekuria et al [26] shown in
figure 2.5. In order to run in real time with a sufficient frame rate, both the encoder and the
decoder must have low complexity, additionally the decoding process should be progressive
in order to adapt to varying network conditions where a partial bit-stream can be used to re-
construct at a lower level of detail. This application uses dynamic point clouds and requires
a lossy codec to work in real time.

Figure 2.5: Screenshot a point cloud rendered compositely with synthetic content for im-
mersive telepresence [26]

2.3.2 VR Content viewing

VR content viewing involves delivering an interactive experience to the user on a head
mounted display such as the device in figure 2.6 with a large field of view. As this is not a
real time process, the content can have a longer production workflow that includes adding
lighting, rendering and other visual effects. The view dependence of such an implementa-
tion can be exploited to optimize the encoding process as the user is more likely to view a
scene through viewports along the equator as compared to the poles. This application uses
dynamic point clouds and requires lossy compression.
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Figure 2.6: Head mounted display that can be used to view VR content

2.3.3 Free viewpoint sports replays

Free viewpoint 3D sports replays have been implemented by Replay Technologies [1], this
application allows users to playback live sports events with a free viewpoint. This requires
low encoding and decoding complexity as the events are live. This application uses dynamic
point clouds and requires lossy compression so content can be viewed live.

2.3.4 Geographic information systems

Geographic information systems capture 3D data using scanners like LiDAR and SAR (see
figure 2.7), but these datasets are too big to be used directly, these applications require
varying levels of detail and region selectivity. They also require lossless compression so that
the highest quality representation can be provided to the user that allows accurate inspection
of features like vegetation and altitude. This application uses static point clouds.

2.3.5 Cultural heritage

Cultural heritage applications involve archiving and visualizing cultural heritage objects,
this requires lossless compression so that the best possible representation can be displayed
when required. An example is shown in figure 2.8 where point cloud compression can
facilitate streaming and make these objects available to a wider audience. This application
uses static point clouds.
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Figure 2.7: Point cloud of a geographical area scanned by LiDAR

Figure 2.8: Building facade [14]
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2.3.6 Autonomous Navigation

Autonomous navigation using large scale 3D maps is another application that requires real
time implementation, this application additionally requires high precision with depth and
colors in order to perform accurate localization and detect surfaces and obstacles. Maps
can be created by overlaying point clouds captured using depth sensors over images from
the camera as shown in figure 2.9. This application uses dynamic point clouds and requires
lossy compression.

Figure 2.9: Map creation where point clouds captured by laser scans are overlayed over
camera images [13]

2.4 Point cloud compression

3D point clouds used across different applications can be broadly classified as static or time
varying. Compression of static point clouds aims to exploit spatial/geometric redundancies
only, while the compression of time varying point clouds additionally aims to exploit tem-
poral redundancies. In addition to this, 3D point clouds also require efficient schemes to
code attributes like color. Point clouds were initially used in robotics such as the work of
Radu B Rusu et al [35, 34, 33], but they have since been applied to many other areas such
as augmented/mixed reality systems [26, 27] and topographical data collection [12].

A popular data structure that has been used to store point cloud information is the oc-
tree, shown in Figure 2.10 (an extension of the quadtree used in 2D). In this data structure,
the entire frame is divided into 8 cubes, and this process is repeated as long as there are
non empty blocks (blocks that are occupied and contain points) as shown in figure 2.11.
Individual points are scanned with a depth first approach. This data structure helps to easily
identify different levels of detail at different levels of the tree and the entire point cloud can
be encoded in terms of occupied tree cells as shown in figure 2.10. This process has been
described by Ruwen Schnabel et al. [36], where they also use surface approximations to
predict the occupancy coding of the octree. Another approach is described by Yan Huang et
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Figure 2.10: Occupancy coding after subdivision [9]

Figure 2.11: An example of recursive subdivision in octrees

al. [39] where the octree is first constructed and then the entropy of the occupancy codes is
reduced by bit-reordering. The color and normals are approximated by their statistical av-
erage within each of the tree front cells. The color coding is achieved by applying PCA and
Generalized Lloyd’s algorithm to adaptively quantize the color attribute in a rate distortion
optimized manner while reducing the number of quantization bins effectively reducing the
number of bits required to store color information.

A popular framework used for storing, processing and transmitting point clouds is the
point cloud library, an open source library created initially for indoor robot navigation by
Radu B Rusu and Julius Kammerl and integrated with the Robot Operating System (ROS).
The framework contains implementations of segmentation, registration, feature extraction,
surface reconstruction, visualization, model fitting and compression for point clouds, It also
contains the first point cloud codec capable of inter prediction for point cloud streams. The
codec uses a double buffered octree data structure to detect spatial changes and coded the
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occupancy codes at different levels of the octree using an XOR from the previous frame in
the stream. They also use differential coding for point coordinates within a voxel or leaf
node of the octree. This is done because the computational cost of processing an octree
increases exponentially with an increase in the number of subdivisions.

The compression of point clouds can be split into inter frame and intra frame coding.
The intra frame coder looks at one frame in isolation and compresses it by exploiting spatial
redundancies. The inter frame coder predicts the current frame based on a previous frame
by exploiting temporal redundancies, this is usually done with motion compensation sim-
ilar to video coding. Point cloud codecs can be single rate (they decompress every frame
to a fixed size and quality after transmission) or progressive. In some applications such as
tele-immersive video the additional functionality of progressive decoding is a requirement.
This means that it is possible to decode a lower quality point cloud from a partial bit stream
in order to cope with varying network conditions. In addition to compressing the geome-
try, point cloud attributes also need to be compressed, different lossy and lossless coding
schemes have also been suggested for this. Sparse voxel octrees (SVO) are a popular data
structure that have been used to store and process point clouds [23].

Intra Frame coding in octrees can be achieved by entropy coding the occupancy codes
as shown in [26] to compress the geometry. Zhang et al. [41] proposed a methodology to
compress point cloud attributes using a graph fourier transform. They assume that an octree
has been created and separately coded for geometry prior to coding attributes, they construct
the graph similar to [38] and calculate a precision matrix (graph laplacian multipled by a
scalar that reflects signal variance) for each macro-block and perform an eigen decomposi-
tion. They use this to quantize each colour component and entropy code the results. Ricardo
Queroz et al. [31] used a region adaptive hierarchical transform in order to use the colors
of nodes in lower levels of the octree to predict the colors of nodes in the next level. Each
voxel is assigned a weight based on the number of voxels combined to generate them and
a transform is used based on these weights. The results are quantized and entropy coded
using arithmetic coding. Robert Cohen et al. [18] created a methodology that applies 3D
intra prediction between macroblocks similar to video coders like H.264 AVC and HEVC.
They used a nearest neighbor interpolation/extrapolation to overcome the problem of sparse
macroblocks in point cloud octrees and to identify the value of an attribute at the boundary
between macroblocks. These values are used to predict attributes in each macroblock and
the residuals are coded using a shape adaptive DCT.

Inter frame coding was demonstrated in [23] where an XOR operation was performed
between consecutive frames and the results were stored in an octree and coded using an en-
tropy coder. This approach only predicted geometry and did not address the attributes. This
method only worked in cases where objects in the scene did not move significantly across
frames as there was no motion compensation and the geometry compression was lossless so
the decoding process was not progressive. It was not possible to do a rate-distortion trade
off. Thanou et al. [38] found matches between points in consecutive frames and warping
the previous frame to the current frame and coding the color residuals using a graph fourier
transform [41]. Mekuria et al. used a block based approach to calculate a rigid transform
between compatible macro blocks in consecutive frames using the iterative closest points
algorithm, this approach involves encoding at multiple levels of detail, thus allowing pro-
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gressive decoding and also predicts both geometry and attribute (color) values. Mekuria et
al. [15] also presented an improvement to this technique for individual point cloud frames
using an enhancement layer. After a fixed octree depth they switch to a new layer that uses
plane projection approximantion During octree decomposition in the enhancement layer the
flatness of the voxels in a cell is calculated and if this value is below a threshold then the cell
is a leaf node in the enhancement layer, otherwise the cell is subdivided. These leaf nodes
are then coded separately in the enhancement layer, the remaining octree above is coded
using the intra frame coder from the previous approach. The enhancement layer is coded
by projecting the voxels in the leaf nodes onto a plane using PCA and selecting a raster
scan order using the values of the principal components. These images are then coded using
JPEG compression. The residuals after performing PCA are coded using a learning based
self adaptive entropy coder (PAQ learning).

Thanou et al. [38] represent a sequence of point cloud frames as weighted undirected
graphs and treat the underlying point coordinates and attributes as signals on the vertices
of the graph, they assume that the point cloud has voxels on a regular 3D axis aligned grid
with a given step size. Voxels are connected to each other by an edge if the distance between
them is not greater than the unit distance in any direction, the weight of each edge reflects
the connectivity pattern of nearby voxels. They then analyze the signals (coordinates and
attributes) using spectral graph wavelets to identify features and match them across frames
using the minimum Mahalanobis distance in order to create a set of sparse motion vectors
that are used to warp the graph of the reference frame to the current frame, and then the
current frame is coded based on the set difference between the current frame and the motion
compensated reference frame. The residuals are quantized and entropy coded based on the
approach described in [41]. Aamir Anis et al. [17] created an intermediate representation
based on subdivisional triangular meshes where the authors re-sample the object or scene
to obtain a set of consistently evolving point clouds represented by the vertices of triangular
meshes. They then use the connectivity of the resampled points to apply a graph based
wavelet transform to code geometry, color attributes and motion vectors. They encode
using inter-frame coding when the mesh topology of consecutive frames are identical. They
then apply the Graph Bior [28] filter banks to transform the vertex attributes for intra coded
frames and the motion vectors for inter coded frames, these results are then quantized and
entropy coded using the RLGR (Run Length Golomb-Rice) coder[25].

A limitation of octree based point cloud compression is that as the depth d of the octree
increases the computational cost increase exponentially (upto 8d). This problem has become
more acute with more photorealistic datasets such as the datasets contributed by members
of the Ad-hoc group for MPEG point cloud compression. These point clouds are far more
dense as compared to the kinect datasets used to test the compression algorithms proposed
in the past [23, 26] and require deeper octrees to have the same level of detail.

In order to overcome this issue our approach is to terminate the octree at a fixed level
of detail that is computationally viable. Additional information is stored in an enhancement
layer and will only be used if network conditions and computational resources allow it.
The enhancement layer is based on a plane projection approximation where the geometry
coordinates are transformed, sorted and differentially coded while the color attributes are
placed in a 2D image grid using the same sort order for raster scanning. The resulting

20



2.5. Evaluation metrics

images are stacked and compressed using JPEG compression. In this way the bond between
geometry and attributes are maintained. The transformation is determined using principal
component analysis. This process has been described in detail in the next chapter.

2.5 Evaluation metrics

In general quality assessment is a difficult and complicated task even for media formats
where metrics are well developed such as video and meshes. Evaluation should be per-
formed both objectively and subjectively in order to obtain reliable results. Objective eval-
uation is based on mathematical models that compare specific features of the original and
decoded files. Subjective evaluation is performed by groups of users who view the content
in controlled conditions. Subjective testing is usually more reliable but more expensive and
time consuming. Subjective and objective evaluation of video codecs has been surveyed by
Papadakis et al [29].

Point clouds can be split into:

• Static: A single frame of a static object

• Dynamic: A stream of point clouds that vary over time usually of a moving object

Codecs in general can be split into:

• Lossless: The decoded point cloud is identical in every respect to the original point
cloud

• Lossy: The number of points in the decoded cloud are reduced in an attempt to re-
move redundant information. As a result, point correspondences are lost and we need
to identify corresponding points in the original cloud. This is usually done by search-
ing for the nearest neighbor in the original point cloud.

In previous research, point cloud codecs have mostly been evaluated using existing
quality metrics from mesh and video compression such as the Peak Signal to Noise Ratio
(PSNR).

The extent of compression is measured using the bit rate. For static point clouds this is
measured as the number of bits per point. In case of lossy compression we divide the size
of the entire decoded cloud by the number of points in the original cloud. For dynamic or
time varying streams of point clouds the bit rate is measured in Mbits/sec. The same frame
rate is maintained for the original and the decoded point cloud streams.

In principal, to evaluate lossless codecs the bit rate and run time are sufficient. How-
ever due to differences in how various platforms handle floating point numbers, the decoded
geometry need not be numerically identical to the original cloud. For example if the point
coordinate value 0.24 from a cloud stored as a ASCII PLY file is read, the binary32 repre-
sentation stored in memory is 0.23999999463558197021484375E-1 and the resulting resid-
ual needs additional compression. The direct solution is to either use only fixed precision
numbers or to develop a floating point precision compression scheme but this can affect
the overall compression performance. To address this issue, without affecting compression,
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MPEG has defined a set of rules for evaluating point cloud compression [14] to check if a
decoded point cloud is lossless. The first criteria is that the number of points in the original
point cloud A and the decoded point cloud B are the same. The next criteria is that for every
point in A there exists a point in B (and vice versa) such that the difference in coordinate
values are zero (or within a small tolerance level). The last criteria is to ensure that no two
points in A share the same corresponding point in B (and vice versa).

To evaluate lossy codecs we require additional metrics to measure the extent of the
distortions and artifacts introduced during compression. These artifacts can be spatial and
temporal. In most of the previous research, the distortions in point clouds are measured
separately for geometry and attributes. In this thesis we use only full reference metrics
where the entire original cloud is compared to the decoded cloud. Full reference metrics
are the most accurate but require the most computational effort and are usually used to
evaluate codecs. Reduced and no reference metrics can be used for real time rate distortion
optimization.

Other evaluation criteria that are defined for compression efficiency are based on the
ability to operate at different ranges of bitrates or the ability of the codec to scale to varying
network conditions, complexity of encoding and decoding as well as the level of detail
scalability of different codecs.

In order to evaluate lossy point cloud codecs using full reference metrics it is necessary
to identify corresponding points in the original and decoded clouds. However the decoded
cloud contains fewer points than the original cloud so we use nearest neighbor search to
identify corresponding points. In the implementation by Mekuria et al [26] this is done using
the K-D tree based nearest neighbor search provided in PCL [32]. The next subsections
detail the evaluation of geometry, attributes distortions and the rate distortion curve used to
evaluate point cloud codecs.

2.5.1 Geometry distortion

In previous research, the point to point distance (D1) has been used between corresponding
points from the decoded and original cloud as an error vector. Another more recent metric
is the point to plane distance (D2). The idea is to measure the distance between the de-
coded point and the original object surface as a better indicator of geometric distortion. In
3D meshes, identifying the underlying surface is relatively easy but in point clouds this is
harder to estimate. One solution is to convert the point cloud to a mesh but this process re-
quires preprocessing (such as outlier removal) to meet the manifold assumption of meshes
and is computationally expensive. The D2 metric uses the surface normal at the point in
the original cloud as model of the surface under the assumption that this is a reasonable
representation of the surface.

Given a geometric surface it is trivial to estimate the direction of the normal at any
point on the surface. However since point clouds only sample points on the real surface it
is necessary to calculate the surface information. The direct approach to obtain the under-
lying surface is to employ surface meshing techniques and then compute normals from the
mesh. However this approach is computationally expensive. Another approach is to use an
approximation of the surface by considering the neighborhood of the target point. This is
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done by considering all points in the vicinity at a fixed radius around the point and comput-
ing the covariance matrix. The surface normal at the target point is then computed as the
eigen vector corresponding to the smallest eigenvalue of the covariance matrix.

Using the point to point error vector and the surface normal at the point on the original
cloud, the point to plane distance can be calculated. The orthogonal projection of the error
vector on to a line parallel to the surface normal is point to plane error vector. This process
is illustrated in figure 2.5.1. The D2 metric results in higher errors for points (in the decoded
cloud) that are further away from the local surface plane in the original cloud as compared
to the D1 metric.

Figure 2.12: Objective metrics to evaluate distortion [14]

In order to have a full reference metric we need a distance metric to aggregate the two
error vectors dB,A(i) defined for point cloud geometry across all points i in the decoded
cloud B and their nearest neighbors in the original cloud A the two distance metrics. There
are two ways to calculate the distance metrics: RMSD and Haus.

Root mean square distance (RMSD)

RMSD is obtained by calculating the square root of average across the squared length of
error vectors for all points NB in the decoded cloud as shown in equation 2.1.

drmsd =
1

NB

NB

∑
i=1

d(B,A)(i) (2.1)

23



2. RELATED WORK

Hausdorff (Haus) metric

The Haus metric is calculated as the maximum length of the error vectors for every point in
the decoded point cloud.

dHaus = max∀i∈BdB,A(i) (2.2)

Both these metrics can be used symmetrically or in both directions from the original
to the decoded cloud or vice versa by identifying nearest neighbor matches twice. The
maximum value from both directions can be used to obtain the symmetric RMSD or Haus
metric. In this thesis we use only the error vectors for each point in the decoded cloud using
RMSD in order to compare our implementation with the MPEG anchor in the objective
evaluation procedure as specified in the recent call for proposals [14].

2.5.2 Attribute distortion

In this thesis we consider only color as the point cloud attribute to be compressed. This
is because most point cloud datasets contain only colors when using sensor data directly.
Datasets captured by laser scan can also contain reflectance, but these are usually used
for scanning static images of large geographic areas. Attributes like normals are added in
a separate processing step that can be run after decoding, so we exclude them from the
codec. If the original cloud uses a color space other than YUV we convert it to YUV. To
evaluate objective quality we only use colors in the YUV space as it is closer to human
perception. Using the nearest neighbor matches between the decoded cloud and the original
cloud we calculate the mean square error for each color channel separately. These can be
weighted based on color perception with a higher weight for the Y channel. The MPEG
CfP recommends using a weight of 6:1:1 in favor of the Y (luma) channel. The distortion is
calculated using PSNR.

In video coding other objective metrics like Structural Similarity (SSIM) and Video
Quality Metric (VQM) have also been used. SSIM is calculated on various windows of an
image, this technique is ill suited to 3D point clouds as they are sparse and the computational
overhead would be significant. VQM is based on subjective observations of factors like
block distortion, blurring, color distortion, global noise and unnatural motion.

2.5.3 Rate distortion curve

In order to compare the objective quality performance of two point cloud codecs, we use
objective metrics that have already been used for 3D meshes and video such as the Peak
Signal to Noise Ratio (PSNR). The noise value is the aggregated error vectors for geometry
and attributes. In order to calculate the peak signal value for geometry (in the original cloud)
we identify the nearest neighbor of every point in the original point cloud using a kd tree to
search and use the maximum value of this distance for static point clouds. For dynamic point
clouds we use a constant value for all frames in order to reduce computational cost. Using
these values the PSNR for geometry distortion can be calculated using both the D1 and the
D2 metric. For the color attribute the peak value is set to 255 for each channel as they are
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each assigned 8 bits. Using this we calculate the PSNR for each color channel. Each codec
is then run with the same target bit rate multiple times at different values and the objective
quality is recorded so a rate-distortion curve can be plotted. The overall improvement from
one point cloud codec to the other can be expressed using the Bjontegaard Delta for bit rate
similar to evaluating video codecs. This value is the average bit rate savings offered by
one codec for comparable objective quality as compared to a second anchor metric. In our
evaluation we follow this procedure for the two geometry distortion metrics and each color
channel separately.

In addition to these objective metrics, subjective testing is also done to evaluate the
quality of lossy point cloud codecs. This is done because the objective quality metrics are
not as well developed as video codecs and are unable to capture the presence of artifacts in
motion compensated coding.

2.5.4 Subjective evaluation

Subjective evaluation methods are based on human observation and the perceived quality.
The most common evaluation methods for video compression [29] are Double Stimulus
Continuous Quality Scale(DSCQS) and Double Stimulus Impairment Scale(DSIS). Other
subjective methods include Single Stimulus Continuous Quality Evaluation (SSCQE), Ab-
solute Category Rating (ACR), Degradation Category Rating (DCR) and Pair Compari-
son(PC). Double stimulus methods repeatedly present the original and testing material in
sequence with small intervals.

2.6 Datasets

In order to evaluate our implementation we have used two sets of point cloud datasets. Pre-
vious research into point cloud compression was done using noisy point clouds captured
using consumer depth sensors such as the Microsoft Kinect. In order to compare our imple-
mentation to the enhancement layer implementation of Ainala et al [15] we use the full 3D
reconstructions of moving objects captured by Alexiadis et al [16] using multiple consumer
depth sensors shown in table 2.2. These datasets are relatively sparse and noisy.

In order to identify the additional bitrate savings due the inclusion of inter prediction
in the enhancement layer and to evaluate the performance of our codec against the MPEG
anchor we use the datasets listed in the MPEG CfP [14]. These datasets were contributed
by companies that are a part of the ad-hoc group on point cloud compression. In order to
have photorealistic reconstructions they are significantly more dense and relatively noise
free compared to the previous datasets. They are used to create the rate distortion curves
shown in Chapter 4. These datasets are summarized in table 2.3.

The other datasets available to test point cloud codecs include the static datasets used
by MPEG, these are shown in table 2.4. There is also a repository of point cloud datasets
hosted by JPEG and contributed by their industry partners, these have been listed in table
2.5.
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Name Number
of frames

Approximate
mean num-
ber of points

Approximate
size

Skiing3-
Zippering

190 340K 2.0 GB

Jogging1-
Zippering

231 290K 2.0 GB

Dimitris-
Zippering

231 310K 4.0 GB

Dimitris2-
Zippering

121 310K 1.2 GB

Alex-Zippering 901 170K 7.5 GB
Christos-
Zippering

762 270K 6.4 GB

S04-5KW-
DimitriosSession4-
Zippering

2351 230K 15 GB

S17-5KW-
Xenia-
Zippering

6531 190K 1.2 GB

Table 2.2: Point cloud datasets captured using multiple consumer depth cameras [16] http:
//vcl.iti.gr/reconstruction/

Name Number
of frames

Approximate
mean num-
ber of points

Approximate
size

Queen 250 1 million 5.0 GB
8i VFB-Loot* 300 780K 4.9 GB
8i VFB-Red and
Black*

300 700K 4.5 GB

8i VFB-
Soldier*

300 1.5 million 6.7 GB

8i VFB-Long
dress*

300 800K 5.3 GB

Table 2.3: Point cloud datasets of dynamic objects used for evaluation against the MPEG
anchor [14]. Datasets marked with a * are also available in the JPEG PLENO database
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2.6. Datasets

Name Geometry
Precision

Number of
points

Approximate
size

Egyptian Mask 32 1 272,689 7.4 MB
Statue Klimt 32 499,886 13 MB
Arco Valentino Dense* 32 1,530,552 4.5 GB
Facade 9 32 1,602,990 43 MB
Frog67 32 3,630,907 96.9 MB
Facade15 32 8,929,532 230 MB
Facade64 32 19,714,629 526 MB
Queen-frame-0200 10 1,000,993 20 MB
Loot vox10 1200 10 805,285 160 MB
Redandblack vox10 1050 10 787,237 170 MB
Soldier vox10 0690 10 108,9091 189 MB
Shiva35 32 1,010,591 30 MB
House57 32 5,001,077 133 MB
Palazzo Carignano
Dense*

32 4,203,962 4.2 GB

Head39 32 14,025,710 190 MB
Longdress vox10 1300 10 857,966 170 MB
Landscape14 32 72,145,549 9.3 GB
Stanford Area2 32 54,989,822 1.4 GB
Stanford Area4 32 47,485,046 1.3 GB

Table 2.4: Point cloud datasets of static objects used by MPEG[14]. Datasets market with a
* are also available in the JPEG PLENO database
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Name Type Image Set Number
of frames

Voxel/Point
Count

Approximate
size

Andrew10 Dynamic Microsoft
Voxelized
Upper
Bodies

300 1024 X 1024 X
1024 voxels

8.7 GB

David10 Dynamic Microsoft
Voxelized
Upper
Bodies

300 1024 X 1024 X
1024 voxels

6.79 GB

Phil10 Dynamic Microsoft
Voxelized
Upper
Bodies

300 1024 X 1024 X
1024 voxels

7.63 GB

Ricardo10 Dynamic Microsoft
Voxelized
Upper
Bodies

300 1024 X 1024 X
1024 voxels

4.23 GB

Sarah10 Dynamic Microsoft
Voxelized
Upper
Bodies

300 1024 X 1024 X
1024 voxels

4.58 GB

Science mu-
seum shipping
galleries

Dynamic ScanLAB
Projects

41 clus-
ters of
4-5 point
clouds

approx 500,000
points per cloud

400 GB

Bi-plane Static ScanLAB
Projects

1 1024 X 1024 X
1024

5.7 GB

Villa La Tesori-
era

Static GTI-UPM 1 741966 points 7.32 GB

Table 2.5: Point cloud datasets used by the JPEG Pleno initiative [20]
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Chapter 3

Framework and implementation

The work presented in this thesis has been implemented using the framework of the MPEG
anchor codec. This anchor has been approved by academic and industrial partners of the
MPEG adhoc group on point cloud compression as a reference codec for the call for pro-
posals [14]. Our solution is built on top of the implementation done by Mekuria et al as de-
scribed in [26] that is also available at https://github.com/cwi-dis/cwi-pcl-codec.
Mekuria et al added their implementation to the compression module of the open source
project PCL (Point Cloud Library) https://github.com/PointCloudLibrary/pcl.

3.1 Point Cloud Library

The codec in PCL created by Julius Kammerl et al [23] features an inter frame XOR based
codec as described in the chapter 2. PCL contains functions to perform the octree subdi-
vision, traversal and search. They use a double buffered octree to store successive frames
in order to perform inter prediction. The buffers are switched every time a new frame is
loaded, as a result the current frame and the previous frame are always available in memory.

The geometry or point coordinates and the attributes like color are encoded separately
while maintaining the bond between them.

The codec in PCL features an inter prediction algorithm for point cloud geometry. This
algorithm is based on the double buffered octree and the occupancy codes of octree nodes
as shown in figure 3.1. An XOR operation is performed across the double buffer in order
to reduce the entropy of the final bitstream and make statistical compression more efficient.
In addition, at the leaf nodes an origin location is calculated at the lowest (smallest x, y
and z) coordinates in the voxel, then the distances between each voxel local point and the
origin is calculated. These distances are then discretized and coded using positive integers
based on the specified precision. This quantization of point coordinates is the last step in
lossy compression and a bitstream is generated. Next, a lossless statistical compression
algorithm can be applied to the resulting bitstream to further compress it. As the voxel local
point coordinates are stored as integers a range coder can be used on the bitstream. This
algorithm is the integer arithmetic version of arithmetic coding.

This approach only compresses point cloud geometry and does not cover attributes like
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3. FRAMEWORK AND IMPLEMENTATION

color. In our implementation we use selected modules from this codec such as octree sub-
division, traversal, serialization and composing a frame header for the output bitstream.

Figure 3.1: Differential occupancy coding of the double buffered octree [23]

3.2 MPEG Anchor codec

The MPEG anchor codec improves the PCL codec primarily by adding a color coder and
an inter prediction scheme that also includes predicting attributes (color). The approach is
shown in figure 3.4. The intra frame coder encodes geometry at fixed levels of detail by
differentially encoding voxel local points from the PCL codec. This process is repeated at
different pre-specified levels of detail so that the decoding process can be progressive and a
final level of detail can be chosen by the decoder based on prevailing network conditions. A
carry less byte range coder is then used on all supported LoDs for lossless entropy coding of
the final bitstream. The range coder has been preferred over arithmetic coding as it operates
at a byte level making it much faster on general microprocessors. The intra frame coder also
encodes colors by performing a depth first traversal of the octree and scanning the colors
to a structured JPEG image grid using a zig zag pattern to further exploit the correlations
among co-located points.

The inter frame coder in their codec reuses the intra frame coder in combination with
a lossy prediction scheme based on the iterative closest points (ICP) algorithm from PCL.
This is shown in figure 3.3. Macroblocks are defined at a predefined number of levels above
the final level of detail or voxel size. The inter frame coder identifies shared macroblocks
in the previous frame and the current frame that are comparable and eligible for prediction.
This eligibility is based on the macroblock point count and color contrast changes. The
ICP algorithm then identifies a rigid transform between shared macroblocks in the both
frames and if the algorithm converges the transform is used as a predictor. The transform
is stored as a rotation quaternion and three quantized translation components that occupy
16 bits each. The framework can optionally be used to calculate a color offset between
corresponding macroblocks across frames. Macroblocks can be uniquely identified and
randomly accessed using a key k(x,y,z) containing three 16 bit integer values. Macroblocks
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3.3. Enhancement layer

that are coded using inter prediction are stored and transmitted as a structure with 18 bytes
as shown in figure 3.2. An additional 3 bytes can be used to store the optional color offset.

Figure 3.2: Memory Structure of a predicted macroblock in blocks of 2 bytes each

3.3 Enhancement layer

Ainala et al proposed adding an enhancement layer to the MPEG anchor [15]. They only
implemented a proof of concept. We first implemented and integrated their proposal with
the MPEG anchor in order to evaluate its actual suitability and effectiveness in compressing
the dense point clouds used in the MPEG CfP [14].

This was done by specifying the depth at which the octree based codec is terminated
and the enhancement layer takes over. The goal is to use the octree based codec as long as it
is computationally viable and encode additional details in an enhancement layer. Both the
intra frame coding and inter prediction modules of the anchor are used. During the subdivi-
sion process, once the octree target level of detail is reached, we move to the enhancement
layer. Internally the enhancement layer is treated as an additional level of detail with the
octree subdivision function overwritten to terminate when the flatness criteria is met. This
is done by first calculating the covariance matrix of points within a tree node using PCL
functions from the Eigen library. The centroid of points is used as the mean.

The flatness criteria, shown in equation 3.1, is then calculated as the ratio of the eigen-
values of the covariance matrix within a node. A comparison between the smallest eigen-
value (direction of minimum variation) and the sum of all eigenvalues is used an an indicator
of flatness. If the node is flat enough we then apply principal component analysis (PCA)
on all voxels within the node. This is done by using the eigenvectors corresponding to the
eigenvalues calculated in the previous step to create a 3X3 rotation matrix. We then rotate
the point coordinates to remove linear correlations. This orthogonal transformation con-
verts the x,y,z coordinates to u,v,w in decreasing order of variance. The point coordinates
are then sorted based on formula 3.2, differentially coded and quantized to integer values.
The orthogonal transformation is stored as a quaternion using 6 bytes and added to the bit
stream. The resulting bit stream is further compressed using lossless statistical compression
by using the range coder implemented in the MPEG anchor.

θ =
min(λ1,λ2,λ3)
(λ1+λ2+λ3)

(3.1)

index = sort(α∗u+ v) (3.2)

Color is then coded for each flat node by using the index from equation 3.2 onto a 2D
grid of fixed width. The last row is padded with zeros to complete the image. All flat nodes
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3. FRAMEWORK AND IMPLEMENTATION

Figure 3.3: Inter frame prediction in the MPEG Anchor [26]

are then scanned in depth first order, the images corresponding to the nodes are stacked
together and compressed using JPEG compression. The bond between geometry and color
is maintained as we use the same sort order to encode both given by formula 3.2.
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3.4. Enhancement layer inter prediction

Figure 3.4: Schematic of the time varying point cloud compression codec [26]

3.4 Enhancement layer inter prediction

Inter-prediction in the enhancement layer is performed by using the double buffered octree
structure from PCL. As mentioned in the previous section the octree subdivision criteria
is changed from voxel occupancy to flatness in the enhancement layer. Octree nodes are
terminated when they are sufficiently flat. The images generated while compressing the
color attribute are associated to their corresponding nodes in the double buffer. If a node in
the enhancement layer of the current frame has the same flatness profile as an enhancement
layer node in the previous frame we mark the node for inter prediction. We compare the
flatness θ as well as the eigen values of the covariance matrix.

The node is identified by the k(x,y,z) macroblock key associated with it. Each compo-
nent of the key is stored using 16 bit integer values. For enhancement layer nodes that are
marked for prediction, the key of the corresponding node from the previous frame is added
to the bitstream. While decoding the 2D image of colors, transformed geometry coordinates
and the quaternion associated with the macroblock from the previous frame is reused for the
current frame.

The decoder then skips processing these nodes and places them in the depth first scan
order. They are then recombined with the intra coded blocks and the decoded point cloud
is constructed. The algorithm we implemented is shown in figure 3.5. Some of the modules
are explained in the following subsections.

3.4.1 Frame header

At the start of the bit stream associated with every frame we add the frame header. This is
used to apply pre-specified codec settings. The settings are read from a configuration file
that is required as one of the inputs to the codec. The frame header contains all the fields
required by the MPEG anchor such as the bit allocation for macroblock size, prediction
method. color bit allocation and mapping mode. We extend the header to include settings
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3. FRAMEWORK AND IMPLEMENTATION

Figure 3.5: Enhancement layer inter prediction added to the MPEG anchor

for the enhancement layer. This includes the level of detail where the enhancement layer
begins, the flatness threshold θ used during subdivision and lastly the mapping mode used
during raster scan of color attributes to 2D images in the enhancement layer.To generate the
results presented in the next chapter we used the JPEG lines mapping scheme implemented
in the anchor. We also include the threshold values used while comparing the flatness of
corresponding enhancement layer nodes in successive frames for inter prediction.

3.4.2 Principal Component Analysis (PCA)

The plane projection done in the enhancement layer is done using PCA. Principal compo-
nent analysis uses a set of orthogonal transformations to convert a set of linearly correlated
input to linearly uncorrelated variables. We implement PCA by using the Eigen library
from PCL. The covariance matrix is calculated and eigen decomposition is performed for
all points within an enhancement layer node. Each node can be processed independently
and therefore can be run in parallel. We use the Open Multi-Processing API to implement
parallelization. We sort the eigenvalues of a flat enhancement layer node in ascending or-
der, we then use the corresponding eigenvectors to form the rotation quaternion needed for
plane projection. The geometry of points after rotation are stored by differentially coding
the coordinates and applying a quantization scheme. The amount of information retained
per coordinate, after quantization is proportional to the eigenvalues corresponding to them.
The same sort order is maintained for geometry and attributes.

3.4.3 Quaternion coding

Quaternions are a number system that extend complex numbers. They can be represented in
the form a + bi + cj + dk. Where a,b,c and d are real numbers and i, j, k are quaternion units.
The properties of quaternions are shown in equation 3.3. A crucial property of quaternions

34



3.4. Enhancement layer inter prediction

is that quaternion multiplication is noncommutative. The relationship between i, j and k are
thus similar to the cross product rules for unit cartesian vectors. As a result quaternions can
be used to efficiently express a rotation in three dimensional space. In our implementation
we store the orthogonal transformation used for plane projection in the form of a quaternion.
This is then quantized and stored as three numbers occupying 16 bits each. Each quaternion
is associated with the macroblock key of the corresponding enhancement layer node. During
the decoding process we use PCL functions and the quaternion to rotate the coordinates back
to their original values.

i2 = j2 = k2 = i jk =−1 (3.3)
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Chapter 4

Results

In this chapter we present the results from evaluating our codec using the framework de-
scribed in the previous chapter. The research questions we hoped to answer are first, to
identify modifications that can be made to existing octree based point cloud codecs to com-
press new dense and photorealistic datasets. To address this we implemented the enhance-
ment layer proposed by Ainala et al. [15]. We first validate our results against the findings
reported by Ainala et al to ensure we get the same result.

The second research question we hoped to answer was to detect and exploit temporal
redundancies in the enhancement layer. We detect these redundancies across successive
frames by examining the local flatness profile of point cloud geometry and re-use the de-
coded stream for similar patches across frames. We first demonstrate the benefit of adding
inter prediction to the enhancement layer by examining the incremental compression re-
sults with and without inter prediction. We then evaluate the overall effectiveness of our
approach by rigorously evaluating the compression performance in the same manner as a
proponent to the MPEG call for proposals. This procedure involves running our codec at
four different bit rates specified by MPEG and calculating the average benefit to objective
quality over the anchor at comparable bitrates.

4.1 Validation of the Implementation

We first validate our implementation of the proof of concept provided by Ainala et al [15]
after the integration with the MPEG anchor. The validation is done using the skiing dataset
scanned by Alexiadis et al in [16]. We set the parameters to the same level as Ainala at al
used in their implementation [15]. The octree level of detail was set to 6 and the flatness θ

was measured for each of the 22 occupied octree leaf nodes.
As seen from the figure 4.1 and figure 4.2 we can validate that the process of switching

to the enhancement layer and flatness calculation is the same in our implementation.
Next we set the flatness criteria for the enhancement layer to 0.05 and the octree depth

at which we switch to the enhancement layer to 6. For the same skiing dataset we record
the size of the encoded stream and the geometric distortion for the stream.

The results from table 4.1 indicate that that our implementation is similar, the difference
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Figure 4.1: Distribution of flatness θ across the nodes of the octree for the skiing dataset
from Ainala et al implementation [15]

can be attributed to changes in the MPEG anchor and the slightly different configurations
for the octree layer.

Codec used Size of compressed
output (bytes)

Geometry D1 dis-
tortion PSNR (dB)

MPEG Anchor 86893 77
Ainala et al [15]
enhancement layer

49305 73

Our implementa-
tion

48756 78

Table 4.1: Compression results for the skiing dataset [16] using the MPEG anchor, Ainala
et al’s implementation [15] and out implementation
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4.1. Validation of the Implementation

Figure 4.2: Distribution of flatness θ across the nodes of the octree for the skiing dataset
from our implementation
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4.2 Improvement of the Enhancement Layer

The second contribution of this thesis is the implementation of inter prediction to the en-
hancement layer. To measure the impact we use the top four bitrates of the longdress dataset
[19]. We calculate the BD PSNR at the same bit rates to calculate the average improvement
in PSNR offered by the enhancement layer with inter prediction as compared to the intra
coded enhancement layer. The rate distortion curves are shown in figures 4.3 to 4.7. We
observe a BD PSNR of 4.31% and 9.52% for geometry distortions calculated using the D1
and D2 metrics respectively. We also observe a BD PSNR of 9.92%, 12.84% and 15.90%
in the Y, U And V color channels respectively. This demonstrates an incremental benefit
to both geometry and attributes by employing inter prediction. We are able to retain more
information across the board while maintaining similar bit rates.

Figure 4.3: Geometry distortion PSNR using the D2 metric for the longdress dataset with
inter prediction
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Figure 4.4: Geometry distortion PSNR using the D1 metric for the longdress dataset with
inter prediction
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Figure 4.5: Attribute distortion PSNR for the Y channel in the longdress dataset with inter
prediction

Figure 4.6: Attribute distortion PSNR for the U channel in the longdress dataset with inter
prediction
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4.2. Improvement of the Enhancement Layer

Figure 4.7: Attribute distortion PSNR for the V channel in the longdress dataset with inter
prediction
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4.3 Results with inter prediction

In order to evaluate the enhancement layer inter prediction codec we use four datasets from
the MPEG CfP: Loot, Red and black, soldier and Queen [14].

We then use the evaluation spread sheet provided as part of the CfP. The octree and
enhancement layer configuration is modified so that we generate a decoded point cloud
at all the bit rates specified by the CfP with a 10% tolerance. We measure the D1 and
D2 geometry distortion (RMSD) and the attribute/color distortion using the evaluation tool
provided by MPEG. The results for our implementation are provided in table 4.3 and the
results for the MPEG anchor are mentioned in table 4.2 for comparison.

The rate distortion curves are then plotted for geometry and each color channel sepa-
rately. We use only the top 4 bitrates for each dataset as per the CfP. These have been shown
in figures 4.8 to 4.32.

Figure 4.8: Geometry distortion PSNR using the D2 metric for the longdress dataset
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Figure 4.9: Geometry distortion PSNR using the D1 metric for the longdress dataset

Figure 4.10: Attribute distortion PSNR for the Y channel in the longdress dataset
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Figure 4.11: Attribute distortion PSNR for the U channel in the longdress dataset

Figure 4.12: Attribute distortion PSNR for the V channel in the longdress dataset
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Figure 4.13: Geometry distortion PSNR using the D2 metric for the redandblack dataset

Figure 4.14: Geometry distortion PSNR using the D1 metric for the redandblack dataset
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Figure 4.15: Attribute distortion PSNR for the Y channel in the redandblack dataset

Figure 4.16: Attribute distortion PSNR for the U channel in the redandblack dataset
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Figure 4.17: Attribute distortion PSNR for the V channel in the redandblack dataset

Figure 4.18: Geometry distortion PSNR using the D2 metric for the soldier dataset
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Figure 4.19: Geometry distortion PSNR using the D1 metric for the soldier dataset

Figure 4.20: Attribute distortion PSNR for the Y channel in the soldier dataset
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4.3. Results with inter prediction

Figure 4.21: Attribute distortion PSNR for the U channel in the soldier dataset

Figure 4.22: Attribute distortion PSNR for the V channel in the soldier dataset
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Figure 4.23: Geometry distortion PSNR using the D2 metric for the loot dataset

Figure 4.24: Geometry distortion PSNR using the D1 metric for the loot dataset
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4.3. Results with inter prediction

Figure 4.25: Attribute distortion PSNR for the Y channel in the loot dataset

Figure 4.26: Attribute distortion PSNR for the U channel in the loot dataset
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Figure 4.27: Attribute distortion PSNR for the V channel in the loot dataset

Figure 4.28: Geometry distortion PSNR using the D2 metric for the queen dataset
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4.3. Results with inter prediction

Figure 4.29: Geometry distortion PSNR using the D1 metric for the queen dataset

Figure 4.30: Attribute distortion PSNR for the Y channel in the queen dataset
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Figure 4.31: Attribute distortion PSNR for the U channel in the queen dataset

Figure 4.32: Attribute distortion PSNR for the V channel in the queen dataset
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Stream
Name

Rate
(Mbit/s)

Geo.
MSE D1

Geo.
PSNR D1 (dB)

Geo.
MSE D2

Geo.
PSNR D2 (dB)

Color
Y PSNR (dB)

Color
U PSNR (dB)

Color
V PSNR (dB)

P00S20C04R05 53.74 1.58 63.00 0.33 69.79 31.61 35.22 33.35
P00S20C04R04 30.00 59.26 65.53 29.78 34.13 32.16
P00S20C04R03 15.50 6.30 56.98 1.61 62.93 28.66 33.46 31.43
P00S20C04R02 5.10 25.13 50.97 7.46 56.26 25.72 31.69 29.42
P00S20C04R01 1.50 100.40 44.96 32.38 49.88 23.67 30.53 28.15
P00S21C04R05 26.36 1.59 62.96 0.42 68.75 33.88 42.66 41.33
P00S21C04R04 16.00 59.59 64.92 32.37 41.51 40.14
P00S21C04R03 7.87 6.34 56.95 2.02 61.92 31.19 40.61 39.20
P00S21C04R02 5.00 53.60 58.19 29.93 39.45 38.13
P00S21C04R01 2.71 25.40 50.92 9.44 55.22 28.92 38.53 37.28
P00S22C04R05 29.73 1.48 63.27 0.40 69.02 33.53 38.28 27.52
P00S22C04R04 18.00 59.88 65.18 32.07 37.36 26.58
P00S22C04R03 8.87 5.92 57.25 1.91 62.20 30.93 36.65 25.84
P00S22C04R02 6.00 54.32 58.97 29.78 35.85 25.17
P00S22C04R01 2.97 23.67 51.23 8.79 55.57 28.57 35.00 24.46
P00S23C04R05 37.03 1.71 62.64 0.53 67.77 30.84 44.38 44.27
P00S23C04R04 20.00 58.75 63.26 29.06 43.49 43.31
P00S23C04R03 10.74 6.83 56.63 2.61 60.81 28.09 43.00 42.79
P00S23C04R02 6.00 52.76 56.52 26.58 42.20 41.97
P00S23C04R01 3.36 27.35 50.60 12.18 54.13 25.74 41.76 41.51
P00S24C04R05 42.60 1.56 63.05 0.38 69.21 27.34 30.62 28.82
P00S24C04R04 27.00 59.92 65.67 25.92 29.84 28.00
P00S24C04R03 12.60 6.23 57.03 1.81 62.40 24.60 29.12 27.24
P00S24C04R02 6.00 52.47 57.33 23.14 28.11 26.25
P00S24C04R01 3.87 24.93 51.00 8.48 55.69 22.67 27.78 25.93

Table 4.2: Objective quality results for the MPEG anchor

Stream
Name

Rate
(Mbit/s)

Geo.
MSE D1

Geo.
PSNR D1 (dB)

Geo.

MSE D2

Geo.

PSNR D2 (dB)

Color

Y PSNR (dB)

Color

U PSNR (dB)

Color

V PSNR (dB)
PnnS20C04R05 54.23 1.59 63.00 0.33 69.79 31.86 35.39 33.38
PnnS20C04R04 30.00 0.00 59.68 0.00 66.12 30.08 34.30 32.19
PnnS20C04R03 15.50 6.33 56.92 1.61 63.05 28.89 33.59 31.62
PnnS20C04R02 5.10 25.23 50.92 7.49 56.48 25.70 31.91 29.39
PnnS20C04R01 1.50 101.00 45.41 32.44 49.93 23.71 30.68 28.15
PnnS21C04R05 26.36 1.60 62.96 0.42 69.24 34.05 43.05 41.70
PnnS21C04R04 16.00 0.00 59.59 0.00 65.31 32.60 41.72 40.18
PnnS21C04R03 7.87 6.36 57.52 2.04 61.86 31.19 40.85 39.32
PnnS21C04R02 5.00 0.00 54.02 0.00 58.14 29.96 39.69 38.48
PnnS21C04R01 2.71 25.50 50.97 9.49 55.72 29.09 38.49 37.32
PnnS22C04R05 29.73 1.49 63.33 0.40 68.95 33.53 38.66 27.74
PnnS22C04R04 18.00 0.00 60.30 0.00 65.18 32.10 37.74 26.58
PnnS22C04R03 8.87 5.93 57.60 1.92 62.83 31.05 36.98 25.84
PnnS22C04R02 6.00 0.00 54.76 0.00 58.92 30.05 36.10 25.37
PnnS22C04R01 2.97 23.72 51.49 8.83 55.85 28.77 35.03 24.55
PnnS23C04R05 37.03 1.73 63.27 0.53 68.38 30.97 44.60 44.27
PnnS23C04R04 20.00 0.00 59.28 0.00 63.20 29.29 43.44 43.66
PnnS23C04R03 10.74 6.87 56.69 2.62 61.00 28.18 43.43 42.92
PnnS23C04R02 6.00 0.00 53.07 0.00 56.92 26.82 42.58 42.22
PnnS23C04R01 3.36 27.38 50.55 12.19 54.07 25.80 41.72 41.92
PnnS24C04R05 42.60 1.57 63.55 0.38 69.42 27.62 30.74 29.08
PnnS24C04R04 27.00 0.00 60.04 0.00 65.87 26.12 30.08 28.05
PnnS24C04R03 12.60 6.24 57.14 1.81 63.03 24.70 29.26 27.46
PnnS24C04R02 6.00 0.00 52.84 0.00 57.44 23.35 28.14 26.35
PnnS24C04R01 3.87 25.07 51.31 8.55 55.75 22.78 27.84 26.03

Table 4.3: Objective quality results for enhancement layer codec with inter prediction
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Top 4 points BD Rate (Piecewise Cubic)

Category Dataset
Geo. PSNR D1
(dB)

Geo. PSNR D2 (dB)
Color
Y PSNR (dB)

Color
U PSNR (dB)

Color
V PSNR (dB)

A Queen -0.77% -3.86% -7.89% -10.08% -7.76%
A 8i VFB Loot -4.78% -2.70% -4.74% -11.81% -5.50%

A
8i VFB
Red and Black

-6.47% -3.62% -3.30% -21.32% -1.53%

A 8i VFB Soldier -5.89% -1.74% -7.14% -16.79% -16.74%
B 8i VFB Long dress -2.97% -6.78% -7.26% -11.71% -11.23%
Overall Avg. for Class A -4.48% -2.98% -5.77% -15.00% -7.88%
Overall Avg. for Class B -2.97% -6.78% -7.26% -11.71% -11.23%
Overall Overall Average -4.17% -3.74% -6.07% -14.34% -8.55%

Table 4.4: BD PSNR results summary

Using the rate distortion results shown above we calculate the Bjontegaard Delta PSNR
for each dataset considered. These results have been shown in table 4.4. We observe a
significant difference in the results while using the D1 and the D2 metric for geometry
distortion especially in the Soldier and Longdress datasets. The average improvement to
geometry distortion using the D2 metric at similar bitrates is 3.74% (as compared to the
anchor). The differences is distortion benefits across the datasets is caused by the varying
flatness of local patches. This could be due to differences in the sensors and capture setup
used to create these datasets. The queen dataset for example is a synthetic object and is less
likely to have flat local surfaces. Other datasets such as the 8i Redandblack are naturalistic
and were captured by using an array of cameras and calculating the point locations using
photogrammetry. This process could have introduced flat local patches that our codec was
able to use to compress the cloud.

We also observe significant improvements in objective quality of the U and V color
channels, this can partly be attributed to the quantization scheme used for JPEG compres-
sion in the enhancement layer. In our implementation we are able to retain more information
in these channels while maintaining the same bitrates as the anchor.

The decoded point clouds for the same frame (frame15) from the longdress dataset have
been shown for rate point 3 at 13 Mbits/sec and rate point 5 at 42 Mbit/sec in figures 4.33
and 4.34 respectively. We can observe the loss of finer details in facial features and clothing
at the lower bit rate.

58



4.3. Results with inter prediction

Figure 4.33: Decoded point cloud at rate point 3

Figure 4.34: Decoded point cloud at rate point 5
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Chapter 5

Conclusion

In this chapter we summarize the work we have done, the contributions, results and provide
suggestions for future work.

In this thesis we worked on extending the state of the art MPEG anchor codec. This
codec is used as a reference for the MPEG call for proposals on point cloud compression.
The first contribution of this project is to implement the enhancement layer proof of con-
cept provided by Ainala et al [15] within the anchor framework. This is done to evaluate
the performance and suitability of this approach to the dense photorealistic point clouds
contributed by the members of the MPEG ad hoc group on point cloud compression. The
second contribution is to improve on this approach by adding inter frame prediction to the
enhancement layer so that additional compression can be achieved by exploiting temporal
redundancies. Our approach combines octree based point cloud coding with an enhance-
ment layer similar to scalable video coding and lossy color coding based on JPEG image
compression. Our approach offers an easy implementation and is parallelized.

The objective quality of point clouds compressed using our codec was rigorously tested
using the evaluation criteria applied to proponents of the MPEG call for proposals. We use
PSNR based quality metrics that were developed by adapting concepts from mesh and video
coding to point clouds.

We validated the implementation of the approach proposed by Ainala et al and verified
that the enhancement layer subdivision process provides the same result. We also checked
the size of the encoded stream and observed only small differences from their results on the
same dataset. This can be attributed to differences in the framework and in the configuration
settings used for the octree compression layer.

The results from comparing the all intra enhancement layer approach with our enhance-
ment layer inter prediction approach are promising. There are significant improvements as
demonstrated by the BD-PSNR. We observe an improvement of around 9.5% to objective
quality of geometry and 9.9% for the Y color channel at comparable bit rates. This com-
parison was done by plotting a rate distortion curve covering the top 4 bit rates specified by
MPEG using the longdress dataset.

Finally the comparison of our approach to the MPEG anchor demonstrates an improve-
ment over the current state of the art dynamic point cloud codecs by adding an enhancement
layer with inter prediction. We observe an overall improvement of 2.7 - 6.7% in geometry
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5. CONCLUSION

distortions at similar bitrates and an improvement of 6.1% , 14.3% and 8.5% in the Y, U
and V color channels respectively. There is a significant improvement to distortion in the
color channels, this is because of the quantization scheme used in JPEG compression. We
are able to retain more color information while operating at the same bit rates as compared
to the anchor. Our results also indicate that many local patches in the point cloud exhibit
flat characteristics, this can be a consequence of the nature of the capturing process used.

Figure 5.1: Compression artifact in the decoded stream introduced by inter prediction

Our implementation can be further improved by using the GPU to calculate the co-
variance matrix and performing the eigen decomposition in the enhancement layer using
platforms like Nvidia’s CUDA. The statistical compression used can also be improved by
training and using a learning based self adaptive entropy coding scheme such as the PAQ
coder. PAQ is a shallow neural network that uses context modeling coupled with arithmetic
coding.

Future work on compression of static point clouds can investigate improving the effi-
ciency of graph transform based approaches where attributes are modeled as signals on the
graph. Research into signal processing techniques for unorganized data can greatly benefit
point cloud compression. Efficient calculations and lossy signal representations are needed
to use this approach.

Future work on the compression of dynamic point clouds can greatly benefit from inter-
mediate representations between 3D meshes and point clouds. Further research is needed
to efficiently create such representations. An important criteria for such representations is
the need for them to be resilient to noise as identified by Pavez et al. [30]. This will help
in identifying correspondences across frames are further exploit temporal redundancies to
compress the point cloud stream.

There is also a need to improve the objective quality metrics used to evaluate point
clouds. The metrics currently in use do not correlate well to subjective quality and the

62



process of calculating normals for the D2 metric is too computationally expensive to be used
for rate distortion optimization. Further research into point cloud specific objective metrics
is needed. Some compression artifacts such as the artifact shown in figure 5.1 are difficult to
detect with the current objective metrics. If new efficient and perceptually relevant metrics
are developed we can detect such artifacts in real time and switch to intra coding to avoid
them. There is also a need for better post processing filtering for point clouds.

The effectiveness of using point clouds for AR/VR applications can be drastically im-
proved by standardization activities. There is a lot of variation introduced by the wide
variety of sensors used in the capture process and the rendering for different display sce-
narios. As a consequence it is a lot harder to create perceptually relevant distortion metrics,
in video coding for example the input and output representations are clear and as a result
metrics are relatively well defined and effective. The most effective representation for VR
and AR in the future can be a blend of different representations for different types of con-
tent rendered together in a single immersive environment. Point clouds codecs developed
in future research should be designed and assessed in this context.
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