
 
 

Delft University of Technology

Mixing and phase separation at supercritical and transcritical pressures

Hickel, Stefan; Matheis, Jan

Publication date
2017
Document Version
Final published version
Published in
10th International Symposium on Turbulence and Shear Flow Phenomena, TSFP 2017

Citation (APA)
Hickel, S., & Matheis, J. (2017). Mixing and phase separation at supercritical and transcritical pressures. In
10th International Symposium on Turbulence and Shear Flow Phenomena, TSFP 2017 (Vol. 2). Article 5C-4
TSFP.

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.



10th International Symposium on Turbulence and Shear Flow Phenomena (TSFP10), Chicago, USA, July, 2017

Mixing and phase separation at supercritical and transcritical pressures

Stefan Hickel

Faculty of Aerospace Engineering
Technische Universiteit Delft (TU Delft)

Kluyverweg 1, 2629 HS Delft, The Netherlands.
S.Hickel@tudelft.nl

Jan Matheis

Department of Mechanical Engineering
Technische Universität München (TUM)

Boltzmannstr. 15, 85748 Garching, Germany.
Jan.Matheis@tum.de

ABSTRACT
We have developed a thermodynamically consistent and

tuning-parameter-free two-phase model for Eulerian large-eddy
simulations (LES) of liquid-fuel injection and mixing at high pres-
sure. The model is based on cubic equations of state and vapor-
liquid equilibrium calculations. It can represent the coexistence
of supercritical states and multi-component subcritical two-phase
states via a homogeneous mixture approach without any semi-
empirical break-up and evaporation models. Computational re-
sults for liquid-fuel injection at transcritical operating conditions
are found to agree very well with available experimental data for
the ECN Spray A.

INTRODUCTION
We discuss the large-eddy simulation (LES) of high-pressure

liquid-fuel injection, with an emphasis on the physical modeling of
the turbulent mixing of supercritical and transcritical fluids. The
considered setup is based on the Spray A benchmark case of the
Engine Combustion Network (ECN) and consists of a cold dode-
cane jet (CH3(CH2)10CH3 at 363 K) that is injected with about
600 m/s into a warm nitrogen (N2) atmosphere at 900 K and a pres-
sure of 60 bar. This high pressure exceeds the critical pressure pc of
both components and results in a compressed liquid (p > pc, T < Tc)
and a gas-like (T > Tc, p > pc) state of the two pure species. How-
ever, the critical pressure of certain mixtures of the two species is
much higher than the critical pressure of the pure species and also
higher than the Spray A operating pressure, such that the mixture
locally enters a two-phase region and interfaces between liquid and
gas phases may appear during the mixing process. We refer to such
conditions as transcritical operating conditions.

Recent experimental data and theoretical studies of the ECN
Spray A have received considerable attention in the community,
see Dahms et al. (2013) and Dahms & Oefelein (2013), e.g., and
questioned the established paradigm of classic spray atomization
(primary and secondary breakup, evaporation of droplets) for high-
pressure and high-temperature fuel injection. Above certain pres-
sures and temperatures a dense fluid mixing with diminishing sur-
face tension was observed in the near-field of n-dodecane sprays,
see, e.g., Manin et al. (2014). With improved optical diagnostics,
Crua et al. (2015) pushed recently the boundaries above which this
transition takes place towards higher pressures and temperatures.
Hence, the nominal operating conditions of Spray A now seem to
be more within the subcritical regime. Moreover, their measure-
ments showed that the fluid does not reach the dense-fluid mixing
state instantaneously and classical evaporation does occur for some
time. Therefore, classical two-phase phenomena appear to be rele-
vant for high-pressure and high-temperature fuel injection and must
be taken into account by the physical models employed for simula-
tions.

Previous numerical simulations of ECN Spray A have either
modeled the spray with Lagrangian particle tracking (LPT) meth-
ods, that is, as a classical two-phase spray with sharp gas-liquid

interfaces evolving according to models for first- and secondary
breakup and evaporation, or with a single-phase dense-gas ap-
proach, arguing that the high pressure and temperature lead to a
diffusion-like mixing process with negligible surface tension. Both
approaches can be justified but have obvious limitations when ap-
plied to transcritical operating conditions that correspond to a tran-
sition regime between classical spray dynamics and miscible mix-
ing. Standard LPT methods are very efficient computationally and
yield impressive results for dilute two-phase flows, but the models
are sensitive to empirical calibration parameters and usually neglect
real-gas effects and dissolved ambient gases in the liquid fuel phase,
which can become substantial at high pressures (Balaji et al., 2011;
Qiu & Reitz, 2015). The single-phase dense-gas approach, on the
other hand, does not include the effect of phase separation and may
thus lead to unphysical or ill defined states if part of the flow is
subcritical.

To improve on these limitations, we have recently developed
a thermodynamically consistent detailed multi-species two-phase
model for the Eulerian LES of turbulent mixing under high pres-
sures (Matheis & Hickel, 2016, 2017). The thermodynamics model
is based on cubic EOS and vapor-liquid equilibrium (VLE) cal-
culations. It can represent multi-component supercritical states as
well as coexisting multi-component subcritical two-phase states in
a computational cell without empirical tuning parameters.

PHYSICAL MODEL
We solve the three-dimensional compressible multicomponent

Navier-Stokes equations in a fully conservative finite-volume for-
mulation for mass density ρ , linear-momentum density ρu, total-
energy density E = ρe+ 1

2 ρu ⋅u and partial mass densities ρYi of
species i = {1 . . .Nc}:

∂tρ +∇⋅(ρu) = 0 (1)

∂tρYi+∇⋅(ρYiu) =∇⋅Ji (2)

∂tρu+∇⋅(ρuu+ Ip) =∇⋅τ (3)

∂tE +∇⋅ [(E + p)u] =∇⋅(u ⋅τ −q) . (4)

The viscous stress tensor is modeled according to the Stokes hy-
pothesis for a Newtonian fluid as

τ = µ∇u+(∇u)T − 2
3

µ I ∇⋅u , (5)

with µ being the dynamic viscosity and I the unit tensor. We
model viscosity and thermal conductivity with correlations given
by Chung et al. (1988). The diffusional fluxes are calculated via
Fick’s law

Ji = ρDi∇Yi−Yi

N
∑
j=1

ρD j∇Y j , (6)
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where

Di =
1− zi

∑N
j≠i z jD−1

i j

(7)

is an effective binary diffusion coefficient for the diffusion of
species i into the rest of the mixture and zi denotes the mole frac-
tion of species i. The physical binary mass diffusion coefficients
Di j are modeled according to Chapman and Enskog theory (see e.g.
Prausnitz et al., 1998). The vector

q = −κ∇T −
N
∑
i=1

hiJi (8)

consists of heat conduction the enthalpy flux by species diffusion,
where κ is the thermal conductivity, T is the temperature, and hi is
the partial enthalpy of species i.

The thermodynamics model is based on the cubic Peng &
Robinson (1976) equation of state (PR-EOS),

p(v,T,z) = RT
v−b

− aα

v2+2bv−b2 , (9)

where the pressure p is a function of the molar volume v, tempera-
ture T and the molar composition z = {z1 . . .zNc}. Here and in the
following, all intensive thermodynamic properties are expressed as
molar quantities, denoted by ⋆. R is the universal gas constant. The
function α = [1+c0(1−

√
Tr)]2 accounts for the polarity of a fluid

and is a correlation of temperature T , critical temperature Tc and
acentric factor ω via c0 = 0.37464+1.54226ω −0.2699ω

2. The
parameter a = 0.45724(R2T 2

c /pc) represents attractive forces be-
tween molecules and the effective molecular volume is represented
by b = 0.0778(RTc/pc).

We use conventional mixing rules to extend the PR-EOS to a
mixture composed of Nc components. The parameters required in
the EOS are calculated from

aα =
Nc

∑
i

Nc

∑
j

ziz jai jαi j and b =
Nc

∑
i

zibi, (10)

with zi being the mole fraction of component i (overall or in the
liquid/vapor phase). The coefficients ai j and αi j are calculated with
combination rules given by Harstad et al. (1997). We calculate off-
diagonal elements using the same expression as for the diagonals
together with pseudo-critical parameters

Tc,i j =
√

Tc,iTc, j(1−δ
′
i j), (11)

pc,i j = Zc,i j(RTc,i j/vc,i j), (12)

Zc,i j = 0.5(Zi+Z j) , (13)

vc,i j =
1
8
[v1/3

c,i +v1/3
c, j ]

3
, (14)

ωi j = 0.5(ωi+ω j) . (15)

The binary interaction parameter δ
′
i j is set to zero for all simula-

tions. Caloric properties are computed with the departure func-
tion formalism based on an ideal reference state given by nine-
coefficient NASA polynomials (Goos et al., 2009) and analytical

departure integrals based on the PR-EOS, see, e.g., Poling et al.
(2000) and Matheis et al. (2016).

The single-phase frozen temperature (TF) is computed itera-
tively by minimizing the objective function

F =
e⋆−eF(TF ,ρ

⋆,z⋆)
e⋆

, (16)

with e⋆ = eLES, ρ
⋆ =ρ

LES
and z⋆ = zLES being the molar internal en-

ergy, molar density and overall molar composition that come from
the flow solver (after conversion to molar quantities). Once the tem-
perature is available, all other thermodynamic properties (e.g., pres-
sure for FC formulation) and derivatives (e.g., specific heats, speed
of sound, partial properties) can be calculated in a straightforward
manner.

The cubic EOS yield good accuracy and computational effi-
ciency for simulations of supercritical mixtures and single-phase
liquids or gases, see, e.g., Matheis et al. (2016). However, it is
important to note that the pressure and temperature resulting from
this single-phase model may correspond to unstable thermodynamic
states for mixtures that are actually located within the two-phase re-
gion.

We therefore perform vapor-liquid phase equilibrium (VLE)
calculations (c.f. Qiu & Reitz, 2014) for the local fluid composi-
tion and the equilibrium pressure and temperature. During each
time-step, density, internal energy and fluid composition within a
finite-volume cell are passed to a thermodynamic solver in which it
is tested whether this state corresponds to a point within or outside
the two-phase region. A mixture is considered stable at the cur-
rent temperature and pressure if and only if the total Gibbs energy
is at its global minimum (Michelsen & Mollerup, 2007). Whether
a split into two phases yields a decrease in the Gibbs energy, or,
in other words, whether the fluid state within a computational cell
lies within the two-phase region or not can be determined efficiently
with the Tangent Plane Distance (TPD) function (Michelsen, 1982).
If the result of the TPD test tells us that the single-phase mixture
is stable, then we apply the single-phase PR-EOS in a straightfor-
ward manner. If it turns out that the mixture is unstable, which
means that the fluid would prefer to exist as two phases separated
by an interface, then we solve the so-called isochoric-isoenergetic
flash problem (Castier, 2009). That is, temperature and pressure
are iterated until the sum (weighted by the phase fraction) of the
liquid-phase and vapor-phase densities and internal energies within
a computational cell corresponds to the overall internal energy and
partial densities that come from the flow solver. The corresponding
objective function for the two-phase equilibrium model is

F =
⎧⎪⎪⎨⎪⎪⎩

v⋆−vEQ(T, p,z⋆)
v⋆

,
e⋆−eEQ(T, p,z⋆)

e⋆
⎫⎪⎪⎬⎪⎪⎭

(17)

with e⋆ = eLES, v⋆ = vLES and z⋆ = zLES being the specific molar
internal energy and volume and overall composition in the corre-
sponding cell, respectively. In the innermost iteration loop, we solve
an isothermal isobaric flash problem, i.e., we calculate the VLE at
given temperature, pressure and overall composition. The neces-
sary condition of thermodynamic equilibrium is that the fugacity fi
of each component i is the same in the liquid (subscript l) and vapor
(subscript v) phase, i.e.,

fi,v(T, p,y) = fi,l(T, p,x) . (18)
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Figure 1: Blocking and grid resolution of the computational domain. Note the different scaling of top and bottom row.

We denote liquid and vapor phase mole fractions by x = {x1 . . .xNc}
and y = {y1 . . .yNc}, respectively. The material balance for each
component,

ψvyi+(1−ψv)xi = zi , (19)

with ψv being the overall molar vapor fraction, and the requirement
that mole fractions in the liquid and vapor phase must sum to unity,
or equivalently

Nc

∑
i=1

yi−xi = 0 , (20)

yield (2Nc +1) equations, which are solved for the unknown com-
positions x and y of liquid and vapor, and the molar vapor fraction
ψv. Equilibrium volume vEQ and energy eEQ are then obtained as

vEQ(T, p,z⋆) = ψvvv+(1−ψv)vl (21)

eEQ(T, p,z⋆) = ψvev+(1−ψv)el . (22)

Specific molar volumes (vv(T, p,y),vl(T, p,x)) and energies
(ev(T, p,y),el(T, p,x)) of the two phases are calculated with the
EOS (Eq. 9) and the departure function formalism, respectively.
Note that this model assumes that the phase-transition timescale is
small compared to the flow timescale. For more details we refer to
Matheis & Hickel (2016, 2017) and the literature cited therein.

NUMERICAL MODEL
The governing equations are discretized by a conservative

finite-volume scheme on an adaptive Cartesian grid. Effects of un-
resolved subgrid scales (SGS) are modeled by the adaptive local de-
convolution method (ALDM) of Hickel et al. (2014). The viscous
fluxes are discretized using a 2nd order central difference schemes,
and the 3rd order explicit Runge-Kutta scheme of Gottlieb & Shu
(1998) is used for time integration.

SETUP
All simulations have been performed in a rectangular domain

with the dimensions Lx = 56 mm (∼ 622Di) in the streamwise and
Ly = Lz = 28 mm (∼ 311Di) in the lateral directions. Di denotes the
injector diameter. An adaptive Cartesian blocking strategy with a
static local coarsening/refinement is used to allow for a varying grid
resolution along the spray break-up trajectory. The grid shown in
Fig. 1 consists of 2766 blocks with 7 grid refinement levels and a
total number of about 15.1 million cells. At the jet inflow a time
dependent mass flow rate is prescribed during the injection time of
1.5 ms. We do not prescribe any turbulent fluctuations at the in-
flow patch because the jet break-up process of the high-speed jet is
predominantly controlled by high shear forces and very high hydro-
dynamic pressure fluctuations. At the outlet we prescribe the static
pressure of 60 bar. All walls are modeled as adiabatic.

RESULTS
Figure 2 shows a temporal sequence of the early jet evolution

(24µs-144µs). The left column shows experimental data (diffused
back illumination), and the right column shows snapshots of the
temperature distribution for the LES. The liquid penetration length
is illustrated by the cyan iso-contour of the liquid volume fraction
LV F = 0.15%. We observe a very good qualitative agreement be-
tween experimental data and LES. At 24 µs the liquid n-dodecane
jet extends about 6 mm into the nitrogen atmosphere; at about 44 µs
the liquid length has reached its quasi-steady mean. Later points in
time illustrate the vapor evolution.

The spray structure in the near-nozzle field at a very early
state, 10 µs, 20 µs and 30 µs after injection start, is shown in
Fig. 3. The left column are instantaneous snapshots of the temper-
ature field (contour levels are shown for 363 K < T < 900 K, from
dark to light grey shades). Superimposed is the vapor volume frac-
tion distribution (from blue to red shades) for the two-phase region
within which the isochoric-isoenergetic flash problem was solved.
The right column are contours of the corresponding pressure fields
(5 MPa < p < 7 MPa, from blue to red shades). We see that the
dodecane-nitrogen mixture locally experiences pressures much dif-
ferent from the average ambient pressure. Even in the fully devel-
oped steady state we see pressure fluctuations in the shear layer in
the order of magnitude of +/- 10bar. For these harsh conditions
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Figure 2: Temporal sequence of the injection event: left column shows experimental data of Pickett et al. (2011a); right column
shows instantaneous snapshots of the temperature distribution for LES with conservative finite-volume vapor-liquid equilibrium
model. Liquid penetration length is illustrated by a LV F = 0.15% iso-contour.

during the startup phase, where the jet fluid accelerates from 0 to
600 m/s in about 10 µs, LES with a single-phase dense-gas thermo-
dynamic model usually require some kind of a stabilization method
that sacrifices energy conservation in some way. Our fully conser-
vative two-phase LES model, which allows to represent the coex-
istence of multicomponent subcritical two-phase states in a compu-
tational cell, surprisingly performs very well in terms of computa-
tional stability does not require any ad-hoc fixes.

One result of the VLE calculation are the vapor and liquid
volume fractions (VVF and LVF), which give us a non-arbitrary
quantitative definition of the jet boundary and its liquid core. Liq-
uid droplets, which are usually detected in experiments via Mie
scattering, can be expected at all locations with a VVF less then
one (and much larger than zero). We define the liquid core length
Ll as the rightmost location where the liquid volume fraction is
LV F = 0.01 and the vapor penetration length Lv as the rightmost
location where the dodecane mass fraction is YC12H26 = 1%. LES
results and experimental measurements for liquid and vapor pene-
tration trajectories are shown in Fig. 4. We observe an excellent

agreement of the vapor penetration trajectory, Lv, up to ∼ 0.8ms.
Slight deviations of the penetration depth at later times can be at-
tributed to effects of numerical and experimental boundary condi-
tions; the outflow boundary of the computational domain is indi-
cated in the figure. We also observe an excellent agreement of
Ll with the experimental time-resolved signal. It is important to
note that the measured Ll depends on the chosen threshold value.
Based on a thorough analysis based on Mie-scatter theory together
with assumptions on droplet diameters, Pickett et al. (2011a) con-
clude that the LV F threshold representing their liquid length is ex-
pected to be less than 0.15% at Spray A conditions. The exper-
imental time-averaged liquid length fluctuates by approximately
±1mm about the quasi-steady mean of 10.4mm; this value is in
excellent agreement with our LES data for the threshold value of
0.15%. In order to evaluate the sensitivity on the threshold value
we computed Ll for LV F = {3%,1%,0.15%,0.05%} and obtained
Ll = {8.83,9.91,10.40,10.49}mm, respectively.

In the experiment, the vapor penetration length is derived from
high speed schlieren images. The right panel of Fig. 4 shows an
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experimental and a numerical schlieren image, which are strikingly
similar. The numerical schlieren image is a contour plot of the ax-
ial density gradient ∂ρ/∂x spatially averaged along the z-direction.
The cyan and green lines represent the liquid core (LV F = 0.01)
and the jet boundary (YC12H26 = 1%). Quantitatively, a definition
of the vapor penetration depth by a 1% mixture fraction threshold
seems to slightly under predict the vapor penetration derived from
a schlieren image, mainly in the long term evolution. We therefore
do not recommend to track values larger 1%.

CONCLUSIONS
A detailed multi-species two-phase thermodynamic equilib-

rium model for the Eulerian LES of turbulent mixing at high pres-
sures has been presented and applied for LES of liquid-fuel in-
jection at transcritical operating conditions. The thermodynam-
ics model is based on cubic equations of state and vapor-liquid

equilibrium calculations. The model accounts for fuel compress-
ibility and effects associated with real-fluid thermodynamics, such
as the solubility of ambient gas into the liquid phase or variable
thermo-physical properties, and can accurately represent supercrit-
ical states as well as coexisting multi-component subcritical two-
phase states. The present approach yields a thermodynamically
consistent and tuning-parameter-free framework without any semi-
empirical break-up and evaporation models. The only input param-
eters required are the NASA polynomials, the critical properties,
and the acentric factor of each species, and, if available, the binary
interaction parameter.

The availability of the liquid volume fraction through the ho-
mogeneous mixture approach provides a non-arbitrary definition of
the liquid penetration length that can be linked to experimental mea-
surements. Computational results for the transcritical dodecane in-
jection ECN Spray A case demonstrate the excellent predictive per-
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formance of the model. We saw that the Spray A dodecane-nitrogen
mixture locally experiences pressures significantly below the nom-
inal operating pressure of 6 MPa when the jet accelerates from 0 to
600 m/s in just 10 µs. LES with our new fully conservative multi-
component two-phase equilibrium model did not show any stabil-
ity problems and yield numerical predictions that are in very good
agreement with available experimental data.

Taking transcritical phase separation into account by solving
the isochoric-isoenergetic flash problem on the fly improves accu-
racy, physical consistency and numerical stability of LES for high-
pressure liquid-fuel injection. However, one should also note that
this detailed thermodynamic model is computationally expensive;
LES with our present VLE implementation cost about four times as
much as a single-phase LES with the same real-gas EOS.
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