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Printed by CPI-Koninklijke Wöhrmann Print Service, the Netherlands.



To my beloved parents and wife.





Summary

Virtual humans are often designed to replace real humans in virtual reality applications
for e.g., psychotherapy, education and entertainment. In general, applications with vir-
tual humans are created for modifying a person’s knowledge, beliefs, attitudes, emotions
or behaviors. Reaching these intended goals, however, strongly depends on being able
to control the conversation in these applications. Obviously important aspects to con-
trol such a conversation are speech recognition and natural language understanding and
generation, but besides these aspects also the behavior of virtual humans and objects
in the virtual environment may potentially influence the simulated conversation, and
therefore, its effectiveness. Understanding which factors in a virtual environment may
affect the dialog between a human and a virtual human, and finding ways to control
the human experience and behavior during the conversation are the main aims of this
thesis.
Three main elements that characterize a conversation between a human and a vir-
tual human were identified, i.e., the surrounding environment, the virtual conversation
partner, and the virtual bystanders. Four separated empirical studies were conducted
to investigate the effect of these three main elements in the domain of virtual reality
exposure therapy for treating social anxiety disorders. The results show that priming
materials in the virtual environment such as videos and pictures have a guiding effect
on humans having a conversation with a virtual human. Also, emotions expressed when
the virtual human speaks are perceived as more intense than emotions expressed when
the virtual human listens, and emotions expressed while speaking had a larger effect
on people’s valence and discussion satisfaction. Furthermore, a positive attitude of the
virtual conversation partner, i.e., a happy facial expression while constantly looking at
the human conversation partner, and speaking with a positive voice intonation, elicits
a more positive emotional state in humans as compared to a negative attitude, i.e., an
angry facial expression while looking at the human conversation partner, and speaking
with a negative voice intonation. Similarly, a positive attitude of virtual bystanders to-
wards a person, i.e., happy facial expressions and whispering positive comments about
the person’s behavior, evokes more self-efficacy and less anxiety showing less avoidance
behavior in the person compared to a negative attitude of the bystanders, i.e., angry
facial expressions and whispering negative comments.

In conclusion, by manipulating virtual objects, the virtual conversation partner or vir-

tual bystanders, a therapist may affect the behavior, emotions and beliefs of a person.
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Samenvatting

Virtuele mensen zijn vaak ontworpen om echte mensen in virtual-reality toepassingen,
zoals psychotherapie, onderwijs en vermaak, te vervangen. Over het algemeen worden
virtuele mensen gemaakt om iemands kennis, aannames, houding, emotie of gedrag
te veranderen. Het bereiken van deze gestelde doelen hangt echter sterk af van de
mogelijkheid een gesprek te sturen. Belangrijke aspecten om zo’n gesprek te sturen
zijn vanzelfsprekend spraakherkenning en begrip van natuurlijk taalbegrip en generatie,
maar behalve deze aspecten kunnen ook het gedrag van virtuele mensen en objecten
in de virtuele omgeving het gesimuleerde gesprek potentieel benvloeden, en daarmee de
effectiviteit. Het begrijpen van welke factoren in de virtuele omgeving de dialoog tussen
mens en virtuele mens benvloeden en het vinden van manieren om menselijke ervaring
en gedrag te benvloeden tijdens een gesprek zijn de hoofddoelen van dit proefschrift.
Drie hoofdelementen die een gesprek tussen mens en virtuele mens karakteriseren wer-
den gedentificeerd, namelijk de omgeving, de virtuele gesprekspartner en de virtuele
omstanders. Vier onafhankelijke empirische studies zijn gedaan om het effect van deze
drie hoofdelementen in het domein van Virtual Reality Exposure Therapie voor de be-
handeling van sociale-angst stoornissen te onderzoeken. De resultaten laten zien dat
een voorvertoning van materialen in de virtuele omgeving zoals video’s en afbeeldingen
een leidend effect heeft op de conversatie met een virtuele mens. Emoties worden ook
als sterker ervaren wanneer een virtuele mens spreekt, dan wanneer een virtuele mens
luistert, en de geuite emoties tijdens het spreken hadden een groter effect op de positieve
of negatieve emotionele toestand en tevredenheid over de discussie. Een positieve houd-
ing van de virtuele gesprekspartner, dat wil zeggen een gelukkige gelaatsuitdrukking en
spreken met een positieve stemintonatie, wekt bovendien een meer positieve emotionele
toestand op in mensen, in vergelijking met een negatieve houding, dat wil zeggen een
boze gelaatsuitdrukking bij het aankijken van de gesprekspartner en spreken met een
negatieve stemintonatie. Zo leidt ook een positieve houding van de virtuele omstanders
ten aanzien van de persoon, dat wil zeggen een blije gelaatsuitdrukking en gefluisterde
positieve opmerkingen over de taakuitvoering van de persoon, tot meer zelfovertuiging
over de eigen bekwaamheid in de specifieke taak en tot minder angst door ook minder
vermijdingsgedrag te vertonen dan bij een negatieve houding van de omstanders, dat
wil zeggen een boze gelaatsuitdrukking en gefluisterde negatieve opmerkingen.

Concluderend kan gezegd worden dat een therapeut het gedrag, de emoties en aannames

van een persoon kan benvloeden door virtuele objecten, virtuele gesprekspartners of de

virtuele omstanders te manipuleren.
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Chapter 1

Introduction

Virtual humans are computer-generated characters that exist of a visual body
with a humanlike appearance and may express a range of observable behaviour.
They are often designed to replace actual humans in virtual environments for
e.g., entertainment, education, and psychotherapy. More specifically, virtual
humans can provide a human-like interface to information services (Vande-
venter and Barbour, 2010), act as a museum guide (Foutz et al., 2012; Kopp
et al., 2005), play characters in entertainment systems (Balcisoy et al., 2000;
Dow et al., 2007; Mateas and Stern, 2003), or act as a role player in train-
ing systems such as clinical interviews (Kenny et al., 2008), public speaking
(Slater et al., 1999), sales conversations (Muller et al., 2012), negotiation con-
versations (Broekens et al., 2012; Core et al., 2006; Traum et al., 2003), or an
army mission rehearsal system for teaching critical decision-making skills (Hill
et al., 2003). Ideally these virtual conversations are conducted through natural
language speech, but in practice synthetic speech was regularly implemented.
Virtual conversations in general have an intended purpose or goal, being the
modification of a person’s knowledge, beliefs, attitudes, emotions or behaviour.
The ability to control the conversation has a direct impact on the ability to
meet this intended goal. Besides aspects as speech and language processing
and generation, the behaviour of objects and characters in a virtual environ-
ment may potentially influence the simulated conversation, and therefore, its
effectiveness. Understanding which factors in a virtual environment affect the
dialog between a human and virtual human, and finding ways to control the
human experience and behaviour in a virtual conversation is the main aim of
this thesis.

Alessi and Huang (2000) suggest that virtual humans should be social, emo-
tionally expressive and interactive. That is, virtual humans should give an ap-
propriate response to human’s emotional states in terms of speech, facial, and
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2 Chapter 1. Introduction

body expression and should take cultural, educational and cognition aspects of
an individual into consideration. In order to realize this, a virtual human simu-
lation should integrate a diverse set of artificial intelligent technologies, includ-
ing speech recognition, natural language understanding and generation, dialog
management, non-verbal communication including animated facial expression
and body posture, and automated reasoning (Gratch et al., 2002; Swartout,
2006). Extensive research has already been devoted to the development of con-
versational virtual humans, e.g., in a chatting environment (Ahn et al., 2012),
as persuasive agents using body languages (Andre et al., 2011), as intelligent
tutors for the domain of negotiation and cultural awareness (Core et al., 2006),
as autonomous sensitive listeners (Kokkinara et al., 2011), in turn taking strate-
gies (Ter Maat et al., 2011), and in complex social scenarios involving multiple
participants and bystanders (Wang et al., 2013). However, at this moment in
time it seems still beyond the state of art to build virtual humans that match
the vast diversity and flexibility humans display in natural language communi-
cation.

On the other hand, even without matching the full capabilities of human dia-
log partners, various studies have demonstrated that people do react to their
virtual counterpart in a manner they would normally do to other humans (De
Melo et al., 2012; Garau et al., 2001; Pertaub et al., 2002; Reeves and Nass,
1996), thereby illustrating the general social effectiveness of virtual humans.
For example, Pertaub et al. (2002) found that people with a fear of public
speaking reported also anxiety when speaking to a virtual audience. Likewise,
Garau et al. (2001) showed that in remote meetings where people were rep-
resented by avatars communicated better when the avatars exhibited realistic,
task-appropriate eye-gaze behaviour. Also De Melo et al. (2012) found that peo-
ple disliked negotiating with angry virtual humans and tended to treat them
as dominant and uncooperative. Often in these cases, conversations with the
virtual human were set within a specific context or followed a defined storyline,
making them situational dependent. The advantage of a situational dependent
conversation is that it strongly limits the set of anticipated human responses.
This in turn makes it easier to build a virtual human that functions appropri-
ately. For example, for a course on mathematics the dialog can be expected
to centre on mathematics and learning, and is not expected to include com-
munication related to e.g., travelling to a foreign country. Even applications
that do not focus on information exchange, but on emotion modification, such
as virtual reality exposure therapy (VRET) for the treatment of social anxiety,
position a conversation in a social setting, with possible examples as giving a
presentation in front of an audience (Pertaub et al., 2002; Slater et al., 1999),
buying an item in a shop (Brinkman et al., 2011), having a job interview (Vil-
lani et al., 2012), or going on a blind date (Brinkman et al., 2012). Because
of the obvious advantages of using situational dependent communication, the
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research presented in this thesis used VRET for social anxiety as a case domain.

Social anxiety disorder, also referred to as social phobia, is one of the most com-
mon anxiety disorders, estimated to affect 12.1% of the US population (Ruscio
et al., 2008), 9.3% of the Dutch population (De Graaf et al., 2012), and 6.7%
of the European population (Fehm et al., 2005) during their lifetime. These
patients are very sensitive to scrutiny by others and feel embarrassed when
they are exposed to social or performance situations such as speaking in public,
entering a bar, shopping, having a blind date and undergoing a job interview
(American Psychiatric Association, 2013). The disorder is often treated with
cognitive behaviour therapy (Fava et al., 2001). The behavioural part of this
therapy includes exposure to social situations whereby patients are gradually
confronted with more anxiety evoking stimuli. Although exposure in real-life
(vivo) is effective (Heimberg et al., 1990, 1998), it also has a number of lim-
itations, such as the limited control of stimuli by the therapist, difficulties in
arranging appropriate situations, and the limited willingness of patients to ex-
pose themselves to these situations (Garcia-Palacios et al., 2007). Exposing
patients in virtual reality, often referred to as VRET, has therefore been put
forward as an alternative. Similar to exposure in vivo, exposure in virtual reality
confronts patients to anxiety provoking social stimuli in a gradual order, from
the least anxiety-evoking situation to the most extreme one. Key difference,
of course, is that patients in these virtual environments interact with virtual
humans instead of with real humans. Meta-analyses indicate that VRET is as
effective as exposure in vivo (Gregg and Tarrier, 2007; Parsons and Rizzo, 2008;
Powers and Emmelkamp, 2008) in treating some phobias such as fear of flying
and fear of height. Several studies (Anderson et al., 2013, 2005; Harris et al.,
2002; Klinger et al., 2005; Robillard et al., 2010) also found a positive effect for
exposure in virtual reality for the treatment of social anxiety disorder.

One of the noteworthy benefits of using VRET is that it enables therapists to
manipulate and control the feared situation and environment, not only between
sessions but also within one single session Emmelkamp (2013). But, control-
ling anxiety in the case of social phobia requires control on the communication
between the human patient and the virtual human(s) in the environment. As
this is far from trivial, most studies in this area avoid extensive automated
human-virtual human conversations. Instead, they follow situations primarily
involving monologues such as in public speaking (Anderson et al., 2005; Har-
ris et al., 2002; Klinger et al., 2005; North et al., 1998, 2002; Pertaub et al.,
2001, 2002; Slater et al., 1999), or they use precise scenarios for the communi-
cation such as when ordering food in a restaurant or a bar (Brinkman et al.,
2008; James et al., 2003), when having a one-way question-answer job inter-
view (Kwon et al., 2009), when shopping in a certain store, or when having
a blind date (Brinkman et al., 2012; Ter Heijden and Brinkman, 2011). As
mentioned before, the work presented in this thesis builds on this tradition of
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precise scenarios using situational dependent conversations.

Some research already studied specific anxiety arousing elements for social pho-
bic patients, including body posture (Anderson et al., 2003; Herbelin, 2005;
Klinger et al., 2004; Slater et al., 2006) and eye gazing of the conversational
partner (Herbelin et al., 2002; Riquier et al., 2002), the kind of narrative text
preceding the exposure (Brinkman et al., 2012), and general remarks made
by the virtual human (Brinkman et al., 2012). But also more environmental
aspects of the virtual world may affect the perceived anxiety in patients. In
general, three main elements may be identified that fully characterize a given
virtual setting. Taking figure 1 as a representative example, we may distin-
guish: (1) the surrounding environment, such as tables, picture frames on the
wall and televisions; (2) the virtual conversation partner, i.e., the virtual hu-
man who talks and listens to the human user (so, the girl in the middle of the
picture in figure 1); and (3) virtual bystanders, i.e., the virtual humans that
not directly take part in the conversation with the human user, but instead
are present in the background of the virtual world, talking for example to each
other or interacting with virtual objects. Potentially, all three main elements
may provide ways to control the virtual conversation, and therefore are studied
in this thesis.

1.1 Research question and hypotheses

Missing insights into how to use the three elements in a virtual world to control
the human experience and behaviour in virtual conversation within the setting
of VRET for the treatment of social anxiety lead to the main research question
of this thesis:

Can and in what way do the virtual surrounding, the behaviour of a virtual
dialog partner, and the behaviour of the virtual bystanders have an effect
on an individual who is engaged in a conversation with a virtual dialog
partner?

In order to answer this main research question, the three elements were empir-
ically studied in four separated studies, each examining their own hypothesis.
The first position argued for in this thesis relates to the surrounding environ-
ment and how it can affect the virtual conversation. Specifically, the concept
of priming is examined for its ability to limit the scope of possible human re-
sponses in order to create appropriate replies by a virtual human. Priming can
be seen as the incidental activation of a person’s knowledge structure which can
lead the person to exhibit specific behaviour and attitudes (Bargh, 2006; Bargh
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Figure 1.1: Social setting for a virtual conversation including the three key
elements studied in this thesis: the surrounding environment, the virtual con-
versation partner, and virtual bystanders.

et al., 1996). Various studies have examined the concept of priming such as in
daily television advertisement (Harris et al., 2009), with colour (Mayr et al.,
2009), or with temperature (Williams and Bargh, 2008), and these studies have
indicated that indeed priming may influence people’s behaviour. These results
were used as inspiration to use priming to the benefits of a virtual conversa-
tion, i.e., by driving the responses given by a human conversation partner in a
specific direction. Ideally, subliminal hints would stimulate people to mention
specific keywords, that then can easily be recognised by a computer, and lead
to an appropriate reply from a virtual human. In the context of VRET for
the treatment of social phobia, the conversational goal is emotion modification,
e.g., evoke social anxiety, and not the exchange of information. Therefore, us-
ing priming to influence what an individual would say in a conversation has no
negative impact on this goal. Thus, the first position argued in this thesis is
that priming cues such as videos and pictures can restrict the variety of human
responses to match a set of pre-defined keywords, each linked to an appropriate
reply from the virtual conversation partner making the flow of a conversation
more natural.

The second position put forward in this thesis relates to the effect the virtual
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human can have on the conversation. More specifically, we argue that the ef-
fect of the human perception of the emotion expressed by a virtual human,
i.e., the synthetic emotion, may depend on the phase of the conversation. The
emphasis of emotion expression largely depends on the application. Some vir-
tual reality applications, such as health coaches (Konstantinidis et al., 2009),
need an emotional expression of the virtual human during the speaking phase.
Other applications mainly benefits from emotional expressions during the lis-
tening phase, such as for a virtual audience in a public speaking environment
(Ling et al., 2013; Pertaub et al., 2002). Finally, in some applications emo-
tional expressions are important in both the speaking and listening phases,
such as for a conversational partner in job interviews (Brinkman et al., 2012).
Studies have investigated how humans perceive virtual human’s emotions dur-
ing the listening (Pertaub et al., 2002; Slater et al., 1999; Wong and McGee,
2012) and speaking phase (MacDorman et al., 2010; Qiu and Benbasat, 2005)
separately. To our knowledge, no study has directly compared how synthetic
emotions during both speaking and listening in virtual reality are perceived,
which would, of course, be relevant when considering a virtual conversation.
During the speaking phase, a virtual human talks and simultaneously expresses
emotions with both verbal and non-verbal behaviour including facial expres-
sion, gaze and head movement, while the listening phase is mainly dominated
by non-verbal behaviour to express emotion. This unbalance in channels to
express emotion posits that humans may perceive the emotion of a virtual hu-
man as more intense in the speaking phase than in the listening phase. As a
first step, the work presented in this thesis only looks at the valence dimension
of emotion, i.e., positive or negative affect, and therefore the second position
defended in this thesis addresses the perception of the valence intensity of an
emotion expressed by a virtual human while speaking or listening.

The aim of a virtual conversation as part of VRET for the treatment of so-
cial phobia is to elicit anxiety; therefore, next to have synthetic emotions that
are correctly perceived, the virtual human should also be able to elicit anx-
iety. Hence the third position of this thesis relates to humans’ responses to
and their satisfaction with the virtual conversation. Affective feedback plays
an important role in a conversation and it may cause supportive or defensive
responses from a listener in human-human communication (Gibb, 1961). Sim-
ilar results were found in virtual worlds (Burleson and Picard, 2007; De Melo
et al., 2012; Pertaub et al., 2002). For example, Burleson and Picard (2007)
found that a system with a virtual character that provided affective support
reduced frustration of less confident users. Maldonado et al. (2005) found that
a positive emotion expressed by a co-learner enhanced student’s learning gains
and enjoyment. Pertaub et al. (2002) found that a negative audience elicited a
significantly higher level of anxiety in their group of participants as compared
to a neutral or positive audience. This thesis therefore argues that a virtual
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human can elicit positive or negative affect in a human conversation partner,
and as such, may affect satisfaction towards the conversation. This ability of
virtual humans may allow therapists to have more options to control the anxiety
stimuli.

The fourth and last position of this thesis relates to the third element in a vir-
tual social setting, which are the virtual bystanders. These characters, although
present, do not directly take part in the conversation. They can be regarded
as intentional or unintentional observers of the social interaction. The effect
bystanders may have has extensively been studied in the past. For example,
Asch (1951) demonstrated their effect on people’s judgement, whereby people
have the tendency to comply with the majority view of bystanders. Another
effect bystanders can have is known as the social facilitation tendency (Geen,
1989) in that people perform better in the presence of others on a well-trained
task and worse on an untrained task. Finally, there is the phenomenon known
as the bystander effect (Darley and Latane, 1968). This refers to the observa-
tion that the likelihood a person would help a victim is inversely related to the
number of presented bystanders. In addition, observing others in a social con-
text is also an important way for people to learn as is postulated by the social
cognitive theory (Bandura, 1997, 2001) and is a central idea when it comes to
the development of people’s self-efficacy (Bandura, 1997), i.e., people’s belief
in their own ability to perform a certain task. The above mentioned effects
of bystanders have also been studied in virtual reality. Kozlov and Johansen
(2010) and Slater et al. (2013) were able to demonstrate that the bystander ef-
fect can be replicated in a virtual environment, whereas Park and Catrambone
(2007) demonstrated the ability to replicate the social facilitation phenomenon
in virtual reality. Furthermore, observing virtual humans perform certain ac-
tions, e.g., physical exercises, has also been suggested to affect the observers’
self-efficacy about these actions (Fox and Bailenson, 2009). Thus, the fourth
position defended in this thesis is that virtual bystanders can affect a person’s
beliefs and behaviour during a virtual conversation.

To conclude this section, from the main research question and the four main
tenets introduced, it is now possible to derive the following hypotheses that are
tested in this thesis:

1. Priming pictures and videos increase the chance that individuals use spe-
cific keywords in their answers when having a human-virtual human con-
versation.

2. The virtual human’s expressed valence is perceived as more intense in the
speaking phase than in the listening phase.

3. By expressing a positive or negative emotion, a virtual human can elicit a
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corresponding emotional state in a human conversation partner and affect
the satisfaction towards the conversation.

4. Virtual bystanders can affect a person’s beliefs and behaviour during a
virtual conversation.

1.2 Methodology and thesis structure

In order to test the first hypothesis, regarding priming people to mention a
specific keyword in their answer, two experiments were conducted. The first
experiment examined whether priming worked in a real life conversation. Once
that was established, the second experiment was conducted to demonstrate that
this effect could be replicated in virtual reality. In the first experiment, twenty
participants were asked to answer a number of open questions. Prior to the
session, participants watched priming videos or unrelated videos. During the
session, they could see priming pictures or unrelated pictures on a whiteboard
behind the experimenter who asked the questions. The second experiment
shared the same experimental setting, but was carried out in virtual reality
instead of in the real world. Twenty participants were asked to answer questions
from a virtual human when they were exposed to priming material, i.e., videos
and images in the virtual environment, before and/or during the conversation
session. In both experiments the participants’ answers were analysed in terms of
the number of times they mentioned a word from the target set. The empirical
studies and their results are described in Chapter 2.

Chapter 3 describes an empirical experiment testing the second hypothesis re-
garding the perception of a conversational virtual human. As part of this exper-
iment, two validation studies of the stimuli were first conducted: validating the
emotion expressed in voice and whether the intensity differences in the nonver-
bal emotional behaviour during listening and speaking could be distinguished.
For the main experiment, 24 participants (12 Chinese, 12 non-Chinese) were
recruited and asked to rate the valence of seven different emotional expressions
(ranging from negative over neutral to positive during the speaking and lis-
tening phase) of a Chinese virtual lady who also spoke only in Chinese. The
perceived valence in the speaking and listening phase was analysed, as well as
the effect of cultural difference on perceived valence.

In order to test the third hypothesis, a within-subjects empirical study with
six conditions using the same Chinese virtual lady as in Chapter 3 was con-
ducted. For each condition, the virtual lady’s emotions in the listening and
speaking phase were different, including positive, neutral and negative emotions.
Twenty-four Chinese participants were recruited and exposed to all the six con-
ditions, with a different conversation topic in each condition. A presence ques-
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tionnaire, the dialog satisfaction questionnaire and the Self-Assessment Manikin
questionnaire were administered after each conversation with the virtual hu-
man. During the conversation, participants’ dialog length and physiological
data such as heart rate and skin conductance were recorded. The experiment
and its results are described in Chapter 4.

The last hypothesis regarding the effect of virtual bystanders was tested with
twenty-six participants exposed to four virtual English lessons to practise speak-
ing in English. The virtual students in the classroom represented the virtual
bystanders in this social setting. Each lesson consisted of two phases; in the
first phase, the virtual English teacher asked four virtual peer students ques-
tions about everyday life issues, while in the second phase, the participants
were requested to answer four questions from the virtual English teacher. The
four lessons were created by manipulating two within-subjects variable: (1) the
bystanders’ attitude towards the virtual peer speakers, and (2) the bystanders’
attitude towards the participants when they were answering questions of the
teacher. The virtual students’ attitude, which could either be positive or neg-
ative, was expressed mainly by facial expressions and by comments whispered
between the bystanders. A questionnaire measured the participants’ anxiety,
self-efficacy and beliefs after each session. To measure physical arousal, physio-
logical data such as heart rate and skin conductance were again collected during
the exposure. To measure avoidance behaviour, the length of the participants’
answers was recorded and analysed. This study and its results are presented in
Chapter 5.

The conclusions that can be drawn from the studies presented in this thesis are
discussed in Chapter 6, including also the main contributions of this research
and suggestions for future research.
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Having a free speech conversation with virtual humans in a virtual environ-
ment can be desirable in virtual reality applications such as virtual reality
exposure therapy and serious games. However, recognizing and processing
free speech seems too ambitious to realize with the current technology. As
an alternative, pre-scripted conversations with keyword detection can han-
dle a number of goal-oriented situations as well as some scenarios in which
the conversation content is of secondary importance. This is, for exam-
ple, the case in virtual reality exposure therapy for the treatment of people
with social phobia, where conversation is for exposure and anxiety arousal
only. A drawback of pre-scripted dialog is the limited scope of user’s an-
swers. The system cannot handle a user’s response, which does not match
the pre-defined content, other than by providing a default reply. A new
method which uses priming material to restrict the possibility of the user’s
response is proposed in this paper to solve this problem. Two studies were
conducted to investigate whether people can be guided to mention specific
keywords with video and/or picture primings. Study 1 was a two by two
experiment in which participants (n = 20) were asked to answer a num-
ber of open questions. Prior to the session, participants watched priming
videos or unrelated videos. During the session, they could see priming pic-
tures or unrelated pictures on a whiteboard behind the person who asked
the questions. Results showed that participants tended to mention more
keywords both with priming videos and pictures. Study 2 shared the same
experimental setting but was carried out in virtual reality instead of in the
real world. Participants (n = 20) were asked to answer questions of a
virtual human when they were exposed to priming material before and/or
during the conversation session. The same results were found: the sur-
rounding media content had a guidance effect. Furthermore, when priming
pictures appeared in the environment, people sometimes forgot to mention
the content they typically would mention.
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2.1 Introduction

Virtual reality (VR) is being used increasingly to support cognitive behavior
therapy (CBT) especially for exposure exercises. With the advantages of low
cost, convenient manipulation and repeatability, virtual reality exposure ther-
apy (VRET) is receiving increasing scientific and public attention (Anderson
et al., 2001, 2004; Krijn et al., 2004b; Szegedy-Maszak, 2004). The feeling of
being immersed, or otherwise stated the feeling of being ‘present’ in the virtual
reality, is an important concept in virtual reality. Without a certain level of
presence, the required anxiety level cannot be obtained by the therapy. Presence
is the key element to make patients perceive virtual objects, events, entities and
environments as if the technology was not involved in the experience (Lombard
et al., 2000). A lack of presence is seen as one of the reasons for the relatively
high dropout rate for some VRET (Krijn et al., 2004a).

In VRET for individuals with social phobia, interaction between a patient and
a virtual human, i.e., a virtual human needs to arouse a certain level of social
anxiety (Robillard et al., 2010). Regulating the response of the virtual human
automatically to the required realistic level based on the patient’s behavior can
be hardly realized with current speech processing technology. In current VRET
systems, the responses are usually controlled by the therapist, who also needs
to monitor the patient in order to deliver the appropriate treatment, which
increases the workload of the therapist (Brinkman et al., 2010). To alleviate
this workload, integration of a keyword based dialog manager into a VRET
system has been proposed (Ter Heijden et al., 2010). Compared to the human
control, maintaining the conversation between patient and virtual human with
keyword detection seems a promising alternative to reduce the workload of the
therapist and at the same time, evoke social anxiety at an appropriate level for
the patient (Ter Heijden and Brinkman, 2011).

In order to use a dialog manager, usually the dialog content needs to be pre-
defined. Figure 2.1 shows an example of a dialog structure. The dark blocks
are the computer’s responses and the light blocks are the possible types of user
response. These types are distinguished by the keywords that appear in the
user’s response and are linked with the corresponding computer response.

The main limitation of a pre-scripted dialog manager is that it can only handle
a user’s response that is in the pre-defined database. Of course, it is possible to
define a default response to each question, such as “That’s interesting! Tell me
more.” However, the default response is normally ambiguous. Users may have
the feeling that the computer does not really respond to what they are saying.
The default response should therefore be only a last remedy. However, if the
variety of the user’s responses can be restricted to match the set of pre-defined
keywords better, the efficiency of the dialog manager could be improved.
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Figure 2.1: Example of a dialog structure; the dark blocks are the computer’s utter-
ances, while the light blocks represent the user’s responses. All possible responses are
pre-defined.

Since the computer’s response is linked to keywords, two actions can be taken to
improve the pre-scripted dialog system: (1) increase the number of keywords in
the pre-defined database, or (2) limit the range of responses users are likely to
give. Method 1 is a possibility, however an extensive set of keywords is needed.
On the other hand, method 2 seems to limit the users’ free will, which is not
desirable for all applications. For an application such as speech recognition for
dictation, method 2 is not desirable. However, for VRET, speech recognition
is mainly used to evoke the anxiety patients experience when they are engaged
in social interaction.

As a branch of cognitive therapy, VRET inherits the assumption that problem-
atic feelings are different from feelings in general. The problematic feelings are
not evoked by reality or certain events, but by the person’s cognition about
them (Emmelkamp et al., 1992). As long as the conversation is going on, the
anxiety provoking stimuli will exist and the system will work well. Therefore
it is less important to capture the true meaning of what the patient is saying.
Besides, it is less relevant that a person provides an unbiased opinion. So for
a VRET system method 2 might be a convenient solution as long as people do
not experience that their free will is limited.

In other words, keyword-based speech recognition with a limited set of keywords
seems an appropriate technology for evoking anxiety by giving the patient the
experience of a social interaction with a virtual human, on condition that the
patient uses the right keyword. Displaying a list of keywords for the patient to
choose from by reading them aloud may result in almost perfect speech recogni-
tion, still this might not make the conversation natural (Brinkman et al., 2008).
Another approach would be to take advantage of the virtual environment which
can be easily controlled. Cues can be integrated into the virtual environment
during the conversation between a patient and a virtual human, priming the
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patient to use the pre-defined keywords in his or her answers. For example, if
“Paris” is a keyword, there could be a picture of the Eiffel Tower on the wall.
With an elaborate virtual environment that includes multiple priming elements,
the patient will not have the feeling that his or her free will is limited.

To make this approach successful, people should be influenced sufficiently by
these cues to use the expected keywords. The key question therefore is, can
priming be used effectively in a VR environment to influence user’s responses
in a conversation with a virtual human?

Two experiments that address this question are described in this paper. The
first experiment was conducted in a real-life setting, and focused on the question
whether priming is noted in a conversation at all. Having an effect in real life
is seen as a pre-condition for extending the study into a VR environment. The
second experiment examined whether picture and video priming influenced a
user’s answers during a conversation with a virtual human.

This paper is structured as follows. First, it discusses related work and the the-
oretical background for social phobia, virtual reality exposure therapy, speech
processing, priming, the concept of presence and how it can be measured. Next,
the paper introduces the two experiments, including the experimental setting,
the procedure and the results. Finally, the results are discussed and some con-
clusions are given.

2.2 Theoretical Background

2.2.1 Social Phobia and Exposure Therapy

Social phobia is one of the most often occurring anxiety disorders: 12.1% of US
population (Ruscio et al., 2008), 9.3% of Dutch population (De Graaf et al.,
2012) and in general 6.7% of the European population (Fehm et al., 2005) are
affected by social phobia during their lifetime. Patients with social phobia suffer
from a strong fear of one or more social situations, such as speaking in public,
entering a room full of people, shopping, etc. They are afraid of embarrassing
themselves in social situations, they feel uncomfortable and try to avoid being
exposed to social situations (American Psychiatric Association, 2000).

CBT is often offered as a treatment for social phobia (Fava et al., 2001). Pa-
tients are gradually exposed to actual real-life social situations (vivo) or are
asked to imagine a social situation (vitro) such as ordering food in a restau-
rant. Although exposure in vivo, the gold standard, it is an effective treatment,
it still has some limitations: the unpredictability of the daily social situation, its
dependency on other people in the surrounding (Emmelkamp et al., 2002), and
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also the effort involved in organizing the social event (Robillard et al., 2010).

2.2.2 Virtual Reality Exposure Therapy

Virtual Reality technology matured fast in recent decades. The steady increase
of computer speed and the improvement of display quality now allow for virtual
worlds that are realistic enough to evoke anxiety, though patients are aware
that what they see is not real, especially in the situation where they feel phobic
(Emmelkamp et al., 2001; Walshe et al., 2005).

Exposing people to virtual reality to treat their phobia is considered as a good
alternative to traditional exposure in vivo. Similar to exposure in vivo, patients
are subjected to anxiety-provoking stimuli in a gradual order, from the least
anxiety provoking stimulus to the most anxiety provoking one. The patients
cannot avoid those stimuli and they are allowed to get used to it gradually
(Feske and Chambless, 1995; Taylor, 1996; Gould et al., 1997). VRET offers a
safer, less costly treatment than exposure in vivo (Klinger et al., 2005; Robillard
et al., 2010). It has being studied for treating a number of phobias such as fear
of flying (Muhlberger et al., 2003; Rothbaum et al., 1996), fear of height (Krijn
et al., 2004b; Rothbaum et al., 1995), fear of special insects (Carlin et al.,
1997; Garcia-Palacios et al., 2002; Botella et al., 2005), and treatment of post-
traumatic stress disorder (Difede and Hoffman, 2002). Recent meta-analyses
indicate that VRET is as effective as exposure in vivo (Gregg and Tarrier,
2007; Parsons and Rizzo, 2008; Powers and Emmelkamp, 2008) in treating some
phobias such as fear of flying.

Due to the social nature of social phobia, human behavior seems crucial to
evoke anxiety. Therefore, compared to VR worlds for other types of phobia,
developing a VR world for the treatment of social phobia comes with its own set
of challenges such as realistic virtual humans that face patients. So far, most
research focuses on a small set of specific social situations such as speaking
in front of a group of virtual humans (North et al., 1998; Slater et al., 1999;
Pertaub et al., 2001; Harris et al., 2002; North et al., 2002; Pertaub et al., 2002;
Anderson et al., 2005; Klinger et al., 2005; Slater et al., 2006b) or ordering food
in a restaurant or a bar (James et al., 2003; Klinger et al., 2004). The variety in
virtual human’s behavior is then usually limited to the body posture (Anderson
et al., 2003; Herbelin, 2005; Klinger et al., 2004; Slater et al., 2006a) and eye
gazing (Riquier et al., 2002; Herbelin et al., 2002). Moreover, verbal responses
of the virtual human are often limited to a small set of pre-recorded responses,
or exist of a live voice over by the therapist. A new approach, however, is to
use a large set of responses supported by a dialog manager system (Ter Heijden
and Brinkman, 2011; Brinkman et al., 2012).
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2.2.3 Speech Processing and Dialog Manager

Using speech recognition to analyze what the patient is saying and automat-
ically selecting an appropriate virtual human response is a potential way to
reduce the workload of the therapist.

Research on free speech conversation between man and machine has a rela-
tively long tradition. An early version of conversation agents are chatbots.
A chatbot is a computer program primarily designed for casual conversation
(Weizenbaum, 1966; Hutchens and Alder, 1998; Wallace, 2009). Chatbots sim-
ulate an intelligent conversation with one or more human users via auditory or
textual methods (Quittner, 1997). The use of sophisticated natural language
processing for a chatbot seems ineffective since the speech recognition of oral
user input itself is still problematic. The ideal speech recognizer which converts
human speech into text words is not existing yet (Jurafsky and Martin, 2000),
not to mention free speech processing.

The conversational agents such as real estate agents (Cassell et al., 1999), e-
retail (McBreen and Jack, 2001) and automated phone reservation systems
(McTear et al., 2005) are goal-oriented. They simply scan for keywords within
the input and pull a reply with the most matching keywords, or the most similar
wording pattern, from a predefined textual database. Other conversational
agents like TRINDI (Larsson, 2000) are task-oriented, which means they act
on specific information in the dialog context. Although most of these agents
have already been put into practical use nowadays, none of them can really
understand the real meaning of the casual conversation.

More recent research also focused on patients in virtual reality exposure therapy
for social phobia. These studies used automatic keyword detection with semi-
scripted dialog controlled by a computer algorithm (Ter Heijden et al., 2010;
Ter Heijden and Brinkman, 2011). The virtual humans can determine their
responses depending on the keywords in the patient’s responses. The goal of this
approach is to increase a feeling of having an actual free speech conversation,
opposite to the situation where the patient reads aloud one of four sentences
displayed on a screen (Brinkman et al., 2008). To make the patient’s response
more predictable, the scenario focuses on specific topics, e.g., a presentation
on democracy. However, for these scenarios, there still is a high chance that a
patient does not mention any pre-scripted keyword. In that case, the system has
to fall back to a default response. In order to avoid this situation, the chance
that a patient says certain keywords should be increased without making him or
her feel forced or limited during his or her conversation with the virtual human.
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2.2.4 Priming Theory

Priming can be seen as the incidental activation of a person’s knowledge struc-
ture that can lead the person to specific behavior and attitudes (Bargh et al.,
1996; Bargh, 2006). The use of priming to guide people towards specific ver-
bal responses seems an appropriate mechanism to bias users in favor of giving
responses that include specific keywords.

In semantic priming, the prime and the target are from the same semantic cate-
gory and share features (Ferrand and New, 2003). For example, the word dog is
a semantic prime for wolf, because both are similar animals. Semantic priming
is theorized to work because of spreading activation in neural circuits in the
brain (Reisberg, 2006). When a person thinks of one item in a category, similar
items are stimulated by the brain. Even if they are not words, morphemes can
also prime for complete words that include them (Marslen-Wilson et al., 1994).
An example of this would be that the morpheme ‘psych’ can prime for the word
‘psychology’.

Various studies have examined the concept of priming (Ortells et al., 2006;
Sperber et al., 1979; Rosch, 1975; Williams and Bargh, 2008; Harris et al., 2009;
Yap et al., 2011), such as daily television advertisement priming (Harris et al.,
2009), masked picture priming with precise time control (Marzouki et al., 2007,
2008), colour priming (Mayr et al., 2009) and temperature priming (Williams
and Bargh, 2008). Among these studies, some priming experiments are related
to virtual reality (Pena et al., 2009; Nunez and Blake, 2003), but most of them
explore the theory underlying the priming phenomenon. To our knowledge there
are no studies that use priming in the context of supporting question-answer
dialogs in virtual reality, or even in reality.

2.2.5 Presence

The concept of presence contains several very different facets. Generally it cov-
ers two sub-concepts: physical (or spatial) presence and social presence (IJssel-
steijn et al., 2000; Von Der Putten et al., 2012). Physical presence refers to the
“sense of being in the virtual environment rather than in the environment in
which one is physically located” (Witmer et al., 2005). Social presence refers to
the feeling of being together with another person (Biocca et al., 2001) or the il-
lusion of sharing the same physical space (Riva et al., 2003). This study focused
on physical presence since there is no communication between participants and
other real humans. Slater (2009) refers to physical presence as ‘Place Illusion’,
which contributes to realistic responses in the virtual environment. A high level
of presence would elicit responses in the virtual environment similar to the ones
in the real world. If priming in the context of supporting question-answer di-
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alogs works in reality, this should yield a similar effect in a high immersive
virtual environment.

Different approaches have been taken to measure presence and generally there
are two categories: subjective measurement, i.e., self-reporting during or af-
ter the exposure in the virtual environment and objective measurement, i.e.,
physiological or behavioral response. By far the most common measurement of
presence reported in literature is the subjective post-test rating. This type of
test is easy and inexpensive to apply, and regarded as an effective approach to
measure the concept of presence (IJsselsteijn et al., 2000; Insko, 2003). Another
advantage of a subjective post-test rating is that it does not interfere with the
user’s experience while in the virtual environment. On the other hand, there
are also several limitations to a post-test self-reported measurement. First, it
is prone to result into social desirable responses. Participants may guess what
the investigator examines, and which outcome he or she expects. They may
answer according to or contrary to these predictions (Von Der Putten et al.,
2012). Reliability problems have also been shown (Freeman et al., 1999). Sec-
ond, presence is considered a phenomenon which occurs during the exposure
in a virtual environment, a post-experimental test of presence may be more
influenced by events towards the end of the immersion. To overcome this is-
sue some researchers use a real-time approach to measure presence (Freeman
et al., 1999), e.g., by asking people about their presence experience while being
immersed. However, interruptions while being immersed can also affect the
presence experience (Hartanto et al., 2012).

Objective measures based on participants’ behavioral or physiological responses
(e.g., gestures, posture, proxemics, skin conductance, heart rate) can be as-
sessed during the experience of presence. If the participants behave in the
virtual world as if they are in an equivalent real world, this means they expe-
rience presence. However, a problem with behavioral measures is that there is
little likelihood that a behavioral measurement is suitable in all environments
(Sanchez-Vives and Slater, 2005). The main problem with physiological mea-
surement is that several different stimuli could produce the same changes in
physiological measures (Insko, 2003), and it is not suitable for virtual worlds
in which physiological responses are not obvious (Sanchez-Vives and Slater,
2005). Additionally, a pre-measurement is required to offset physiological mea-
surements in the experimental condition, for example with a neutral (stressor
free) virtual world (Busscher et al., 2011).

In the current study, the main focus is on evaluating whether in a virtual world
individuals show a similar response pattern to primed and no-primed questions
as individuals would do in the real world. This could directly contribute to
enhancing human-virtual human conversations. To recreate such priming im-
pact, a sufficient level of presence in the virtual world seems a prerequisite.
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Therefore the study also included an additional subjective presence measure-
ment by asking individuals to complete the post-test subjective Igroup Presence
Questionnaire (IPQ) (Schubert et al., 2001). This questionnaire is widely used
(Alsina-Jurnet and Gutierrez-Maldonado, 2010; Freire et al., 2010; Krijn et al.,
2004a; Ling et al., 2013). Therefore, our results can be compared to other stud-
ies. The availability of an online IPQ dataset1 made it possible to examine if
at least a similar level of presence was obtained in our experiments as reported
in other studies. Failing to do so, would give a probable cause if the priming
impact would not be replicated in a virtual world. To keep real world and
virtual world conditions similar, the presence measurement was obtained after
the exposure to the virtual world, thereby avoiding potential priming inter-
ference. As no obvious physiological effects between priming and non-priming
conditions were expected, physiological measurements were not regarded as an
effective mean to measure presence in this study.

2.2.6 Hypotheses

In order to test the effectiveness of priming for a question-answer dialog situ-
ation, two studies described in the following sections were conducted. Study 1
took place in a real-world setting and Study 2 took place in virtual reality. The
two studies aimed at testing the effect of videos and pictures in priming a topic
in a limited conversation scenario. Study 1 was a pre-condition of study 2, and
seen as a contrast if the priming had no effect in virtual reality.

Pictures and videos were chosen as priming material for two reasons, (1) they
were easy to find and commonly seen in daily life, and (2) they could be easily
integrated in the virtual environment. As priming material, pictures and videos
also played a different role in the experiments. Pictures were used as continuous
priming stimulus during the conversation, while the videos were used for upfront
priming, as they were only shown before the conversation. The three hypotheses
tested in the two experiments were:

H1. (a) priming videos increase the chance that individuals use specific key-
words in their answers when having a real-life conversation, (b) priming pictures
increase the chance that individuals use specific keywords in their answers when
having a real-life conversation.

H2. (a) priming videos increase the chance that users use specific keywords
in their answers while having a conversation with a virtual human in virtual
reality, (b) priming pictures increase the chance that users use specific keywords
in their answers while having a conversation with a virtual human in virtual
reality.

1http://www.igroup.org/pq/ipq/data.php
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H3. (a) priming videos prevent people to give otherwise common answers, (b)
priming pictures prevent people to give otherwise common answers.

Hypothesis 3 considers a potential side-effect of priming, namely that users are
less likely to give common answers if they are primed to give a non-common
answer.

2.3 Study 1, Human-Human dialog

Study 1 focused on testing the influence of video and picture priming in a
real-world setting, in which two persons had a conversation on a certain topic.

2.3.1 Experiment Design

The content of the videos and pictures was specially selected for the experiment.
The stimuli could be related to the questions of the interviewer, and act as a cue
towards specific answers, or the stimuli could be totally unrelated to the topic
of the conversation. Therefore, there were two independent variables (video /
pictures and related / unrelated), which led to four conditions as can be seen
in table 2.1.

Table 2.1: Experiment Conditions

unrelated picture related picture

unrelated video condition 1 condition 3
related video condition 2 condition 4

The experiment had a two-by-two within-subject design and each participant
experienced the four conditions. To avoid potential learning effects, four differ-
ent conversation topics were prepared. The order, in which the four conditions
were presented, was counterbalanced in a reduced Latin square (Denes and
Keedwell, 1974), while the topics were assigned randomly to the conditions.
Participants faced an interviewer to talk about these four topics. Before they
had a conversation on a topic, two videos were shown to the participants (in
another room, as shown in figure 2.2(b). During the conversation, pictures
were attached on a whiteboard right behind the interviewer, as shown in figure
2.2(a). Participants were not informed about the priming aspect of the videos
or the pictures. Even the interviewer could not see the pictures behind him
and he was not informed about the specific keywords either, which made this
experiment double-blinded. The pictures were changed by the experimenter
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(a) with picture (b) with video

Figure 2.2: Priming with Picture/Video in Real World.

without informing the participant who was watching the videos in the other
room.

In the condition with priming pictures, seven related pictures were placed on a
whiteboard together with seven unrelated pictures as a diversion. In the condi-
tion with unrelated pictures, all 14 pictures on the whiteboard were unrelated.
In the condition with priming videos, two videos were related to a question of
the interviewer. In the condition with unrelated videos, the content of the two
videos was not related to the topic of the discussion.

2.3.2 Materials

Four topics, i.e., Democracy, Dogs, France and Penguins, were used. Each topic
comprised seven main questions. For each question an answer with specific
keyword was identified, which was chosen from a set of possible answers to
that question. A picture corresponding to such a keyword was shown in the
related picture condition. In the case of the topic Democracy, for example,
there was one question “Could you name me some world famous politicians?”.
The keyword here was “Kennedy”. In the related picture condition, a picture
of John F. Kennedy was shown on the white board. The related picture was
expected to trigger participants to mention that keyword. In the unrelated
picture condition, however, a poster of the 3D movie “UP” was shown instead.

In the related video condition, Kennedy’s famous “moon landing speech” was
shown, while in the unrelated condition, a card trick video was shown. Whereas
there was one picture for each question, there were only two priming videos for
each topic, corresponding to two questions and consequently two keywords.

Suitable keywords for each question were chosen via a small pilot experiment.
All questions were put in the database of a chatbot. 14 pilot participants were
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asked to have a chat with the chatbot through MSN and their answers were
recorded. Based on the frequency by which a keyword was mentioned in the
answers, a keywords was selected. Not the most frequent, but the second most
frequently mentioned keyword was used. This was done to avoid a potential
ceiling effect and to test hypothesis 3. For example, for the question on the
famous politician, there was a high chance that participants would mention the
current US president Barack Obama with or without being primed. Priming
for a less obvious response would make the effect of priming, therefore, more
noticeable in the analysis.

2.3.3 Procedure

The participant was asked to sit in the room with a white board. In the room,
the procedure was explained. During this phase, only unrelated pictures were
hanging on the white board. After the explanation, the participant was asked
to go next door to see two short videos (as shown in figure 2.2(b)). After the
participant left the room, the experimenter changed the pictures on the white
board.

When the videos were finished, the participant came back to the room with the
whiteboard, where the interviewer asked him/her the seven questions related
to the topic. The order of these questions was randomly assigned. The answers
were recorded. When the conversation was finished, the participant was asked
to go to next door’s room again to watch new videos. The experimenter quickly
changed the pictures on the whiteboard again, after which the participant was
questioned about the next topic when he or she was back in the room. This
routine continued until all four topics were finished.

At the end of the experiment, a questionnaire was filled out by the participants,
asking whether they had noticed that some pictures or videos were related to the
topic, and whether these pictures and videos helped them in the conversation.

2.3.4 Participants

As the dialogs were in Dutch, all selected participants were Dutch speakers
(native speakers or people who had at least 5 years of experience in speaking
Dutch). Twenty participants took part in the experiment (3 females, 17 males)
ranging in age between 25 and 55 years (M = 28.00, SD = 7.33). All partici-
pants were recruited from Delft University of Technology, 2 were undergraduate
students, 10 were master students, 6 were PhD researchers and 2 were univer-
sity staff. All participants voluntarily took part in this experiment. They only
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received a small gift (less than 5e) after the experiment.

2.3.5 Results

There were seven main questions per conversation topic, and each of them had
a related keyword. Considering that in the priming conditions, the priming
material was shown before and during the entire conversation on a topic, there
were no question specific priming elements. In other words, there was a chance
for the participants to mention a keyword on one particular question, while
the priming was originally meant for another question. In the example of the
topic on Democracy, most of the priming pictures hanging on the whiteboard
were about politicians. When the participants were asked about the famous
politician, they could mention any of the politicians shown on the whiteboard
besides John F. Kennedy. In other words, successful priming was achieved
when the participants mentioned any of the keywords belonging to that topic
regardless if the keyword was originally linked to another question. Therefore
the number of targeted keywords, which a participant mentioned throughout
the complete conversation on a topic, was used in the analysis. This Keywords
Hitting Number per topic (KHN) ranging from zero to seven, was the main
measure to test hypothesis 1. In order to examine the effect of priming with
videos or pictures, an MANOVA was conducted with KHN as dependent vari-
able and the video and picture conditions (i.e., related vs. unrelated) as two
independent within-subject variables. The results showed a significant main
effect of priming with pictures (F (1, 19) = 7.12, p = .015), and also of priming
with videos (F (1, 19) = 16.47, p = .001). No significant two-way interaction
between pictures and videos (F (1, 19) = .05, p = .728) was found.

Figure 2.3 and table 2.2 show that on average more keywords were mentioned
in the conditions with the priming pictures or videos than in the conditions
with unrelated pictures or videos. The result seems to support hypothesis 1.
No significant effect was found between the condition with only video priming
and the condition with only picture priming (t(19) = 1.48, p = .154). Analysis
of the questionnaire indicated that all 20 participants noticed that the videos
and pictures were related to the conversation topics. Furthermore, a binomial
test found that a significant (p = .041) majority, i.e., 15 of the 20 participants
reported the pictures as helpful. This was not found (p = .503) for videos where
only 12 participants reported the videos as helpful.

To conclude, the results of study 1 suggest that priming with videos or pictures
can result in answers with a specific keyword. The next question was whether
it also had a similar effect in a virtual reality environment.
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Figure 2.3: Effect of priming with pictures and videos in the real world based on
the mean value of the number of keywords hit per topic and per priming condition,
including the 95% confidence interval.

Table 2.2: Means, Standard Deviations and Bounds in terms of KHN of different
conditions in study 1

95% Confidence Interval
Condition Mean Std. Deviation Lower Bound Upper Bound

unrelated picture & unrelated video 1.80 0.89 1.38 2.22
unrelated picture & related video 2.90 1.25 2.31 3.49
related picture & unrelated video 2.45 1.32 1.83 3.07
related picture & related video 3.40 1.39 2.75 4.05

2.4 Study 2, Human-virtual human dialog

Study 2 was an extension of study 1, aiming at testing the priming influence
of the videos and pictures in a virtual environment, while a person had a chat
with a virtual human on a specific conversation topic. Exactly the same video
and picture content, topic questions and experimental setup as in study 1 was
used. The interviewer was replicated in a virtual human, as shown in figure 2.4.

2.4.1 Experiment Design

The independent variables were exactly the same as for study 1, i.e., the re-
lated/unrelated pictures and videos. The difference was that all pictures and
videos were now shown in a virtual reality environment. The pictures were
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(a) Photo (b) Virtual Human

Figure 2.4: Experimenter and his virtual human.

embedded in a virtual picture frame, and the videos were embedded in a vir-
tual television (figure 2.6(b)). The experiment had again a two-by-two within-
subject design, with four counterbalanced conditions in a reduced Latin square
(Denes and Keedwell, 1974) and four randomly assigned conversation topics,
similar to study 1.

2.4.2 Materials

As mentioned before, topics were Democracy, Dogs, France and Penguins.
Questions and keywords were also the same as before. Questions were pre-
recorded. The virtual humans in the virtual environment randomly posed the
question and played the recorded question out after the participants pressed
the space bar.

2.4.3 Procedure

A small room created with 3Ds MAX was chosen for this experiment, as shown
in figure 2.5. During the experiment, participants sat on a big sofa in the middle
of the room (A) while answering the questions of the virtual human who was
sitting in front of them on another sofa (B). Right behind the virtual human
was a white wall (C) where the pictures were hanging. The participant was
able to see the pictures when he or she faced the virtual human. The television
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Figure 2.5: Top View of the Virtual Room for the Experiment.

was put down in a corner of the room (E), with a sofa faced to it on which
the participant watched the videos (D). After the participant had seen the two
videos, he or she was automatically navigated from sofa D to sofa A through
path F. Once the participant was sitting in front of the virtual human, the
dialog started.

The virtual human’s model was obtained from the Vizard Complete Characters
Package2 and the face part was specially modeled using FaceGen3. It was
generated based on a three-view photo of the interviewer (figure 2.4(a), 2.4(b)).
The questions of the virtual human were pre-recorded with the voice of the
interviewer from study 1. The 3D models (the room and the virtual human)
were controlled by Worldviz Vizard4 3.0 with programming language Python
2.4.

Participants wore an eMagin5 Z800 Head-Mounted Display (HMD) to observe
the virtual world. The eMagin Z800 is a USB-powered immersive display device,
with a resolution of 800 × 600 pixels. With a build-in 360-degree advanced
head tracker, the participant could turn his or her head freely to perceive all
the pictures and videos (figure 2.6(a), 2.6(b)). The whole conversation with the
virtual human was recorded and the participants were asked to complete two
questionnaires after they finished all four conditions: (1) the same questionnaire
as for study 1, and (2) the Igroup Presence Questionnaire (IPQ) (Schubert et al.,

2http://www.worldviz.com/products/characters/vcc/index.html
3http://www.facegen.com
4http://www.worldviz.com
5http://www.emagin.com

http://www.worldviz.com/products/characters/vcc/index.html
http://www.facegen.com
http://www.worldviz.com
http://www.emagin.com
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(a) with picture (b) with video

Figure 2.6: Priming with Picture/Video in Virtual World.

2001). This self-reported presence questionnaire was employed at the end of
Study 2 to avoid interfering with the priming effect during the immersion in the
virtual environment, and so to create a similar condition in the virtual world.

2.4.4 Participants

The participants were again native Dutch speaking people or individuals with
at least 5 years of experience in speaking Dutch. Eight female and twelve male
participants took part in the experiment. Their age ranged from 18 to 55 years
(M = 27.65, SD = 7.64). All participants were recruited from Delft University
of Technology. From the participants, 11 were undergraduate students, 5 were
graduated students, 1 was a PhD researcher and 3 were university staffs. None
of them participated in study 1. All the participants voluntarily took part
in this experiment. They only received a small gift (less than 5e) after the
experiment.

2.4.5 Results

Data Analysis of Study 2

Table 2.3 shows the result of the Igroup Presence Questionnaire obtained at
the end of the experiment, representing the general presence score over all four
conditions which the participants experienced. To examine whether the virtual
world established a reasonable level of presence, the overall IPQ score was com-
pared to the online IPQ data set6 for a non-stereoscopic HMD, a procedure also

6Downloaded on June 9th, 2011. For comparison data see http://www.igroup.org/pq/

http://www.igroup.org/pq/ipq/data.php
http://www.igroup.org/pq/ipq/data.php
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applied in other studies (Ter Heijden and Brinkman, 2011; Ling et al., 2012).
A MANOVA test was conducted using data source as independent variable
and the IPQ general presence and its three subscales (spatial presence, involve-
ment and realism) as dependent variables. No significant difference was found
between the online dataset and the IPQ ratings obtained in this experiment
(F (4, 28) = 1.57; p = .210), which suggested that participants could immerse
themselves at a level that corresponds to presence level reported in other virtual
worlds. Assuming this as a reasonable level, the priming material should work
in the same way as it had in the real world.

Table 2.3: Means and standard deviations for Igroup Presence Questionnaire

95% Confidence Interval
Subscales Mean Std. Deviation Lower Bound Upper Bound

General Presence (g1) 3.57 1.47 2.94 4.20
Spatial Presence (sp) 3.23 1.30 2.67 3.79

Involvement (inv) 2.82 1.46 2.20 3.45
Realism (real) 2.06 0.99 1.64 2.48

As in study 1, KHN was taken as the main measure. An MANOVA was con-
ducted with KHN as dependent variable and pictures and videos as indepen-
dent within-subject variables. The results showed a significant main effect for
priming with pictures (F (1, 19) = 13.5, p = .002), and for priming with videos
(F (1, 19) = 20.15, p < .001). No significant two-way interaction between pic-
tures and videos (F (1, 19) = 0.33, p = .577) was found. Again no significant
effect was found between the condition with only video priming and the condi-
tion with only picture priming (t(19) = −.33, p = .748).

Figure 2.7 and table 2.4 show that on average more keywords were mentioned
in the conditions with priming pictures or videos than in the conditions with
unrelated pictures or videos. This seems to confirm the second hypothesis.
Furthermore, the results of the questionnaire indicated that all participants
had noticed that the videos and pictures were related to the conversation topics.
Again a binomial test found a significant (p = .012) majority, i.e., 16 out of 20
participants reported the pictures as helpful. No significant (p = .263) majority,
i.e., 13 out of 20 participants, reported the videos as helpful.

Comparison of Study 1 and Study 2

Both studies had a similar setup, except for the experimental environment,
which was the real world in study 1 versus a virtual world in study 2. In order to
study the potential effect of the environment, a MANOVA was conducted on the
KHN measure, taking environment as a between-subject variable, and video and

ipq/data.php
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Figure 2.7: Effect of priming with pictures and videos in the virtual world based on
the mean value of the number of keywords hit per topic and per priming condition,
including the 95% confidence interval.

Table 2.4: Means, Standard Deviations and Bounds in terms of KHN of different conditions
in study 2

95% Confidence Interval
Condition Mean Std. Deviation Lower Bound Upper Bound

unrelated picture & unrelated video 1.10 0.91 0.67 1.53
unrelated picture & related video 2.10 1.12 1.58 2.62
related picture & unrelated video 2.20 1.44 1.53 2.87
related picture & related video 2.95 1.73 2.14 3.76

picture again as two within-subject variables. As expected, the analysis found
a significant main effect for picture (F (1, 38) = 20.57, p < .001) and for video
(F (1, 38) = 35.47, p < .001). No significant main effect (F (1, 38) = 3.49, p =
.070) was found for environment, nor were the two-way interactions between
video and environment (F (1, 38) = 0.22, p = .641), and between picture and
environment (F (1, 38) = 1.37, p = 0.249) significant. Finally, also the three-
way interaction between the independent variables (F (1, 38) = 0.03, p = .871)
was not significant.

The third hypothesis stated that priming prevents people from giving otherwise
common answers. The common answer to a question was defined as the answers
that were most often given by all participants to that specific question. An
arbitrary top of 40% was chosen, excluding the answers primed for, or answers
like “don’t know”. Since for most of the questions, there was more than one
common reply, a standardisation was done for each question. For example,
in the situation that a question had three common replies, if a participant
mentioned two of these common replies in his or her answer, it was counted as
0.66 overlap between the answer given and common replies for this question.
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Figure 2.8: Mean percentage of overlap between the responses given with the top 40%
of common responses for each of the priming conditions. The whiskers represent the
95% confidence interval.

An MANOVA test was conducted using the overlap with the top 40% common
replies averaged over the seven questions of a topic as dependent variable. The
related/unrelated videos and pictures were again taken as independent within-
subject variables. Since no difference was found for environment, the data of
the two studies were combined in this analysis. The result showed a significant
difference for priming with pictures (F (1, 38) = 5.54, p = .024). However, for
the video priming content, no such difference was found (F (1, 38) = 0.22, p =
.640). The analysis did not show a two-way interaction effect between videos
and pictures (F (1, 38) = 1.12, p = .296). Figure 2.8 and table 2.5 show that
the percentage of overlap with common replies dropped in the condition with
related pictures as compared to the condition with unrelated pictures. This
result seems therefore to support only hypothesis 3b.

Table 2.5: Means, Standard Deviations and Bounds of overlap between the responses given
with the top 40% of common responses in different conditions

95% Confidence Interval
Condition Mean Std. Deviation Lower Bound Upper Bound

unrelated picture & unrelated video 0.495 0.197 0.431 0.559
unrelated picture & related video 0.494 0.202 0.431 0.556
related picture & unrelated video 0.422 0.176 0.368 0.475
related picture & related video 0.450 0.170 0.400 0.500
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2.5 Conclusion and Discussion

This paper puts forward three hypotheses regarding increasing and preventing
specific answers in a conversation scenario by priming. Hypothesis 1 seems
to be confirmed as (a) priming videos and (b) priming pictures increased the
chance that the individuals used specific keywords in their answers in a real-
life conversation. Similarly, hypothesis 2 was supported for conversations with
a virtual human in a virtual environment. Important to mention is that no
instructions were given to the participants that they should give a specific
answer. As all participants noticed that some pictures and videos were related
to the topic, it seems likely that some participants might have given, what they
thought, socially desirable answers. This, of course, would be their own choice
and not compromise their perception of free will. A majority of the participants
found the pictures helpful. The majority of the people found the videos helpful,
however, this result was not significant. As the videos were only relevant for
two of the seven questions within a discussion topic, their objective usefulness
was also smaller compared to that of the pictures, which were relevant to all
questions.

Priming with videos and pictures in the virtual world seems as effective as in the
real world. If there would have been a difference between a virtual world and
the real world with a large effect size, e.g., d = 0.8, this study would have had a
67% chance to find it (Cohen, 1992). However it was not found. Still the virtual
world in this experiment was not an exact copy of the real world. Therefore
additional noise could have been created, making the comparison of virtual
and real world statistically less powerful. On the other hand, the self-reported
presence ratings in this study were comparable to the online IPQ dataset. This
result suggests that it was likely that the virtual world did successfully establish
enough presence in the participants to evoke a similar priming effect in the
virtual world compared to the real world.

With regard to the third hypothesis, only support was found for the effect of
the pictures as they were able to prevent individuals from giving otherwise
common answers. This suggests that designers of virtual worlds that include
conversations, have to consider the potential effect that pictures or objects may
have on the user. Even if designers do not plan to use priming material, their
objects in the virtual world may already influence what people say to a virtual
human.

The findings of this study reveal new insights on priming in VR dialogs that
can be of practical use to virtual reality exposure therapy or video games. With
several pictures in the virtual world or with a short video containing elaborate
content, users can be restricted in their conversation up to a certain level, such
that it makes the experience of having a conversation with a virtual character
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more smooth, robust, and hence, natural.

Since there was no significant two-way interaction between videos and pictures,
including both videos and pictures as priming material in an application does
not seem to have an additional added value. Only using videos as priming
material has the advantage that no further manipulation of the VR world is
needed during the therapy session or game. Showing several short videos be-
forehand can already achieve a significant priming effect. However, it might be
relatively hard to find a suitable video that primes towards all questions in the
conversation. A self-made video might therefore be an interesting alternative.
Compared to videos, the advantage of using pictures is that they are much
easier to be generated with the appropriate content.

It should also be noticed that the participants were not primed for the most
common replies on the questions in the experiment. This was done on purpose
to avoid a potential ceiling effect. In an actual application, however, priming
the most common reply is more appropriate, and may even result in higher
keyword hit rates than the result obtained here.

In the experiment priming was done by hanging the pictures on a wall behind
the virtual human without any prior knowledge on how much attention these
pictures would get. With eye-tracking equipment, however, it is possible to
measure where people are actually looking at, and regions of interest may be
determined (Redi et al., 2011). It would be interesting to explore to what extent
priming can be further enhanced by putting the relevant pictures in the viewer’s
regions of interest.

As an alternative to pictures, priming can potentially be done by using 3D
objects as furniture or decoration. This extension increases the freedom of
manipulation in priming elements even further. As a consequence, it is possible
to repeat exposure of a patient to the same VR world multiple times. Even
if the patient talks about the same topic with the virtual human, by changing
the priming elements, the content of the conversation can be totally different,
exposing the patient to a new experience.

Moreover, it is possible that during an interactive dialog with a virtual human,
participants experience a higher level of presence in a primed condition than
in an unprimed condition. Since priming may yield a more smooth, natural
conversation between the user and the virtual human. The user may be less
distracted by system limitations, and therefore, may be more easily immersed
in the virtual environment. The current experiments did not include interactive
communication between the user and the virtual humans, and so, the effect of
priming on presence needs to be studied in future experiments.

Like any empirical study, this study also has a number of limitations. First, the
participants did not suffer from social phobia. Therefore, additional research
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with a group of socially phobic people is needed before making any firm claim
about the generalization of our findings to this group. Socially phobic people
might be sensitive to socially important cues, such as whether the virtual hu-
man looks at them, or whether the virtual human shows a negative attitude
towards them (Clark and McManus, 2002). These negative social interactions
are likely to motivate patients not to look directly at the virtual human (Chen
et al., 2002; Horley et al., 2003; Herbelin et al., 2002; Herbelin, 2005). How-
ever, it is not clear whether these patients prefer to gaze at other objects in the
environment instead of the virtual human. It is also not clear whether gazing
towards objects in the environment results in giving more (or less) attention to
the priming elements in the room. Moreover, the patients’ attention and infor-
mation processing may be more biased towards specific information because of
their higher anxiety level (Amir, 2003), as such reducing the priming effect. To
evaluate the viewing behavior of socially phobic people, an eye-tracking device
could be used.

Another limitation was that the experimental set-up did not allow a clear com-
parison between priming before and during the conversation as different stimuli
were used, i.e., video versus pictures. Furthermore, the duration of the priming
was different for the pictures and the videos. And the videos only focused on
two keywords while the pictures focused on all seven keywords.

Despite these shortcomings the results clearly show that priming people before-
hand or placing priming material in an environment can increase the number
of specific keywords that individuals mention in their communication. This
finding opens the door to automatic free speech in VR environments that can
be used for the therapy of social phobia patients.
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Virtual reality applications with virtual humans, such as virtual reality ex-
posure therapy, health coaches, and negotiation simulators, are developed
for different contexts and usually for users from different countries. The
emphasis on a virtual human’s emotional expression depends on the ap-
plication; some virtual reality applications need an emotional expression
of the virtual human during the speaking phase, some during the listen-
ing phase and some during both speaking and listening phases. Although
studies have investigated how humans perceive a virtual human’s emotion
during each phase separately, few studies carried out a parallel compar-
ison between the two phases. This study aims to fill this gap, and on
top of that, includes an investigation of the cultural interpretation of the
virtual human’s emotion, especially with respect to the emotion’s valence.
The experiment was conducted with both Chinese and non-Chinese partici-
pants. These participants were asked to rate the valence of seven different
emotional expressions (ranging from negative to neutral to positive dur-
ing speaking and listening) of a Chinese virtual lady. The results showed
that there was a high correlation in valence rating between both groups of
participants, which indicated that the valence of the emotional expressions
was as easily recognized by people from a different cultural background as
the virtual human. In addition, participants tended to perceive the vir-
tual human’s expressed valence as more intense in the speaking phase than
in the listening phase. The additional vocal emotional expression in the
speaking phase is put forward as a likely cause for this phenomenon.
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3.1 Introduction

To create a feeling of being “present” in virtual reality is essential to the suc-
cess of many virtual reality applications such as training (Broekens et al., 2011),
coaching (Rizzo et al., 2011), therapy (Brinkman et al., 2012), and games (Is-
bister, 2006). A feeling of being “present” in virtual reality may be achieved by
making the virtual reality environment as natural as possible. Human-computer
interaction, including human-virtual human interaction, is inherently natural
and social (Reeves and Nass, 1996), and so, is an essential component in the
realism of the virtual environment. Without proper behavior of the virtual hu-
man, users may not be able to “suspend disbelief” and the effectiveness of the
virtual reality application will decrease.

Considering the importance of emotion in human-human communication, emo-
tion may also help people to establish a better relationship with virtual human
(Reeves and Nass, 1996). As Picard et al. (2001) argues, without some emo-
tional skills, machines will not appear intelligent when interacting with people.
Therefore, multiple technologies to give virtual human the abilities of generating
human acceptable expressions have been developed in recent decades (Ersotelos
and Dong, 2008).

Different applications require different levels of emphasis on how the virtual
human express their emotions. Even when implemented in only part of the
application, emotional expressions can be effective. In a health coach applica-
tion, for example, the virtual human might mainly need to speak to motivate
the user, and emotional expressions during speaking are most important. In a
virtual reality exposure therapy for fear of public speaking, the virtual human
only needs to listen, and so, emotional expressions while listening are most im-
portant. In some applications, such as for a role playing game or a negotiation
simulator, the full range of speaking and listening is used and might benefit
from emotional expressions. Studies on generating and evaluating the emo-
tional agents normally only focus on either listening (Slater et al., 1999; Wong
and McGee, 2012) or speaking (MacDorman et al., 2010; Qiu and Benbasat,
2005). Studies that do include both speaking and listening, (e.g., Core et al.,
2006; Broekens et al., 2012a; Link et al., 2006) focus mainly on the conversation
and communication as a whole, and do not separately investigate the speak-
ing and listening phase of the whole conversation. To our knowledge, no study
has directly compared the impact of emotional expressions during speaking and
listening in virtual reality. In the current study, the virtual human’s valence
state was manipulated while she was speaking and listening from negative to
positive, and the impact on the participants’ perception was examined.

Besides the difference between listening and speaking, culture might also be
an important factor for a designer to consider as many applications are used
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all across the world nowadays. Especially for some virtual reality applica-
tions, such as virtual reality exposure therapy for patients with social phobia
(Brinkman et al., 2012), it is crucial to understand how people with a different
cultural background perceive the affective behavior of virtual humans. Several
studies have already focused on the effect of cultural differences on evaluating
virtual human’s emotions. For example, Jack et al. (2012) showed that facial
expressions of emotion are culture specific. However, Yun et al. (2009) found
that cultural background has little effect on emotion perception. Kleinsmith
et al. (2006) evaluated cultural impact on perception of emotion and found that
emotions are both universal and culturally specific. Therefore, similar to the
studies for perceiving emotional expressions of real humans, the universality of
emotion perception of virtual human seems also still inconclusive. In addition,
most research is only limited to the investigation of head-only virtual human
with facial expressions and far less research is devoted to emotional expressions
from a 3D virtual human which expresses its emotional state also via gaze, head
movement or voice intonation.

In summary, this study involves two research questions: (1) whether emotional
expressions of virtual human are perceived differently depending on the cultural
background of the perceiver, and (2) whether a person is more perceptive to
emotional expressions in one of the two phases (the speaking phase and listening
phase) or whether a person treats these two phases as equally important when
rating the virtual human’s emotions? To answer these research questions, we
designed a virtual human representing a Chinese lady at an age around 25.
She had the ability to show multiple emotional states in multiple non-verbal
and verbal ways: i.e., through facial expression, head movement, gaze and
voice intonation. During the listening phase, the virtual human’s emotional
behavior was expressed by non-verbal communication only, while during the
speaking phase, the emotional behavior was expressed by both verbal (i.e.,
intonation) and non-verbal communication. To avoid a possible emotional bias
from the content of the conversation, a relatively neutral topic, i.e., conference
attendance, was selected in this experiment. Petrushin (1999) pointed out
that humans are not perfect in decoding manifest emotions such as anger and
happiness in voice intonation only. Therefore, as a first step, only three basic
emotional valence states (positive, neutral and negative) were used in this study.
In order to test the effect of cultural influence on the perception of the emotions
expressed by the virtual human, two groups of participants were recruited:
from the same culture as the virtual human and from other cultures. We
chose to compare Chinese versus non-Chinese participants, because it is known
from cultural models (Hofstede, 2001) that the difference in cultural values is
significant between these two groups, and since two of the authors experienced
these differences while living in Europe. Moreover the background of these
authors facilitated the recruitment of Chinese participants.
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Based on knowledge available in the literature, we envision the following two
hypotheses related to our research questions.

HYPOTHESIS 1: Individuals with the same cultural background as the
virtual human perceive the valence state of the virtual human differently from
individuals with a different cultural background.

Especially, as the virtual human was speaking Chinese, participants with a
different cultural background could not understand what the virtual human
said during verbal communication. Hence, participants with a different cul-
tural background from the virtual human are expected to perceive her emotion
differently from participants with the same cultural background.

HYPOTHESIS 2: The virtual human’s expressed valence is perceived as
more intense in the speaking phase than in the listening phase.

Since the speaking phase also allows including verbal expression of the emotion,
it seems likely that compared to the listening phase, the emotion expressed in
the speaking phase is perceived as more intense.

The rest of the paper is structured as follows. Section 2 provides theoretical
background on how a virtual human can express emotion through facial expres-
sion, gaze, head movements, and voice intonation. In addition, it discusses cul-
tural differences in emotion recognition and various emotional models, needed
to understand the rest of the paper. Section 3 provides a description of the ap-
paratus, validation of the stimuli material and the procedure of the experiment,
and its results are presented in section 4. Finally, in section 5 the findings of
the study are discussed and conclusions are drawn.

3.2 Theoretical Background

No matter what roles virtual humans play in a virtual world, they need to elicit
an anthropomorphic interaction with their human users. This requires vast
knowledge of various human aspects including facial expression, gaze, head
movement, voice expression and their cultural difference in order to make the
virtual human believable, responsive and interpretable.

3.2.1 Facial Expression of a Virtual Human

Facial expression is one of the options to express human emotion, and as such
plays a substantial role in depicting human characters. Started in the early 70s
80s (Parke, 1972; Platt and Badler, 1981), face modeling and animation have
been a continuous research topic for many years. From early 2000s, more flexi-
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ble emotion representations were created with MPEG-4-based facial animation
(Tsapatsoulis et al., 2002). Recent advances in facial animation that allow to
produce a rich set of effects on synthetic humans already had their impact on
the industry (Ersotelos and Dong, 2008).

Multiple approaches have been proposed to create naturally looking facial ex-
pressions; they can be categorized as follows: (1) simulation or physically based
models, which try to model the anatomical structure of the face as well as the
underlying dynamics (Kahler et al., 2001; Lee et al., 1995; Waters, 1987), (2)
performance driven models, which reassemble frames from video footage or mo-
tion capture data of a real person to yield the desired facial expression (Brand,
1999; Bregler, 1997; Chuang and Bregler, 2002; Ezzat et al., 2004; Litwinow-
icz and Williams, 1994)), and (3) parameterized based models, which assign
weights to the vertices of meshes representing the face, such that during ani-
mation the vertices are moved according to the weights (Cohen and Massaro,
1993; Parke, 1974; Zhang et al., 2006). Considering the high computational
load required for the simulation or physically based models and the high costs
for the motion capture equipment needed for performance driven models, we
decided to choose an easily repeated facial expression animation based on a
parameterized model for this study.

3.2.2 Head Movement and Gaze of a Virtual human

Besides facial expressions, also head and eye movements were implemented in
the virtual human used in our experiment. Head movements and eye gaze
are two important sources of emotional feedback in interaction (Cassell and
Thorisson, 1999; Lee and Marsella, 2012; Ruttkay and Pelachaud, 2005). They
are essential to embody interactive conversational systems (Cassell et al., 1994)
and it is relatively simple to create primarily nods and glances towards or away
from the user. Still the correct timing is essential (Cassell and Thorisson, 1999).
Research of Lance et al. (2008) and Lee et al. (2009) show how head movements
and gaze can be embedded into a virtual character.

3.2.3 Voice Expression of a Virtual human

Along with the non-verbal emotional expressions, emotion can also be expressed
by voice intonation when the virtual human is talking. Speech was once consid-
ered as the main channel to carry most, or even all, the necessary information
in a conversation (Ochsman and Chapanis, 1974). This idea has been countered
by a growing body of research on believable, life-like embodied conversational
agents (Bates, 1994). Still, the importance of the voice in emotion expression
cannot be denied (Scherer, 1995). Many studies have investigated emotional
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effects in voice and speech (Bailenson et al., 2006; Petrushin, 1999; Scherer,
2003), and emotion expressed in the voice of virtual humans (Cerezo and Bal-
dassarri, 2008; Moridis and Economides, 2012). The intonation of the voice
was therefore also considered as an important aspect of the virtual human’s
emotional expression in this study.

3.2.4 Cultural Difference

Culture, like age, gender, posture and context, is one of the many factors af-
fecting emotion expression (Picard, 1998). A long-time question in the study
of human emotion is the extent to which emotional expressions are universal or
culturally determined (Elfenbein et al., 2007). Cultural background may influ-
ence the rate of emotion recognition (Matsumoto, 2002). When an expresser
of an emotion and the perceiver of the emotion have the same cultural back-
ground, the perceiver’s recognition rate is found to be higher than when the
expresser and perceiver have a different cultural background (Elfenbein, 2003;
Elfenbein and Ambady, 2002; Elfenbein et al., 2007). However, Darwin (1872)
and Tomkins (1962, 1963) argue that universal emotions do exist, studies also
show universality in the facial expression of emotion and its perception, and
attribute only little effect of cultural background on emotion perception from
facial expressions (Ekman, 1994; Ekman and Friesen, 1971; Ekman et al., 1987;
Matsumoto, 2002, 2007).

The question of impact of cultural background can be extended to human-
virtual human interaction. Although various studies show that people can cor-
rectly identify emotions expressed by embodied agents in general (Bartneck,
2001; Schiano et al., 2000), how good this performance is retained in different
cultures needs to be considered. Clear indications support the statement that
culture can shape the expression and interpretation of emotions (Keltner and
Ekman, 2000). Culture as a factor has also been studied in the interaction with
computers. For example, Dotsch and Wigboldus (2008) and Brinkman et al.
(2011) have found a difference in emotional reaction to a virtual human with
ethnic appearance that match or did not match the person’s ethnicity. Endrass
et al. (2011) show that in German and Japanese cultures, the user’s perception
of an agent conversation can be enhanced by a culturally prototypical perfor-
mance of gestures and body postures. Kleinsmith et al. (2006) worked on the
cross-cultural difference of recognizing affect from virtual human’s body posture
and suggest to consider culture as one specific factor for the implementation
of agents. Jan et al. (2007) mention that in Arabian and US American cul-
tures, gaze, proximity and turn-taking behavior are all culture related. These
results reveal that participants perceive behavior that is in line with their own
cultural background differently from behavior that is typical for a different cul-
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tural background. In the work presented in this paper, cultural background is
considered as a variable which is expected to influence how people perceive the
emotional expression of the virtual human.

3.2.5 Dimensional Emotion Model

Although for facial expressions six universal basic emotions exist (Ekman et al.,
1992), for language people’s categorization of verbal labels to describe their
everyday life emotions vary between languages and cultures (Russell, 1991).
Instead of placing these expressed emotions in categories, i.e., a discrete emo-
tional approach, others suggest placing them in a multi-dimensional space, i.e.,
a dimensional approach (Fox, 2008). Three broad dimensions have often been
proposed to describe affect (Mehrabian and Russell, 1974): i.e., valence, arousal
and dominance. Valence is variously referred to as positive and negative affect
or as pleasant and unpleasant feelings. The arousal dimension ranges emotions
from deep sleep to frenetic excitement. Dominance focuses on the expression
of social control and aggression, and varies between submissive and dominant
(Schroder, 2004). Compared to the discrete emotional approach, the dimen-
sional approach often uses subjective reports of feelings as its main dependent
variable. As such, it has a strong empirical base. Support for the existence
of these dimensions has come from research into subjective reports, physio-
logical responses, neural circuits, and cognitive appraisal (Barrett, 2006; Fox,
2008). Furthermore, Wierzbicka (1995) and Church and Katigbak (1998) also
investigated the cross-cultural universality of the emotional dimensions. Their
results showed the universality of the valence and arousal dimensions. The
study presented in this paper focuses on the valence dimension only. Although
participants were asked to rate the virtual human’s emotion on all the three
dimensions, only the valence dimension was used for data analysis.

3.3 Experiment

3.3.1 Participants

Twelve Chinese (7 female and 5 male) and twelve non-Chinese (5 female and
7 male) students from the Delft University of Technology participated in the
experiment. Their age ranged from 24 to 38 years with a mean of 27.8 (SD =
3.4) years. All participants were naive with respect to the hypotheses. Written
informed consent forms were obtained from all the participants. The experiment
was approved by the university ethic committee.
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3.3.2 Creating the virtual human

Although Cowell and Stanney (2003) found that users generally prefer to inter-
act with a youthful character matching their ethnicity, they found no significant
preference for character gender. Furthermore Kulms et al. (2011) showed that
actual behavior and its evaluation are more important for the evaluation than
gender stereotypes. Therefore, a Chinese virtual lady aged around 25 years was
specially created for this study.

The model of the virtual human was created by FaceGen and 3Ds MAX.
All main factors which were considered to contribute to emotion expression
were combined; the virtual human’s facial expression, her head and eye move-
ments and her voice intonation were manipulated to express emotion during the
conversation. To create facial expressions, an easily repeated facial expression
animation method was used. This method rigged the face mesh into 22 action
units with 18 features (Gratch et al., 2002), where each feature was an anchor
point attached to a set of vertices of the face. A model for the face dynamics
that was able to control the intensity of the expression, its onset, peak and
decay was defined. As such, the virtual human had the ability to show any
intensity and any combination of the six basic Ekman facial expressions Ekman
and Friesen (1978). The validation of this approach was shown by Broekens
et al. (2012b). By setting the values for the three emotional dimensions (i.e., the
valence, arousal and dominance), and for the expression duration, any emotion
could be expressed by the virtual human. The facial expressions from neu-
tral to negative or from neutral to positive, used by the virtual human in our
experiment are shown in figure 3.1.

The participants were asked to judge the emotional state of the virtual human,
and so, there was no interaction between the participant and the virtual human.
The participant was told that the scene contained a virtual lady talking with a
human, but that the human voice was removed. Therefore, problems related to
timing (i.e., whether the virtual human should or should not show an expression
at a certain point of time) were avoided, and the participant could focus on the
emotional behavior of the virtual human herself.

Seven conditions were included in the experiment, all varying in the emotional
states of the virtual human. Since the scenario was conversation based, two
continuously alternating phases could be identified, i.e., one in which the vir-
tual human was speaking and one in which she was listening. These phases
allowed the virtual human to express her emotion differently in the two phases.
In the speaking phase, the virtual human used voice and non-verbal communi-
cation to express her emotions, while in the listening phase the virtual human
only used non-verbal communication to express her emotions. Three emotional
states were created for both phases (i.e., positive, neutral and negative state),
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Figure 3.1: Emotions expressed by moving some action units (i.e., the small squares in
the figure) of the face mesh. Left column: emotions changing from neutral to negative;
right column: emotions changing from neutral to positive.

and they formed the basis for the seven different conditions, shown in figure
3.2. As the combination of positive (negative) listening and negative (positive)
speaking included contradictory emotional information of the virtual human in
the speaking and listening phase, these combinations were considered unnatu-
ral, and so, were excluded from the experiment. Taking the neutral attitude in



3.3. Experiment 59

both the speaking and listening phase as the baseline, it was expected that par-
ticipants would give a higher valence score when the virtual human responded
positively either in the listening or speaking phase. Assuming that there would
be no interaction between the speaking and listening phase and that both phases
would have a similar impact on the expressed valence intensity, the seven condi-
tions could be ordered into five groups: highly negative (S-L-), lowly negative
(S-L0, S0L-), neutral (S0L0), lowly positive (S+L0, S0L+) and highly positive
(S+L+). If the intensity of the expressions with a negative or positive valence
would be equal, these five groups could be projected on a single valence scale
as is done in figure 3.2 (shown as the predicted valence value axis). Comparing
the actual valence values obtained in the experiment to the predicted valence
values would make it possible to study hypothesis 2 about the experience of the
valence intensity in the two phases of the conversation.
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Figure 3.2: Seven conditions, existing of combinations of an emotional state in the
speaking and listening phase of a conversation, as used in the experiment and their
corresponding predicted valence intensity.

The participants were asked to sit in front of the virtual human (displayed only
above her chest on a computer screen), right at the place where the virtual
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human’s “conversational partner” would sit. With this set up, the participants
could well perceive the virtual human’s emotional state, expressed by her vocal
expression, facial expression, eyes and head movements. When expressing a
positive emotional state, the virtual human would show a happy facial expres-
sion, and once in a while would nod her head to agree with her conversation
partner. Her eyes would mainly look at her conversational partner, only occa-
sionally look away (figure 3.3(c)). When expressing a negative emotional state
the virtual human would have an angry facial expression and would contin-
uously look away showing limited interest in her conversation partner (figure
3.3(a)). The intensity of both the positive (happy) and negative (angry) emo-
tional expression was evaluated in a previous study (Broekens et al., 2012b) to
ensure that they both could be identified by individuals. The neutral expression
was the default facial expression of FaceGen, with the six Ekman basic emotion
(Ekman et al., 1992) parameters set to zero and with all other morph modifiers
removed when generating the face model.

(a) Negative: angry facial ex-
pression, only looking at her
conversation partner at the
beginning, gradually losing in-
terest and starting to look
around.

(b) Neutral: neutral facial
expression while constantly
looking at her conversation
partner with slight eye move-
ments.

(c) Positive: happy facial
expression while constantly
looking at her conversation
partner, showing some slight
eye movements, and occasion-
ally nodding her head.

Figure 3.3: Different emotional states of the virtual human in her listening phase

In the speaking phase, the virtual human would look directly at her conversation
partner. In the negative speaking condition she would have a negative facial
expression (figure 3.4(a)), while in the positive speaking condition she would
have a positive facial expression (figure 3.4(c)). In addition, speech with either
a negative or positive intonation was added to the virtual human.

3.3.3 Emotion Validation

As mentioned already above, for the speaking phase, verbal communication was
added to the virtual human. The voice of the virtual human was recorded in
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(a) Negative: angry facial
expression while looking at
her conversation partner, and
speaking with a negative voice
intonation.

(b) Neutral: neutral facial
expression while constantly
looking at her conversation
partner, and speaking with a
neutral voice intonation.

(c) Positive: happy facial
expression while constantly
looking at her conversation
partner, and speaking with a
positive voice intonation

Figure 3.4: Different emotional states of the virtual human in her speaking phase

Chinese by a Chinese linguistics student. Her voice was recorded 3 times, each
time expressing a different emotional state: positive, neutral and negative. A
small separate study, in which 6 Chinese participants, 3 male and 3 female with
an average age of 27 (SD = 0.5) years, were asked to rate the valence of the
recorded voice on a scale from 1 (negative) to 9 (positive), showed that the
emotion in the recorded voice was indeed perceived as intended, F (2, 10) =
25.29, p < .001. The negative voice was significantly lower than the neutral
voice, t(5) = 3.87, p = .012, and the positive voice, t(5) = 6.52, p < .001.
Further, the positive voice was significantly higher than the neutral voice, t(5) =
3.61, p = .015. The means and standard deviations of the scores on the positive,
the neutral and the negative voice were M = 7.8, SD = 1.9; M = 5.7, SD = 2.0;
M = 1.7, SD = 0.8, respectively.

Making a fair comparison between the listening and speaking phase requires
that the intensity of the non-verbal communication is similar in both phases.
For example, the virtual human’s facial and body expression in the lowly nega-
tive speaking phase and lowly negatively listening phase (see figure 3.2) should
have a similar impact on the valence intensity. To test this, an additional small
study was conducted. In this study twelve participants, 5 male and 7 female
with an average age of 27 years (SD = 1.8) were presented simultaneously
with two video clips of the virtual human including both the listening and
speaking phase. Half of the participants were Chinese. The participants were
asked to rate how easily they could see the difference between the two videos
on a scale from very easy (0) to very difficult (100). The participants were
explicitly asked not to rate the valence, but only the easiness with which dif-
ferences were perceived, representing the intensity of the emotion. The videos
were presented without sound. The participants were asked to rate 12 pairs in
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total (S-L0/S0L0, S0L-/S0L0, S+L0/S0L0, S0L+/S0L0, S-L-/S+L+, S-L-/S0L0,
S+L+/S0L0, S0L0/S0L0, S+L0/S+L0, S-L0/S-L0, S0L+/S0L+, S0L-/S0L-), pre-
sented to each participant in a different random order. Before they rated the
pairs, the participants were shown all the possible behaviors of the virtual hu-
man so that they could establish an overall frame of reference.

The first step of the analysis was to see whether the more intense stimuli were
easier to distinguish from the neutral reference video (S0L0) and whether the
positive and negative videos were equally distinctive. Therefore, a MANOVA
with repeated measures was conducted with the intensity of the video stimuli
(high versus low intensity) and the valence direction (positive versus negative)
as independent variables. The analysis was conducted on the rating for highly
positive (S+L+/S0L0) and negative (S-L-/S0L0) videos, and the mean rating
for lowly positive (S+L0/S0L0 and S0L+/S0L0) and negative (S-L0/S0L0 and
S0L-/S0L0) videos across the speaking and listening phase. The analysis found
a significant main effect (F (1, 11) = 21.91, p = .001) for intensity, in that the
highly positive or negative videos (M = 32, SD = 17) were rated as easier to
be distinguished than the lowly positive or negative videos (M = 44, SD =
15). Also a significant (F (1, 11) = 15.63, p = .002) main effect was found for
direction. The positive videos (M = 25, SD = 15) were rated as more easily
to be distinguished from the neutral video than the negative videos (M =
50, SD = 23). The analysis found no significant (F (1, 11) = 1.60, p = .23) two-
way interaction effect, which suggests that the two main effects were constant
across the conditions.

The next analysis focused on the question whether, compared to the neutral
reference video, the positive or negative differences in the listening or speak-
ing phase were equally distinguishable, and whether this was the same for the
positive and negative videos. Therefore, a second MANOVA with repeated
measures was conducted with the valence direction and the phase (speaking
versus listening) as independent variables. The analysis used the rating for
lowly positive speaking (S+L0/S0L0) and lowly positive listening (S0L+/S0L0)
phase, and the rating for the lowly negative (S-L0/S0L0) speaking and lowly lis-
tening (S0L-/S0L0) phase. The analysis again revealed that the positive videos
(M = 28, SD = 16) were significantly (F (1, 11) = 16.91, p = .002) rated as
more easily to be distinguished than the negative videos (M = 59, SD = 24)
from the neutral reference video. No significant difference was found between
the listening and speaking phase (F (1, 11) = 0.14, p = .71), and also no signifi-
cant two-way interaction effect was found (F (1, 11) = 0.44, p = .52). Figure 3.5
shows the videos with their predicted valence and the estimated valence. The
latter is the z-score of the rating for the video subtracted from the rating of
the neutral reference video (S0L0/S0L0) whereby the rating of negative videos
was multiplied by -1. Both the two lowly negative and the two lowly posi-
tive video are positioned closely together. In other words the intensity of the
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non-verbal communication seems similar in the listening and speaking phase.
Furthermore, because of the significant difference in rating between negative
and positive videos, the neutral reference video seems to be positioned closer
to the negative videos than to the positive videos. As illustrated in figure 3.5
the predicted and estimated valence values for the videos do not follow a linear
function, but rather a cubic function. By using a fitted inverted cubic function,
the intensity weighted predicted valence values for the videos were calculated
from the estimated valence values, thereby creating values of intended valence
intensity to be compared with the perceived valence rating of videos later in
the paper.
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Figure 3.5: Predicted valence plotted against the estimated valence fitted with a cubic
function.

3.3.4 Measurements

There are various ways to quantitatively measure the three emotional dimen-
sions (i.e., valence, arousal and dominance). To ensure the reliability of the
emotion measurement, two subjective self-reporting instruments were included
in this study: the Self-Assessment Manikin Questionnaire (SAM) (Lang, 1995)
and the AffectButton (AFB) (Broekens and Brinkman, 2009, 2013).

The SAM questionnaire consists of a series of manikin figures to judge the
affective quality (figure 3.6). As a nonverbal rating system, the SAM ques-
tionnaire represents the intensity value of the three dimensions of emotion:
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valence, arousal and dominance (Lang, 1995). The first row of SAM manikin
figures ranges from unhappy to happy on the valence dimension. The second
row represents the arousal dimension, ranging from relaxed to excited. The last
row ranges from dominated to controlling, representing the dominance dimen-
sion. When instructed on how to use the SAM questionnaire according to the
detailed explanation, provided in the instruction manual of Lang et al. (2008),
participants can select one of the nine figures on each row to express their
feelings about the emotional stimulus. The manikin figures were taken from
the PXLab (Irtel, 2007). Various studies show that the SAM questionnaire
accurately measures emotional reactions to imagery (Lang et al., 1999; Mor-
ris, 1995), sounds (Bradley and Lang, 2007), robot gesture expression (Haring
et al., 2011), etc.

Figure 3.6: Self-Assessment Manikin Questionnaire, three rows representing the va-
lence, arousal, and dominance dimension respectively2.

The AffectButton (AFB) offers a flexible and dynamic way to collect users’
explicit affective feedback (Broekens and Brinkman, 2009, 2013). The AFB is a
button like input interface (figure 3.7). In essence, the AFB can be regarded as
a navigation tool through a large set of facial expressions. The user can freely
move the cursor over the face to change its affective state. Similar to the SAM
questionnaire, the AFB returns feedback on the valence, arousal and dominance
dimensions. Designed with the intention to be a quick and user-friendly explicit
emotion measurement instrument, the reliability and validation of the AFB
have been studied on measuring emotional reactions to words, feelings and
music (Broekens and Brinkman, 2009; Broekens et al., 2010).

2Copyright © 2001-2006, Hans Irtel. Distributed under the MIT License as certified by
the Open Source Initiative.
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Figure 3.7: AffectButton and its different appearances while moving the cursor (the
cross)

3.3.5 Procedure

Prior to the experiment, participants were provided with an information sheet,
and the procedure was explained to them. They were then asked to sign an
informed consent form. The experiment was setup as a within-subject design,
comprising seven conditions with different emotional expressions both in the
listening and speaking phase. In each condition, the participants were asked
to watch a short clip (around 1 minute) of a conversation about going to con-
ferences between a Chinese virtual lady and a person. In each clip, the virtual
human spoke 10 sentences in total, and was silent in between each sentence,
listening to her conversational partner talking. The total length of the virtual
human’s speaking phase was around 15 seconds, and the rest of the 45 seconds
was counted as the virtual human’s listening phase. The conversation was in
Chinese and the participants could hear what the virtual human said during
the speaking phase; during the listening phase, there was no sound of the vir-
tual human’s conversational partner. The participants were asked to rate the
virtual human’s emotional state using both SAM and AFB when they finished
watching a clip. The order in which the video clips were shown was randomized
across the participants.

3.4 Results

The experiment had seven conditions (figure 3.2), with two different measure-
ments and two groups of participants (Chinese and non-Chinese). The data
recorded by the SAM questionnaire were integers ranging from 0 to 8, while
the data recorded by the AFB were floating-point numbers ranging from -1 to
1. To compare these two measurements, the data were first normalized into
z-scores per measurement for each participant across the seven conditions.
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The means for the SAM questionnaire and AFB on the valence emotional di-
mension are shown in figure 3.8. A repeated-measures MANOVA was conducted
to test the difference between SAM and AFB scores thereby using condition,
type of measurement and cultural background as three independent variables,
and the z-scores on valence as dependent variable. The analysis also included
all two-way and three-way interactions. The results showed no significant dif-
ference between SAM and AFB measurement, F (1, 22) = 1.30, p = .26, and
also no significant interaction effect.
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Figure 3.8: Means and standard deviations of SAM and AFB z-scores for the valence
dimension for each of the seven experimental conditions.

To test the relationship between these two measurements, a correlation anal-
ysis between SAM and AFB scores on the valence dimension was performed.
The average scores across all participants for the seven conditions were used.
The results showed that SAM and AFB were highly correlated on the valence
dimension (r = 0.995, p < .001). The valence scores collected by these two
measurements could therefore be regarded as consistent. This made it possible
to only focus on the average of the SAM and AFB z-scores in the remaining
analyses.
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3.4.1 Chinese versus non-Chinese

To test the effect of cultural background on the valence rating of the emotional
expressions, a mixed MANOVA was conducted using condition as a within-
subjects independent variable, cultural background as a between-subjects in-
dependent variable, and averaged valence score of both measurements as a
dependent variable. The results showed no significant main effect for the cul-
tural background on valence score F (1, 22) = 1.23, p = .64, and no significant
interaction between cultural background and condition F (6, 17) = 0.72, p = .28.

Instead of looking for a difference between participants from different cultural
backgrounds, the next step of the analysis focused on similarity in the ratings
between these two groups. To examine the relationship between the ratings
of Chinese and non-Chinese participants, we performed a correlation analysis
based on the means for the seven conditions. The results showed that the
scores on valence of the Chinese participants are significantly correlated with
those of the non-Chinese participants r = .98, p < .001. Although a difference in
cultural background was expected, the result showed a high consistency in the
evaluation of the emotional state between participants from different cultures.
Hence, the results of the two groups of participants were grouped in the rest of
the data analyses.

3.4.2 Positive versus Neutral versus Negative Emotional State

Participants were asked to rate seven conditions (i.e., different combinations
of a positive, negative and neutral emotional state during the virtual human’s
speaking and listening phase). A repeated-measures MANOVA was conducted
to study the effect of these conditions on averaged valence score of the SAM
and AFB z-scores. The results showed a significant effect of condition on the
valence rating, F (6, 18) = 59.50, p < .001. Next, to run a priori comparisons,
paired-sample t-tests were performed using the averaged valence scores of the
SAM and AFB z-scores in all the conditions as paired variables. The results
are shown in table 3.1.

To test whether the subjective valence score was correlated with the intensity
weighted predicted valence values (see chapter 3.3.3 and figure 3.5, and here-
after abbreviated as weighted valence values) for each condition, we calculated
the Pearson correlation coefficient between the weighted valence values and the
subjective scores averaged over the participants across the seven experimental
conditions. This correlation was relatively high, r = .93, p = .002. The follow-
ing step in the analysis was to determine the deviation between the subjective
valence scores and their corresponding expected valence value per experimental
condition. To do so, we fitted a line through the three data points: S+L+, S0L0
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Table 3.1: Mean, SD and Mean difference of the valence rating of the different condi-

tions.

Mean Difference / Conditions
Condition M SD S0L+ S0L- S+L0 S-L0 S+L+ S-L-

S0L0 -0.17 0.50 -0.51∗ -0.0080 -1.06∗ 0.71∗ -1.21∗ 0.86∗

S0L+ 0.34 0.47 0.500∗ -0.55∗ 1.22∗ -0.70∗ 1.37∗

S0L- -0.17 0.47 -1.05∗ 0.72∗ -1.20∗ 0.87∗

S+L0 0.88 0.39 1.76∗ -0.150 1.92∗

S-L0 -0.88 0.42 -1.91∗ 0.150

S+L+ 1.03 0.49 2.06∗

S-L- -1.03 0.52
H0 : µ1 = µ2,∗ p < 0.05.

and S-L- using least-squares regression. Figure 3.9 shows this line, including
the mean subjective valence scores of the remaining four conditions. Deviations
of perceived valence from this line (for the lowly negative and positive videos)
show to what extent the perceived valence is different from what is expected in
case of an equal intensity in valence between the speaking and listening phase
(noted as expected valence value in figure 3.9).
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Figure 3.9: The relationship between intensity weighted predicted valence and the
averaged subjective valence.

One-sample t-tests revealed that when the virtual human showed neutral lis-
tening, both a positive (S+L0) and negative (S-L0) emotional expression dur-
ing speaking had a more extreme valence than expected, i.e., the subjective
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score was more positive than the expected valence value in case of the pos-
itive emotional expression (t(23) = 2.69, p = .013) and more negative than
the expected valence value in case of a negative emotional expression during
speaking (t(23) = −6.14, p < .001). The opposite was seen for the impact of
the listening phase. Considering the speaking phase with a neutral emotional
expression, the subjective valence score for listening with a positive emotional
expression (i.e., the S0L+ condition) was significantly less positive than expected
(t(23) = −3.08, p = .005). Similarly, the subjective valence score for listening
with a negative emotional expression (i.e., the S0L- condition) was significantly
less negative than the expected valence value (t(23) = 3.38, p = .003).

Moreover, the subjective valence score for the S0L- condition was almost equal
(t(23) = 0.059, p = .95) to the subjective valence score for the S0L0 condition
(i.e., speaking with a neutral emotional expression and listening with a neutral
emotional expression). Still, the subjective valence score of the S0L+ condition
(i.e., speaking with a neutral emotional expression and listening with a positive
emotional expression) was significantly more positive than that for the S0L0

condition (t(23) = 2.92, p = .008). A direct comparison of the lowly positive
or negative conditions provided a similar pattern. The subjective valence value
for the S-L0 condition (i.e., speaking with a negative emotional expression and
listening with a neutral emotional expression) was significantly more negative
than the subjective valence value for the S0L- condition (i.e., speaking with a
neutral emotional expression and listening with a negative emotional expres-
sion), t(23) = 4.97, p < .001. Similarly, the subjective valance value for the
S+L0 condition (i.e., speaking with a positive emotional expression and listen-
ing with a neutral emotional expression) was significantly more positive than
the subjective valence value for the S0L+ condition (i.e., speaking with a neu-
tral emotional expression and listening with a positive emotional expression),
t(23) = 4.01, p = .001.

Together these observations imply that people do not perceive much difference
between the virtual human showing neutral or negative listening behavior, but
they do perceive a difference with the virtual human showing positive listening
behavior. In conclusion, all these results support hypothesis 2, stating that the
valence of the emotional expression during the listening phase of a conversation
is perceived as less impactful compared to the emotional expression during the
speaking phase.

Finally, we also compared the more extreme emotional conditions with the S0L0
condition. The S+L+ condition (t(23) = −9.00, p < .001) or S-L- condition
(t(23) = 5.16, p < .001) with positive or negative emotional expressions in both
the listening and speaking phase, respectively, strongly impact the perceived
valence in the expected way.
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3.5 Discussion and conclusion

The experiment described in this paper is a human perception study on positive
and negative emotions of a virtual human and how cultural background might
affect the perception of these emotions. In a sense this study can be seen as a re-
confirmation in virtual reality of what is known about human-human interaction
in the actual world. Still this is an important validation step as conversations
with virtual humans are increasingly used as part of gaming (e.g., Hudlicka and
Broekens, 2009), training (e.g., Broekens et al., 2012a), or psychotherapy (e.g.,
Opris et al., 2012).

The study found that both Chinese and non-Chinese participants could per-
ceive the valence of the virtual human’s emotional states and no significant
difference between these two groups was found. Instead, the ratings of these
two groups were highly correlated. The results show that the valence of the
emotional states of the virtual human can be easily recognized by all partici-
pants independent of their cultural backgrounds. Hypothesis 1 is therefore not
confirmed. On the contrary, our results support the idea of universality of the
facial expression of emotion Ekman (1994); Matsumoto (2007), and question
the need for tailored made virtual reality applications which target different
cultural groups or have multi-cultural users. Still, the results of this study may
not be generally applicable to all cultures, since we here only evaluated possi-
ble differences in emotion perception between Chinese and non-Chinese people.
Further studies are needed to extend our conclusion of universality of emotion
perception of virtual human to people with other cultural backgrounds.

In addition, comparing the difference between conditions, it seems that the
participants’ perception of the valence was more influenced by the emotion of
the virtual human while speaking than while listening; and so, this supports
Hypothesis 2. Comparing the subjectively perceived valence scores with the
expected valence values (figure 3.9), the valence perceived by the participants
in the conditions where the listening was neutral, but the speaking performed
with a positive or negative emotional expression, was significantly more extreme
than what was predicted from equal intensity between speaking and listening.
Similarly, the perceived valence was less extreme than the weighted valence
value when the speaking was neutral, but the listening performed with a pos-
itive or negative emotional expression. This shows the additional influence of
verbal communication on valence recognition during a human-virtual human
conversation. These findings seem to be in contrast to reports of De Melo et al.
(2011), who claim that there is no difference in emotion perception between ver-
bal and non-verbal communication. Their study however used text typing as
verbal communication means between human and virtual human, which might
explain the different finding. It seems not surprising that the combination of
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both verbal and non-verbal communication transfers more emotional informa-
tion than the non-verbal communication only. Furthermore, the influence of the
voice can be regarded as content independent because of the high consistency
found between the Chinese and non-Chinese participants in this experiment. In
other words, the results suggest that affective aspects can be conveyed in the
speech even if the language is not understood.

The finding that the perceived valence of the emotion of the virtual human is
more intense in the speaking phase than in the listening phase of a conversation
may be extended with new research on how to control the level of emotion during
these separate phases. Applications such as virtual reality exposure therapy for
patients suffering from social phobia may be designed in a way to manipulate the
potential phobic stressor using the virtual human’s emotional behavior. Further
studies may exploit the difference in valence perception between the speaking
and listening phase, and explore how to further optimize the persuasive power
during these two phases, which may be beneficial for the design of many virtual
applications involving human-virtual human conversation. Besides, this study
only focuses on how individuals perceive the performance of a virtual human. It
is also interesting to test the emotional influence on a human during a human-
virtual human conversation. Whether the virtual human’s emotion could lead
or alter the content of the conversation could be an appealing topic in the
persuasive computing area.

Two main conclusions may be drawn from the experiment, but there are also
still a number of limitations. First, the virtual human only showed her upper
body and no gestures were used to express emotion. However, in recent decades,
more insights have become available on body expression (Gross et al., 2010;
Kleinsmith and Bianchi-Berthouze, 2013). It would therefore be interesting to
examine how our findings would be affected when the virtual human used its
full-body to express emotions. Second, the position of the virtual human was
fixed in the current study. It would be interesting to test the emotional impact
of manipulating the virtual human’s position, for example, far away versus
nearby Broekens et al. (2012b). Third, the face model of the virtual human we
used in this study was generated by FaceGen with the ethnicity parameter set
at Southeast Asia. However, no empirical validation was done to confirm the
ethnic appearance of the virtual human. Fourth, the study described in this
paper only focused on the valence dimension of the emotion, neglecting so far
the other two dimensions of emotion, namely arousal and dominance. Including
the additional two dimensions would allow to study more complex emotions, for
example, fear, surprise, etc. Despite of the limitations, the results of this paper
suggest a superior impact on perceiving the virtual human’s emotional state
during its speaking phase, and a potential independence of the perceived valence
of the virtual human’s emotion with cultural background. These findings could
help designers to focus their attention upon creating and evaluating virtual
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human with appropriate emotional expressions, which may help to improve the
overall experience of virtual environments.
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To test whether synthetic emotions expressed by a virtual human elicit
positive or negative emotions in a human conversation partner and affect
satisfaction towards the conversation, an experiment was conducted where
the emotions of a virtual human were manipulated during both the listening
and speaking phase of the dialog. Twenty-four participants were recruited
and were asked to have a real conversation with the virtual human on six
different topics. For each topic the virtual human’s emotions in the lis-
tening and speaking phase were different, including positive, neutral and
negative emotions. The results support our hypotheses that (1) negative
compared to positive synthetic emotions expressed by a virtual human can
elicit a more negative emotional state in a human conversation partner,
(2) synthetic emotions expressed in the speaking phase have more effect
on a human conversation partner than emotions expressed in the listening
phase, (3) humans with less speaking confidence also experience a conver-
sation with a virtual human as less positive, and (4) random positive or
negative emotions of a virtual human have a negative effect on the satis-
faction with the conversation. These findings have practical implications
for the treatment of social anxiety as they allow therapists to control the
anxiety evoking stimuli, i.e., the expressed emotion of a virtual human
in a virtual reality exposure environment of a simulated conversation. In
addition, these findings may be useful to other virtual applications that
include conversations with a virtual human.
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4.1 Introduction

Humans are social creatures for which conversations with others are an essential
part of their everyday life. These conversations allow them to influence each
other’s behaviour, attitudes and emotions. Conversations are part of complex
social interactions, such as learning, negotiation, and coordination. Not sur-
prisingly, people strive to become more comfortable and skilled in conducting
conversations. With the introduction of virtual reality and virtual humans,
people can experience conversations in a controlled simulated environment, for
example, to practice various conversation skills including negotiation (Broekens
et al., 2012a; Core et al., 2006), communication (Lok, 2006), interview (Link
et al., 2006), leadership (Swartout, 2006), and decision making (Wandner et al.,
2013). Virtual reality has also been suggested as a treatment environment for
individuals with social anxiety, who fear social interaction such as casual or
formal conversation settings (Anderson et al., 2004, 2001; Krijn et al., 2004b;
Szegedy-Maszak, 2004). The findings of using virtual reality exposure ther-
apy (VRET) for other types of anxiety disorders, e.g., fear of flying or fear of
heights, are encouraging as meta-studies (Gregg and Tarrier, 2007; Opris et al.,
2012; Parsons and Rizzo, 2008; Powers and Emmelkamp, 2008) indicate that
virtual reality exposure is as effective as in vivo exposure, the latter being the
golden standard for anxiety disorder treatment.

A key benefit of VRET is the therapist’s ability to control the feared stimulus.
This is important, as patients need to be gradually exposed, starting with the
least feared stimuli, which is then gradually increased to more feared stimuli.
In the case of social phobia, this is often implemented as switching between
different social scenes, such as buying items in a shop, having a blind date, or
speaking in public (Brinkman et al., 2008; Klinger et al., 2004). Emmelkamp
(2013), however, suggests that variation within a scene should also be possible
in the treatment of social anxiety. VRET systems for the treatment of other
anxiety disorders do already provide this. For example, for fear of flying, the
therapist can change the weather the airplane is flying through, show safety
instructions on the seat’s build-in monitor, or let the pilot make an announce-
ment to fasten the seatbelts or to expect turbulence (Brinkman et al., 2010;
Gunawan et al., 2004). In treating patients with fear of height, the therapist
can choose the vertical location of a patient on for example a virtual staircase,
or move the patient closer or further away from the edge of a balcony (Krijn
et al., 2004a). For patients with social anxiety, the therapist also needs access
to these controls (Clark and Beck, 2011) and needs more flexibility (Lanyi et al.,
2011). One potential way of doing this, for social anxiety, is to allow the thera-
pist to control the emotions expressed by the virtual human in a conversation.
This would build on recent progress to engage humans in an actual natural
verbal conversation with a virtual human (Brinkman et al., 2012; Kwon et al.,
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2009; Ter Heijden and Brinkman, 2011).

This paper, therefore, studies dialog manipulations that allow therapists to
control the fear stimuli that induce different levels of anxiety in social phobic
patients. By controlling non-verbal behaviour, such as facial expression and
head movement, and verbal behaviour such as voice intonation, the therapists
can control the emotions expressed by the virtual human in the dialog.

4.2 Hypotheses

Two decades ago, Reeves and Nass (1996) made a compelling case about the
similarity in the way humans response to computers and the way they respond
to other humans. Giving a computer agent a human shape can make the in-
teraction with individuals more positive as Yee et al. (2007) found in their
meta-analysis. On the other hand, virtual humans can also elicit anxiety in in-
dividuals not only by their high level of appearance realism (Kwon et al., 2009)
but also by their non-verbal behaviour (James et al., 2003). If virtual humans
are capable of having a natural, effective and expressive interaction with people,
they can be used in a variety of applications, such as VRET for patients with
social anxiety. Our current study is set up around four hypotheses that focus on
the effect of synthetic emotions, either being positive, negative, neutral or ran-
dom, the difference between these emotions expressed when a virtual human is
talking or listening, and the difference in response between individuals with low
or higher level of speaking confidence. We measure the degree of satisfaction
people obtain from a conversation with the virtual human. When considering
a conversation as an exchange of questions and answers, satisfaction is defined
as “the feeling the user got during the question phase and how the user expe-
rienced the answers and attention from the virtual human” (Ter Heijden and
Brinkman, 2011). Besides satisfaction, we also measure how the emotions ex-
pressed by the virtual human affect the emotional state of an individual. For
the formulation of the hypotheses, we specifically focus on the valence dimen-
sion of the three-dimensional Valence - Arousal - Dominance Emotion Model
(Schlosberg, 1941; Schroder, 2004).

4.2.1 Positive Emotions versus Negative Emotions

Affective feedback plays a key role in a conversation. It may cause defensive
or supportive listener’s response (Gibb, 1961). Interestingly, similar effects are
reported for virtual worlds. For example, Pertaub et al. (2002) exposed indi-
viduals as a speaker to a neutral, positive and negative virtual audience, and
found that the audience’s attitude affected the user’s sense of satisfaction. Sev-
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eral researches have also studied the impact of positive behaviour of a virtual
human on actual humans. De Melo et al. (2012) found that people disliked ne-
gotiating with angry virtual humans and tended to treat them as uncooperative
and dominant. At the more positive side, Maldonado et al. (2005) found that
positive emotions expressed by a co-learner enhanced student’s learning gains
and enjoyment, even if the co-learner simply existed of a set of photos of hu-
man facial expressions. Also Burleson and Picard (2007) showed that systems
with a virtual character that provided affective support reduced frustration of
less confident users. All these studies show that virtual humans that express
emotions may also affect an individual. Therapists may use this; for example,
at an initial stage of an exposure therapy they may use virtual humans ex-
pressing positive emotions to limit the amount of anxiety they want to elicit
in a patient. Later on in the exposure they may let the virtual human express
negative emotions to again elicit anxiety as the anxiety provoking element of
having a conversation with a positive virtual human has worn off. Being able
to do this would be beneficial for applications such as VRET. Evidence in the
literature supports the idea that positive and negative emotions can be elicited
in a conversation with a virtual human, but this evidence is basically indirect
in the sense that the literature mainly focused on one-way conversations where
a single virtual human or audience listened to a human (Ling et al., 2012; Per-
taub et al., 2002; Wong and McGee, 2012) or where a virtual human speak to
a human (Baylor et al., 2003; Konstantinidis et al., 2009; Qiu and Benbasat,
2005). Here, we systematically examine the effect of emotion expression of a
virtual human on its conversational partner in a two-way free-speech dialog.
In the context of social anxiety, negative or positive emotion expression refers
to expressions of the virtual human from which human conversation partners
could deduce that they are negatively or positively evaluated by the virtual
human. Thus, the effect of positive and negative emotions of virtual human
towards human conversation partner leads to the first hypothesis.

Hypothesis 1: Compared to negative emotions expressed by a virtual human
in a conversation with a person, positive emotions expressed by the virtual
human result in a more positive emotional state in the person, and also in more
satisfaction towards the conversation.

4.2.2 Emotions during Speaking versus Listening

When persons are engaged in a human-human conversation, their behaviour
can be separated into two phases: a listening phase and a speaking phase. In
the listening phase, emotions are mainly expressed by non-verbal behaviour
such as facial expressions. In the speaking phase, non-verbal behaviour is ex-
tended with a very dominant verbal component, e.g., by voice intonation. In
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a natural conversation, these phases may be almost unnoticeably intertwined
(Adler, 1997). In a conversation with a virtual human, on the other hand, both
phases have been mainly studied separately, focusing on the most critical phase
for a specific application. For example, Brinkman et al. (2011) manipulated the
emotions expressed by virtual humans when they were speaking with a person
in a cloth shop, and as such, varied the amount of stress evoking elements as
part of an aggression management environment. They found that when the
virtual human was talking aggressively, their participants had higher physi-
ological arousal as compared to the condition where the virtual human was
talking passively. Likewise, Konstantinidis et al. (2009) used a talking virtual
character that was able to express emotions in an educational environment for
autistic children, and found that autistic children were able to recognize the
virtual character’s mental and emotional state provided by facial expressions,
and thus the virtual character advanced the educational process. Other studies
focused mainly on the effect of emotions in the listening phase. For example,
Wong and McGee (2012) asked their participants to tell stories to an emotional
agent and found that the agent’s inappropriate emotional feedback such as an
incongruous emotional reaction increased story length compared to the agent’s
appropriate emotional feedback such as a smile or a surprised expression as
relevant to the story. Another prominent listening example is a virtual audi-
ence created to simulate a public speaking scenario as done by Pertaub et al.
(2002). They found that a negative audience elicited a significantly higher level
of anxiety in human speakers compared to the neutral and positive audiences.
Interestingly, in principle therapists can control both phases of a conversation.
Still, when simulated, we need to understand the intensity of the effect raised in
patients during both phases. This effect may be unequal since in the speaking
phase emotions may be expressed verbally as well, whereas emotions may only
be expressed non-verbally in the listening phase. This, therefore, leads to the
second hypothesis.

Hypothesis 2: An individual’s negative or positive emotion in a conversation
with a virtual human and the satisfaction towards this conversation are more
affected by the emotions expressed by the virtual human in the speaking phase
than in the listening phase.

4.2.3 Low Anxiety Group versus High Anxiety Group

If the dialog manipulations suggested previously have any relevance for the
treatment of patients with a social anxiety disorder, these individuals should
response more intensely to them. Powers et al. (2013) recently showed that a
conversation with a virtual human in virtual reality could indeed elicit anxiety,
even more than a similar conversation with an actual person. More specifically,
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Slater et al. (2006) were able to show that people with a lower speaking con-
fidence were more influenced by the emotions of a virtual human in a public
speaking scenario than people with a higher speaking confidence. A follow up
study (Pan et al., 2012) also found that this group of people reported a greater
sense of being disturbed when the surrounding virtual humans looked towards
them. The third hypothesis therefore addresses this difference between people
with a low and high speaking confidence.

Hypothesis 3: Compared to individuals with a high degree of speaking con-
fidence, individuals with a low degree of speaking confidence obtain less satis-
faction from a conversation with a virtual human, and have a more negative
emotional state during the conversation.

4.2.4 Random Emotions versus Neutral Emotions

When implementing synthetic emotions in a simulated conversation, a key ques-
tion is how much attention one should pay to the consistency of the expressed
emotions. With other words, would the conversation experience already im-
prove if the virtual human expresses, even inconsistently, different emotions,
instead of having a consistent neutral emotional expression? A related question
is what would be the effect if a therapist would often change the parameter set-
tings between positive and negative emotions during a conversation? Switching
too often would create inconsistency in the expressed emotions. Human conflict
theorists argue that emotion inconsistency creates a sense of unpredictability
(Schelling, 1981) and gives observers a sense of uneasiness (Morris, 2002a).
People with unpredictable emotion expressions, such as alternating expressing
anger and happiness, could cause their negotiation opponents to feel less in
control (Sinaceur et al., 2013) and to make greater concessions (Van Kleef and
De Dreu, 2010). This therefore leads to the fourth and the final hypothesis.

Hypothesis 4: Compared to neutral emotions expressed continuously by a
virtual human in a conversation, positive and negative emotions expressed ran-
domly by a virtual human result in less satisfaction towards the conversation.

4.3 Method

A within-subjects experiment with six conditions (see Table 4.1) was setup
to test the four hypotheses. Specifically, for testing the second hypothesis,
the emotion expression in the speaking phase (S) and listening phase (L) was
separately controlled. This makes it possible for the virtual human to express
positive emotion (indicated by +) while talking but negative emotion (-) while
listening, or vice versa. In order to test hypotheses 1 and 2, a 2-by-2 within-
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Table 4.1: Six experimental conditions.

Condition Listening phase Speaking phase
L+S+ Positive Positive
L+S- Positive Negative
L-S+ Negative Positive
L-S- Negative Negative
L0S0 Neutral Neutral
LrSr Random Random

subjects design with four conditions (i.e., L+S+, L+S-, L-S+, L-S-) was created.
So, for example in the L+S- condition, the virtual human was positive when
listening and negative when speaking.

In addition, to test the fourth hypothesis, two other conditions were also cre-
ated: a neutral (indicated by 0 in Table 4.1) condition and a random (indicated
by r in Table 4.1) condition. In the neutral condition, the virtual human was
completely neutral both in the speaking and listening phase. In the random
condition, the virtual human showed either positive or negative emotions in
completely random order both in the speaking and the listening phase. So, the
emotion expressions varied between the speaking and listening phase, and from
sentence to sentence.

4.3.1 Participants

Twenty-four Chinese (11 female and 13 male) students from the Delft University
of Technology participated in the experiment. Their age ranged from 24 to 30
years with the mean being 26.4 (SD = 1.6) years. All participants were native
speakers of mandarin Chinese and they were all naive with respect to the four
hypotheses until they finished the experiment. Written informed consent was
obtained from all participants prior to the experiment. All participants received
a small gift for their contribution. The experiment was approved by the Delft
University of Technology Human Research Ethics Committee, and was done in
accordance to local ethical customs.

4.3.2 Apparatus

Cowell and Stanney (2003) found that people generally prefer to interact with a
youthful character matching their ethnicity, but they did not find a significant
preference for the gender of the character. Furthermore, Kulms et al. (2011)
showed that actual behaviour is more important than gender stereotypes for
the evaluation of the interaction. Therefore, a Chinese female virtual character
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aged around 25 was specially created for this study.

The model of the Chinese lady was created with FaceGen and 3Ds MAX. Sev-
eral factors, which were considered to contribute to her emotional expression
during the conversation, were manipulated: her facial expressions, her head
movements, her eye movements and her voice intonation. A repeated facial
expression animation method was used to generate facial expressions. This
method rigged the face mesh with 22 action units and 18 features (Gratch
et al., 2002), and each feature had an anchor point attached to a set of vertices
of the face as control points. A model of dynamics that could control the inten-
sity of the expression, the onset, peak and decay was defined. This model gave
the virtual human the ability to show any intensity and any combination of the
six basic Ekman facial expressions (Ekman and Friesen, 1978). By setting the
values for the three emotion dimensions (i.e., valence, arousal and dominance),
and the expression duration, any emotion could be expressed (Broekens et al.,
2012b). Figure 4.1 shows the virtual human expressing emotions from neutral
(b) to negative (a) or positive (c).

(a) angry (b) neutral (c) happy

Figure 4.1: Emotions expressed by moving action units (i.e., small squares) attached
to a face mesh

During the listening phase, the virtual lady showed a happy facial expression
in the positive condition. She also nodded her head once in a while to agree
with what the participant said. Her eyes looked away only occasionally, but
most of the time, she looked at the participant (Figure 4.2(c)). In the negative
condition, on the other hand, she had an angry facial expression and looked
away most of the time. She showed only limited interest in her conversation
partner - the participant (Figure 4.2(a)). The intensity of both the positive and
negative emotional expressions was evaluated in a previous study (Broekens



90 Chapter 4. The Virtual Dialog Partner II

et al., 2012b) to ensure that they both could be identified by individuals. For
the neutral condition, a neutral facial expression1 was used and the lady kept
looking at the participants with some slight eye and head movements (Figure
4.2(b)). In the random condition, the Chinese lady had an unstable emotional
expression. At one moment in time, she appeared positive, but one moment
later when she finished her sentence and started listening she could become
negative. The chance of her being positive or negative was 50% - 50%, and she
would only change her behaviour at the beginning of every speaking or listening
phase.

(a) Negative: angry facial ex-
pression, only looking at her
conversation partner at the be-
ginning, gradually losing inter-
est and starting to look around.

(b) Neutral: neutral facial ex-
pression while constantly look-
ing at her conversation part-
ner with some slight eye move-
ments.

(c) Positive: happy facial ex-
pression while constantly look-
ing at her conversation partner,
showing some slight eye move-
ments, and occasionally nod-
ding her head.

Figure 4.2: Different emotional states of the virtual human in her listening phase

During the entire speaking phase, the virtual lady looked directly at the partic-
ipants. An angry facial expression was shown in the negative condition (Figure
4.3(a)) and a happy facial expression was shown in the positive condition (Fig-
ure 4.3(c)). In addition, negative / positive voice intonation was added to
the corresponding conditions. For the neutral condition, neutral voice intona-
tion was used instead and the lady showed a neutral facial expression (Figure
4.3(b)). Again, the random condition existed of the combination of positive
and negative emotions, controlled by a random coefficient.

Since the participants were asked to have a real question and answer session with
the virtual lady, the verbal behaviour of the virtual lady was manipulated by an
experimenter located behind a shielding screen. The dialog tool Editor3 (Ter
Heijden and Brinkman, 2011; Ter Heijden et al., 2010) was used to create six

1The default facial expression generated by FaceGen with the parameters for the six basic
emotion expressions set to zero and any other morph modifiers removed.
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(a) Negative: angry facial
expression while looking at
her conversation partner, and
speaking with a negative voice
intonation.

(b) Neutral: neutral facial ex-
pression while constantly look-
ing at her conversation part-
ner, and speaking with a neu-
tral voice intonation.

(c) Positive: happy facial ex-
pression while constantly look-
ing at her conversation partner,
and speaking with a positive
voice intonation

Figure 4.3: Different emotional states of the virtual human in her speaking phase

dialogs on the following topics: research project, food, movie, China, travelling,
and living in the Netherlands. Each dialog consisted out of ten main questions
and on average two follow-up questions for each main question. Based on what
the participant said during the conversation, the experimenter would select an
appropriate voice recorded response for the virtual lady from a set of on average
three responses. A conversation lasted on average 411 seconds (SD = 137).

Figure 4.4 shows the setup of the experiment. To make the experiment double
blind, the participants wore an earphone to listen to the virtual lady. This way,
the experimenter could neither see the emotional expression of the virtual lady
nor hear her voice intonation. This ensured he was unaware of the experimental
condition.

4.3.3 Validation of the Stimuli

The voice of the virtual lady used in this experiment was recorded in Chinese by
a Chinese linguistics student. Each single sentence was recorded three times.
The content was each time the same, but the intonation was different: once
neutral, once positive and once negative. To validate the recordings, a small
preliminary study with 6 Chinese participants (3 male and 3 female) with an
average age of 27 (SD = 0.5) years was conducted. These participants were all
students from Delft University of Technology and they were all native speakers
of mandarin Chinese. To avoid a possible learning effect, these participants did
not participate in the main experiment. They were asked to rate the valence of
the recorded voice on a scale from 1 (negative) to 9 (positive). As the dependent
variable deviated from normality, non-parametric analyses were conducted. The
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Figure 4.4: Experimental Setup

result of a Friedman test showed that the emotion in the recorded voice was
indeed perceived as intended (χ2(2, N = 6) = 11.57, p = .003). The result of
Wilcoxon Signed Ranks tests showed that the positive voice received a signifi-
cantly higher valence rating than the neutral voice (z = 2.03, p = .042), and the
negative voice (z = 2.21, p = .027). Furthermore, the negative voice received
a significantly lower valence rating than the neutral voice (z = 2.21, p = .027).
The medians and interquartile ranges (in brackets) of the scores on the positive,
neutral and negative voice were 8.5 (2.0), 5.5 (6.0) and 1.5 (1.0) respectively.

For testing Hypothesis 2, a fair comparison between the listening and speaking
phase was needed, which meant that the intensity of the non-verbal communi-
cation in both phases should be similar. For example, the virtual lady’s facial
and body expressions in the negative speaking phase should have a similar va-
lence impact as in the negative listening phase. To test this, another small
preliminary study was conducted using sound exclusive videos of the virtual
lady during a conversation. Twelve participants, 5 male and 7 female with
an average age of 27 years (SD = 1.8) were presented simultaneously with two
video clips of the virtual lady, one of the listening and one of the speaking phase.
These participants were all students from Delft University of Technology. Half
of the participants were Chinese, and all these participants again did not par-
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ticipate in the main experiment. The participants were asked to rate how easily
they could see the difference between the two videos on a scale from very easy
(0) to very difficult (100). The participants were explicitly asked not to rate the
valence, but only the easiness with which differences were perceived, represent-
ing the intensity of the emotion. The participants were asked to rate 12 pairs in
total (S-L0/S0L0, S0L-/S0L0, S+L0/S0L0, S0L+/S0L0, S-L-/S+L+, S-L-/S0L0,
S+L+/S0L0, S0L0/S0L0, S+L0/S+L0, S-L0/S-L0, S0L+/S0L+, S0L-/S0L-). Be-
fore they rated the pairs, the participants were shown all the possible behaviours
of the virtual human so that they could establish an overall frame of reference.

As all the dependent variables were normally distributed, a parametric test, i.e.,
MANOVA with repeated measures was conducted with the valence direction
and the phase (speaking versus listening) as independent variables. The anal-
ysis only used the ratings for the only positive speaking (S+L0/S0L0) and only
positive listening (S0L + /S0L0) pairs, and the ratings for the only negative
(S-L0/S0L0) speaking and only negative listening (S0L − /S0L0) pairs. The
analysis revealed that the positive videos (M = 28, SD = 16) were rated signif-
icantly (F (1, 11) = 16.91, p = .002) easier to be distinguished than the negative
videos (M = 59, SD = 24) from the neutral reference video (M = 85, SD = 16).
But no significant difference was found between the listening and speaking phase
(F (1, 11) = 0.14, p = .71), and also no significant two-way interaction effect was
found (F (1, 11) = 0.44, p = .52). The results showed that compared to the neu-
tral reference video, the positive or negative differences from neutral in the
listing or speaking phase were equally distinguishable, and so, the intensity of
the non-verbal communication was similar in the listening and speaking phase.

4.3.4 Measurements

Personal Report of Confidence as a Speaker

The Personal Report of Confidence as a Speaker (PRCS) questionnaire (Paul,
1966) was used as a screening test for everyday experienced fear of speaking.
It is a self-report questionnaire that assesses the behavioural and cognitive
response to public speaking. The PRCS questionnaire recorded whether par-
ticipants agreed or disagreed on 30 statements, for example “I dislike to using
my body and voice expressively.” The PRCS index was scored by counting the
number of answers indicating anxiety. The PRCS index ranges from 0 to 30.
Daly (1978) reported strong correlations between the PRCS index and other
social phobia measures. Furthermore, Phillips et al. (1997) showed that the
PRCS index did not differ across age and gender.
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Dialog Satisfaction

The Dialog Experience Questionnaire (DEQ) (Ter Heijden and Brinkman, 2011)
was used to measure the participant’s satisfaction towards the conversation with
the virtual lady. The DEQ has four flow sub-dimensions (i.e., dialog speed, in-
terruption, correctness locally and correctness globally) and two interaction
sub-dimensions (i.e., involvement and discussion satisfaction). In the analy-
sis only the mean of the five items addressing the sub-dimension discussion
satisfaction were considered. As a consequence, the score ranged from -3 to 3.

Self-Assessment Manikin questionnaire

The Self-Assessment Manikin Questionnaire (SAM) (Lang, 1995) was included
to subjectively measure the three emotion dimensions, i.e., valence, arousal and
dominance. Various studies showed that the SAM questionnaire accurately
measured emotional reactions to imagery (Lang et al., 1999; Morris, 1995),
sounds (Bradley and Lang, 2007), robot gesture expression (Haring et al., 2011),
etc. The SAM questionnaire consists of a series of manikin figures to judge the
affective quality and represents the intensity value of the three dimensions of
emotion (Lang, 1995). The first row of SAM manikin figures ranges from un-
happy (1) to happy (9) on the valence dimension. The second row represents
the arousal dimension, ranging from relaxed (1) to excited (9). The last row
ranges from dominated (1) to controlling (9), representing the dominance di-
mension. After being explained the meaning of each dimension, participants
selected one of the nine figures on each row to express their feelings during the
conversation. The manikin figures were taken from the PXLab (Irtel, 2007).

Presence questionnaire

Participants were asked to complete the Igroup Presence Questionnaire (IPQ)
(Schubert et al., 2001) to measure their experienced presence during the conver-
sation. IPQ comprises out of 14 items rated on a seven-point Likert Scale. The
scores on the 14 IPQ items are mapped onto three subscales, namely Involve-
ment (i.e., the awareness devoted to the virtual environment), Spatial Presence
(i.e., the relation between the virtual environment and the physical real world),
and Realism (i.e., the sense of reality attributed to the virtual environment).
It also contains one item that assesses the general feeling of being in the vir-
tual environment. The total score of IPQ was used in the data analysis to test
whether the level of presence was sufficient to evoke an emotional response in
the participants. The total score of IPQ ranged from 0 to 84.
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Dialog length

Gratch and Okhmatovskaia (2006) found that people talked longer to a respon-
sive than to an unresponsive virtual human. Also Wong and McGee (2012)
showed that people talked longer to a virtual human that listened with a slight
frown or responded to the speaker’s facial expression with sadness or puzzle-
ment than to a virtual listener that showed a small smile and mirrored the
positive emotional expressions of the human speaker. Speaking time has also
been suggested as a reliable behavioural measure to assess performance anxiety
(Beidel et al., 1989). As such, in an impromptu speech task, patients are asked
to give a speech, and the length of the speech is taken as reversed indicator of
avoidance behaviour. Therefore, in this experiment the total time a participant
talked during a conversation was recorded as an indicator of engagement, or
reversed, of avoidance.

Physiological measurement

Heart rate and skin conductance measurements were included to measure
arousal elicited in the virtual world. The physiological measurements were
done with a Mobi8 system from TMSi (see also Figure 4.4). Heart rate was
recorded with an Xpod Oximeter, and the participants were requested to insert
a finger into an adult articulated finger clip sensor. For skin conductance mea-
surement two finger electrodes were used. An elevation in heart rate or skin
conductance was regarded as an indicator for increased arousal.

Procedure

Prior to the experiment, participants were provided with an information sheet,
and the procedure was explained to them. They were then asked to sign an
informed consent form, and to fill in an information questionnaire and the PRCS
questionnaire. Once immersed in the virtual environment, the participants were
requested to have a conversation with the virtual lady. All the participants were
exposed to all the six conditions, with six different topics in each condition.
The topics were randomly assigned to the experimental conditions. The order
of the conditions was counterbalanced across participants to control for possible
systematic biases such as testing, learning, fatigue, or order effects between the
conditions. The presence questionnaire, the DEQ and the SAM questionnaire
were administered after each conversation with the virtual human. During the
conversation, physiological data were recorded. The response of the participants
was recorded with a web camera.
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4.4 Results

The mean and standard deviation of the PRCS scores over all participants
were M = 9.12, SD = 4.15. Taking the PRCS mean as a starting point, three
groups of about equal size were created. However, as the PRCS index is a
discrete score, it was not possible to create groups of exactly equal size. So,
the division of participants over the groups we created was: the high confidence
group (scores between 0 and 8, N=9), the medium confidence group (scores 9
or 10, N=7), and the low confidence group (scores between 11 and 16, N=8).
Note that the medium size group covers only a relatively small PRCS range
as a normal distribution centers around the mean. To reduce complexity, the
reported analyses that include the PRCS groups as between-subjects variable,
only include the two extreme groups, i.e., the low and high confidence group,
and so, exclude the medium PRCS group2. The alpha level was set at .05 for
all the tests.

As some of the depended variables deviated from normality, non-parametric
analyses were conducted, including Mann-Whitney U tests for between-group
comparisons, Wilcoxon Signed Ranks tests for paired comparisons, and linear-
mixed-models analyses on aligned rank data for non-parametric factorial anal-
yses (Wobbrock et al., 2011).

Six Mann-Whitney U tests (i.e., one per test condition) were conducted to
compare the IPQ data from the 24 participants with the online IPQ dataset.
The results suggested that a reasonable level of presence was obtained in the
experiment as no significant difference was found between the overall me-
dian (Mdn = 41, IQR = 14, n = 393) of the IPQ online data set3 for non-
stereoscopic monitor and the median IPQ score in the L-S- (Mdn = 41, IQR =
13, z = 0.53, p = .60), L0S0 (Mdn = 45, IQR = 16.75, z = 1.87, p = .061) and
LrSr (Mdn = 42.5, IQR = 16.25, z = 1.49, p = .14) conditions. The measured
level of presence was even significantly higher in the L+S+ (Mdn = 47, IQR =
12.5, z = 2.91, p = .004), L+S- (Mdn = 45.5, IQR = 18, z = 2.19, p = .028) and
L-S+ (Mdn = 44, IQR = 18.25, z = 2.30, p = .021) conditions.

4.4.1 Positive versus negative synthetic emotion

To study the effect of the within-subjects factors regarding positive and neg-
ative synthetic emotions (hypothesis 1) in the listening and speaking phase,
and the effect of the between-subjects factor regarding the low and high con-
fidence group (hypothesis 3), several linear-mixed-models analyses on aligned

2In cases where conclusions with regarded to the hypothesis testing provided differ results,
the results of the three level analyses are reported in the footnotes.

3The data was downloaded on April 3rd, 2013. http://www.igroup.org/pq/ipq/data.php

http://www.igroup.org/pq/ipq/data.php
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Table 4.2: Results of the Mixed-effect Model Analysis of Variance for Discussion

Satisfaction

Discussion Satisfaction
PRCS F (1, 14) = 4.64, p = .049

Listening F (1, 49) = 3.47, p = .068
Speaking F (1, 46) = 33.69, p < .001

PRCS × Listening F (1, 48) = 0.78, p = .381
PRCS × Speaking F (1, 49) < 0.01, p = .981

Listening × Speaking F (1, 49) = 0.03, p = .862
PRCS × Listening × Speaking F (1, 49) = 0.03, p = .865

rank data for non-parametric factorial analyses were conducted on participants’
satisfaction and emotional state collected in the four conditions: L+S+, L+S-,
L-S+ and L-S-.

Dialog Satisfaction

The medians of the DEQ-satisfaction scores (with the IQR between brackets)
for the L+S+, L+S-, L-S+, L-S- conditions were 1.67(1.33), 0.78(2.17), 1.33(1.78),
and 0.67(2.06) respectively. The mixed-model analysis (see table 4.2) shows
that the speaking behaviour of the virtual lady affected the participants’ dis-
cussion satisfaction significantly; participants felt less satisfied with their con-
versation when the virtual lady showed negative emotions compared to positive
emotions (which supports Hypothesis 1). The effect of the listening behaviour
of the virtual lady on the discussion satisfaction approached a significant level.
Similarly, participants seem less satisfied with the conversion when the virtual
human showed negative instead of positive emotions during the listening phase
(which tend to support Hypothesis 1). Less satisfaction was reported by par-
ticipants with low speaking confidence (Mdn = 0.28, IQR = 1.49) compared to
participants with high speaking confidence (Mdn = 1.83, IQR = 1.89), which
supports Hypothesis 3.

Subjective Emotion

The SAM questionnaire was used to measure the participants’ emotional state
during their conversation with the virtual human. The medians and the in-
terquartile ranges (in brackets) of the three emotional dimensions, i.e., valence,
arousal and dominance for the L+S+, L+S-, L-S+, L-S- conditions are given in
table 4.3. The results of the linear-mixed-model analysis on the aligned ranks
data (see table 4.4) show that synthetic emotions in the speaking phase affected
the participants’ valence and dominance significantly. Participants reported a
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Table 4.3: Median (IQR) of the SAM scores for high (High) and low confidence (Low)

group.

Valence Arousal Dominance
Condition Overall Low High Overall Low High Overall Low High

L+S+ 6.0(2.0) 5.0(2.0) 7.0(2.0) 3.0(4.0) 3.0(3.0) 3.0(4.0) 5.0(5.0) 4.0(4.0) 6.0(3.0)
L+S- 4.0(3.0) 4.0(4.0) 5.0(4.0) 2.0(5.0) 2.5(4.0) 2.0(4.0) 4.0(3.0) 3.5(4.0) 4.0(5.0)
L-S+ 6.0(3.0) 4.5(3.0) 6.0(2.0) 3.0(5.0) 3.5(4.0) 3.0(4.0) 5.0(4.0) 4.0(4.0) 6.0(4.0)
L-S- 4.0(3.0) 3.0(4.0) 5.0(3.0) 2.0(4.0) 3.5(3.0) 2.0(3.0) 4.0(3.0) 3.0(4.0) 4.0(3.0)

Table 4.4: Results of mixed-effect model analysis of variance for the sam scores.

Valence Arousal Dominance
PRCS F (1, 18) = 9.05, p = .008 F (1, 17) = 1.45, p = .25 F (1, 17) = 1.43, p = .25

Listening F (1, 45) = 1.50, p = .23 F (1, 46) = 2.80, p = .10 F (1, 50) = 0.04, p = .85
Speaking F (1, 47) = 21.0, p < .001 F (1, 44) = 0.01, p = .91 F (1, 50) = 5.69, p = .021

PRCS × listening F (1, 45) = 0.19, p = .67 F (1, 47) = 8.06, p = .007 F (1, 50) < 0.01, p = .98
PRCS × speaking F (1, 46) = 0.25, p = .62 F (1, 45) = 2.34, p = .13 F (1, 50) = 0.05, p = .83

Listening × speaking F (1, 45) = 0.38, p = .54 F (1, 44) = 0.57, p = .46 F (1, 50) = 0.23, p = .63
PRCS × listening × speaking F (1, 45) = 0.95, p = .33 F (1, 44) = 0.41, p = .53 F (1, 50) < 0.01, p = .95

more positive emotional state and felt more dominant when the virtual hu-
man showed positive instead of negative speaking behaviour (which supports
Hypothesis 1). On the contrary, the results did not show that the positive or
negative emotions of the virtual lady during her listening phase affected the
participants’ emotional state. Furthermore, participants with low confidence
(Mdn = 3.50, IQR = 2.38) reported lower valence scores than the participants
with high confidence (Mdn = 5.50, IQR = 1.75) (which supports Hypothe-
sis 3). The latter effect is visualized in Figure 4.5a. table 4.4 also shows a
significant interaction between the PRCS groups and the listening behaviour
of the virtual human on the reported arousal, which is visualized in Figure
4.5b. Especially, negative emotions expressed during the listening phase of the
virtual human had a different impact on people with a low vs. high speak-
ing confidence. Detailed analyses here only showed two trends: first, the low
confidence participants tended to be more aroused (z = 1.79, p = .074) when
the virtual human showed negative instead of positive listening behaviour, and
second, low compared to high confidence participants reported more arousal
(z = 1.65, p = .099) in the negative listening condition.

Dialog Length

The median (with the IQR between brackets) of the total talking time over
all participants in seconds in the L+S+, L+S-, L-S+, L-S- conditions was
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Figure 4.5: Median of SAM valence score (a), SAM arousal score (b), participants’
dialog length (c), and heart rate (d).

267.0(182.8), 264.0(214.0), 271.0(231.8), and 193.0(164.0) respectively (see also
Figure 4.5c). Table 4.5 shows a significant main effect for the synthetic emo-
tions expressed in the speaking phase. When the virtual human showed positive
instead of negative speaking behaviour, the participants talked longer (which
supports Hypothesis 1). Table 4.5 shows no significant main effect of the syn-
thetic emotions in the listening phase on dialog length. In addition, Table 4.5
shows a significant interaction between the emotions expressed in the speaking
and listening phase. As can be seen in Figure 4.5c, especially the combination
of both negative speaking and listening behaviour resulted in a reduction of
the speaking time, which was for example significantly (z = 2.49, p = .013)
shorter than the speaking time in the positive listening and negative speaking
condition.
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Table 4.5: Results of mixed-effect models analysis of variance for the dialog length.

Dialog length4

PRCS F (1, 18) = 0.19, p = .665
Listening F (1, 45) = 2.82, p = .100
Speaking F (1, 46) = 8.27, p = .006

PRCS × listening F (1, 38) = 3.21, p = .081
PRCS × speaking F (1, 40) = 0.05, p = .829

Listening × speaking F (1, 42) = 5.14, p = .028
PRCS × listening × speaking F (1, 41) = 0.02, p = .898

Table 4.6: Results on the statistical analyses for the physiological measurements.

Heart rate Skin conductance
PRCS F (1, 17) = 2.51, p = .13 F (1, 15) = 0.57, p = .46

Listening F (1, 49) = 1.44, p = .24 F (1, 39) = 4.59, p = .0395

PRCS × listening F (1, 47) = 5.90, p = .019 F (1, 38) = 0.26, p = .61
Speaking F (1, 49) = 0.18, p = .67 F (1, 40) = 0.23, p = .64

PRCS × speaking F (1, 49) = 0.49, p = .49 F (1, 34) = 0.37, p = .55
Listening × speaking F (1, 49) = 0.04, p = .85 F (1, 40) = 3.92, p = .055

PRCS × listening × speaking F (1, 49) = 0.49, p = .49 F (1, 38) = 0.99, p = .33

Physiological Measurements

The median (with the IQR between brackets) of the heart rate (averaged over
the whole experimental time of one condition) in the L+S+, L+S-, L-S+, L-S-
conditions was 73.72(16.30), 71.57(15.08), 73.24(18.81), and 72.93(14.48) re-
spectively, while the median (in nano-Siemens and with the IQR between brack-
ets) skin conductance (again averaged over the experimental time per condition)
was 2526(2961), 2488(2401), 2585(2534), and 3794(2961) in the same conditions
respectively. Table 4.6 shows a significant interaction between the PRCS groups
and the listening behaviour on the heart rate data. As can be seen in Figure
4.5d, highly confident participants had a higher median heart rate than lowly
confident participants when the virtual human expressed positive listening be-
haviour. This tendency approached the significance level (z = 1.93, p = .054).
The corresponding detailed analysis also showed that the heart rate of only
the low confidence group increased significantly (z = 1.96, p = .050) when the
virtual lady changed her listening behaviour from positive to negative. Table
4.6 also shows a significant main effect for the listening behaviour on the par-
ticipants’ skin conductance, F (1, 39) = 4.59, p = .039. Participants sweated
more when the virtual human expressed negative instead of positive listening
behaviour.

4The interaction effect of listening and speaking was not significant (F (1, 69) = 2.41, p =
.13) when the analysis was conducted using PRCS between-subjects variable with three levels.
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Table 4.7: Median (with IQR between brackets) of the comparison between the speak-

ing and listening phase, including the results of the corresponding Wilcoxon Signed

Ranks tests (n = 24).

(S + L−) − (S − L+) Wilcoxon Signed Ranks tests
DEQ-discussion satisfaction 0.78(2.0) z = 2.86, p = .004
SAM-valence 1.0(3.0) z = 2.97, p = .003
SAM-arousal 0(1.0) z = 1.18, p = .24
SAM-dominance 0(1.0) z = 1.48, p = .14
Dialog length 21.0(125.0) z = 1.00, p = .32
Heart rate −0.54(4.28) z = 0.14, p = .89
Skin conductance 9.7(70.20) z = 0.94, p = .35

4.4.2 Listening vs. Speaking phase

To test whether synthetic emotions expressed in the speaking phase had more
impact on the emotional valence and the satisfaction than emotions expressed
in the listening phase (i.e., Hypothesis 2), the effects elicited in those two phases
where contrasted against each other; in other words: speaking phase effect =
listening phase effect. This contrast can be written as: [(S+L-) - (S-L-)] +
[(S+L+) - (S-L+)] = [(S-L+) - (S-L-)] + [(S+L+) - (S+L-)], which is equivalent to
(S+L-) - (S-L+) = 0. Table 4.7 shows that the contrast value was significantly
larger than zero for the score on discussion satisfaction and for the valence
score, suggesting that the synthetic emotions had a larger impact during the
speaking phase than during the listening phase (which supports Hypothesis 2).

4.4.3 Neutral vs. random

The median (with the IQR between brackets) of all dependent variables for
all 24 participants in the neutral and random condition are shown in Table
4.8. The corresponding Wilcoxon Signed Rank tests show that participants
were significantly less satisfied with their conversation when the virtual human
showed random emotions (Mdn = 1.0, IQR = 1.8) instead of neutral emotions
(Mdn = 1.2, IQR = 1.4), z = 1.98, p = .048 (which supports Hypothesis 4).
Furthermore, participants felt themselves significantly less dominant (neutral:
Mdn = 5.0, IQR = 3.0; random: Mdn = 4.0, IQR = 4.0) in the random
condition, z = 2.56, p = .011.

5The effect of listening is not significant (F (1, 59) = 2.96, p = .091) when the analysis was
conducted using PRCS between-subjects variable with three levels.
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Table 4.8: Median (with IQR between brackets) of the scores for the random and

neutral conditions, including the results of the corresponding Wilcoxon Signed Ranks

tests.

Neutral Random Wilcoxon Signed Ranks Tests
DEQ-discussion satisfaction 1.2(1.4) 1.0(1.8) z = 1.98, p = .048
SAM-valence 5.0(3.0) 4.5(5.0) z = 1.87, p = .062
SAM-arousal 2.0(4.0) 2.5(5.0) z = 0.94, p = .35
SAM-dominance 5.0(3.0) 4.0(4.0) z = 2.56, p = .011
Dialog length 298.5(163.3) 251.8(188.1) z = 1.03, p = .30
Heart rate 70.9(13.7) 71.1(13.3) z = 0.14, p = .99
Skin conductance 205.4(293.9) 203.7(270.5) z = 1.10, p = .27

4.5 Discussion and conclusions

The analyses on the data for valence and discussion satisfaction suggest that
positive compared to negative synthetic emotions expressed by a talking virtual
human can elicit a more positive emotional state in a person, and can create
more satisfaction towards the conversation. Therefore, we only found support
for the first hypothesis in the speaking behaviour of the virtual human as no
significant effect was found for the different emotions expressed by the listening
virtual human. This dominance of the speaking phase over the listening phase
was also hypothesised by the second hypothesis and confirmed by the data
analyses since a larger effect on reported valence and discussion satisfaction was
found for the synthetic emotions manipulated in the speaking phase compared
to the listening phase of the virtual human. Besides the additional verbal
channel to express emotions in the speaking phase, the participants might also
have spent less attention to the virtual human when they were talking and the
virtual human was listening. In human-human communication, the gaze of a
listener is often fixed on the speaker, while the gaze of the speaker is only fixed
on the listener when he or she begins or stops talking (Morris, 2002b).

Our findings also suggest that a conversation with a virtual human has clinical
relevance as support was found for the third hypothesis. Participants with less
speaking confidence obtained a more negative emotional state and were less
satisfied with the discussion than participants with more speaking confidence.
Although the experiment did not include individuals diagnosed with social anx-
iety disorder, social anxiety can be regarded as a continuous scale. Therefore
these findings might generalise to the more extreme side of this scale. In this
context, the results on the self-reported arousal and the dominance emotion di-
mensions, and on the physiological and behaviour measures are also interesting.
For VRET to work effectively, it needs to be able to elicit fear. This emotion is
a state of negative valence, high arousal, and low dominance. Negative speak-
ing behaviour was not only able to create negative valence, but also to elicit
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a lower dominance level. This seems to replicate the findings reported by De
Melo et al. (2012) on how people felt when negotiating with an angry virtual
human. Additionally, the heart rate and subjective arousal of participants with
low speaking confidence increased when they were confronted with negative in-
stead of positive listening behaviour. As social anxiety is centred on the fear for
negative social evaluation, these low confidence participants might have spent
more attention to the virtual human when they were talking to see how it re-
sponded to them. We also observed more avoidance behaviour, i.e., reduced
speaking time, when the virtual human expressed negative instead of positive
speaking behaviour. This avoidance behaviour was even enhanced when nega-
tive speaking behaviour was combined with negative listening behaviour.

Our findings also show that a virtual human expressing randomly positive or
negative emotions has a negative effect on the conversation satisfaction as com-
pared to expressing neutral emotions. This result confirms the fourth hypothe-
sis. In addition, the random behaviour made the participants feel less dominant.
Again this seems to replicate reports on how negotiators felt when negotiating
with someone that changed often from expressing anger to happiness (Sinaceur
et al., 2013). These findings seem to have two practical implications. First,
simply giving a virtual human the ability to express some random emotions
may have a negative effect on the emotional state of the conversation part-
ner. Second, if therapists in a simulated conversation environment change the
emotions often it could reduce the conversation satisfaction.

Apart from the contributions, there are still a number of limitations to this
study. First, although the study used a 3D virtual human with head and chest,
full-body postures or gestures were not manipulated in this study. Considering
that in recent decades more insights have become available on body expression
(Gross et al., 2010; Kleinsmith and Bianchi-Berthouze, 2013), investigating the
impact of full-body emotional expression of a virtual human is an interesting
topic for future research, especially in relation to eliciting human emotions.
Second, because of the language used by the virtual human, only Chinese par-
ticipants were recruited, which might limit the generalisation of the findings to
other nationalities. Still our conclusions seem to agree with findings of stud-
ies conducted with non-Chinese individuals. Third, only a sample of students
from a technical university were recruited in this study, which also might limit
the generalization of the findings to a larger more diverse population. Fourth,
to have the human conversation partners perceive that they were negatively
or positively evaluated by a virtual human, this study only used a limited set
of facial expressions, i.e., basically expressing anger or happiness, where more
negative and positive emotions exist. Future research could examine whether
other negative emotions, such as sadness, fear, or frustration might also lead
individuals to believe that they are negatively evaluated by a virtual human.
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To conclude, the results of this paper show the effect of synthetic emotions
in a conversation with a virtual human, especially when it is speaking. This
suggests that designers who want to elicit emotions should especially focus on
this phase of the conversation. The contributions of our study could help to
improve the overall experience with simulated conversations, for example as
part of a training, game, or psychotherapy.
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Bystanders in a real world’s social setting have the ability to influence peo-
ple’s beliefs and behavior. This study examines whether this effect can be
recreated in a virtual environment, by exposing people to virtual bystanders
in a classroom setting. First participants (n = 26) witnessed virtual stu-
dents answering questions from an English teacher, after which they were
also asked to answer questions from the teacher as part of a simulated
training for spoken English. During the experiment the attitudes of the
other virtual students in the classroom was manipulated; they could whis-
per either positive or negative remarks to each other when a virtual student
was talking or when a participant was talking. The results show that the
expressed attitude of virtual bystanders towards the participants affected
their self-efficacy, and their avoidance behavior. Furthermore, the experi-
ence of witnessing bystanders commenting negatively on the performance
of other students raised the participants’ heart rate when it was their turn
to speak. Two-way interaction effects were also found on self-reported
anxiety and self-efficacy. After witnessing bystanders’ positive attitude to-
wards peer students, participants’ self-efficacy when answering questions
received a boost when bystanders were also positive towards them, and
a blow when bystanders reversed their attitude by being negative towards
them. In addition, inconsistency, instead of consistency, between the by-
standers’ attitudes towards virtual peers and the participants was found
to result in a larger change in the participants’ beliefs about themselves.
However, for beliefs participants held about others the findings were re-
versed. Finally the results also reveal that virtual flattering or destructive
criticizing affected the participants’ beliefs not only about the virtual by-
standers, but also about the neutral teacher. Together these findings show
that virtual bystanders in a classroom can affect people’s beliefs, anxiety
and behavior.
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5.1 Introduction

Human’s behavior, attitudes, emotions and cognition are extensively influenced
by other people’s opinions. People establish beliefs about these opinions reg-
ularly through one-to-one conversations with another person. Often, however,
other individuals are present during such a social interaction; for example, fel-
low students in a class when a student talks to a teacher, colleagues in a meeting
when someone talks to his or her boss, or people in a queue overhearing a person
talking with someone at an information desk. Even though, these individuals,
the so called bystanders, do not directly participate in the conversation, they
may whisper or use nonverbal cues to express their opinion about what is being
said.

Research showed that humans may be affected by the behavior of surround-
ing bystanders (Walster and Festinger, 1962) and that these bystanders may
play an important role in human-human social interaction (Chaiken and Ma-
heswaran, 1994). For example, behavior and judgments of a group of peers
may influence an individual’s cognition and judgment (Wetzel and Insko, 1982;
Asch, 1951). This behavior may include words, intonations, gestures and facial
expressions (Bailenson et al., 2005). Direct interaction with a virtual human
(Villani et al., 2012; Qu et al., 2014, 2013) or virtual group (Anderson et al.,
2013; Ling et al., 2012; Slater et al., 1999) has received considerable research
attention, but this research has largely ignored the role of bystanders, in this
case, virtual bystanders (an exception is the contribution of Lee (2011)). For
applications that do want to offer the experience of social interaction in a virtual
environment though, reports about bystanders in normal life suggest that vir-
tual bystanders may have a relevant contribution in the experience of the social
interaction. Take for example virtual reality exposure therapy (VRET) for the
treatment of social anxiety disorder that is receiving increasing scientific and
public attention (Villani et al., 2012; Anderson et al., 2013; Price et al., 2011).
VRET is put forward as an alternative option for traditional exposure therapy
in vivo because of its low cost, repeatability and convenient manipulation. In
a recent controlled experiment, Anderson et al. (2013) found no difference in
effectiveness between VRET and in vivo exposure therapy for treating social
anxiety disorder. To be effective though, these virtual environments need to be
engaging enough to activate anxiety in the patients (Foa and Kozak, 1986). The
perception of negative human evaluation during social interaction is the main
component to activate patients’ social anxiety. The behavior and attitude of
virtual bystanders can therefore play an important role and manipulating this
may be a useful anxiety stimulus for therapists to control the intensity of pa-
tients’ anxiety level.

The current study tries to address this gap in knowledge about virtual by-
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standers. An experiment was conducted to examine whether bystanders’ judg-
ments could influence a person’s beliefs, self-efficacy and emotions during a
virtual English lesson. The bystanders, i.e., virtual students, made either pos-
itive or negative comments, while other fellow virtual students or the human
participant answered questions from a virtual teacher. The experiment was de-
signed to address four hypotheses, of which the theoretical background is given
in section 2 of this paper.

5.2 Theoretical Background

5.2.1 Bystander Evaluation

A bystander is a person who, although present at some event, does not take
part in the event, and is often regarded as an observer or spectator. Although
bystanders do not get involved in the event, their behavior may influence an
individual’s cognition and judgments. For example, Asch (1951) investigated
the effect of majority opinions on individuals and found that people often modi-
fied their judgment in accordance with the majority. Also, the social facilitation
theory claims that the presence of other people affects individual’s performance,
i.e., it enhances the individual’s performance for well-practiced tasks, but im-
pedes it for less familiar tasks (Geen, 1989). For example, Hunt and Hillery
(Hunt and Hillery, 1973) showed that the presence of others reduced the num-
ber of errors produced by individuals learning an easy maze and increased it
for those learning a difficult maze. Bystanders can also have an effect on each
other. A well-known phenomenon studied in this context is the so-called by-
stander effect, referring to the observation that people are less likely to help
a victim when other people are also present. The probability that a person
actually provides help is inversely related to the number of other bystanders
(Darley and Latane, 1968). Bystanders also play an important role in social
comparison theory (Festinger, 1954), which argues that people evaluate their
abilities and opinions by comparing it with others like them. This phenomenon
occurs especially in situations where the evaluation is objectively unclear (Zitek
and Hebl, 2007; Goldstein et al., 2008; Miller, 1984). For example, people are
strongly influenced by the behavior of others when deciding whether to conserve
energy in their homes (Schultz et al., 2007).

Likewise, people’s perceived self-efficacy, i.e., the subjective probability that one
is capable of executing a certain course of actions, has also been linked with
verbal persuasion of others (Bandura, 1997). Evaluative feedback highlighting
a person’s capabilities raises efficacy (Schunk, 1984). Given the same level of
performance, destructive criticism lowers perceived efficacy, whereas construc-
tive criticism sustains or even boosts one’s sense of perceived efficacy (Baron,



5.2. Theoretical Background 115

1988). Self-efficacy is a relevant concept for understanding people’s behavior,
since some studies have shown a strong relation between both (Bandura and
Adams, 1977; Locke et al., 1984). As such, self-efficacy has also been related
directly or indirectly to social anxiety. For example, Alden et al. (1992) found
that people with low self-efficacy reported that they attended more to them-
selves and spent more time focusing on themselves during social interaction;
hence, suggesting self-efficacy to be inversely related to self-focused attention.
In addition, self-focused attention is one of the key symptoms of anxiety disor-
der and these symptoms have been reported to correlate with each other (Hope
and Heimberg, 1985). Hope et al. (1987) found that socially anxious people were
significantly more self-focused during social interaction than people who were
not socially anxious. Other studies (Kashdan and Roberts, 2004; Thomasson
and Psouni, 2010) have reported a direct inverse relation between self-efficacy
and social anxiety.

Only recently has the idea of virtual bystanders received attention in the context
of virtual environments. For example, Slater et al. (2013) tested the response
of Arsenal supporters being bystanders to a violent argument in a virtual bar.
They found that when the virtual victim was an Arsenal supporter instead of
a person ambivalent towards the football club, the Arsenal supporters were
more likely to physically and verbally intervene in the violent argument as they
shared a common social identity with the virtual victim. Kozlov and Johansen
(2010) were able to replicate in a virtual environment the inverse relation be-
tween the number of bystanders and the chance any person would intervene.
They had people finding their way out of a virtual labyrinth that also included
virtual characters that asked for their help. They found that people helped sig-
nificantly less in situations with a large number of virtual bystanders compared
to situations with no virtual bystanders. Also the social facilitation theory was
studied in virtual reality. For example, Park and Catrambone (2007) found
that for easy tasks people performed better in company with a virtual human
than on their own, and they found the opposite effect for difficult tasks. Merely
the presence of a virtual human in itself seems to cause this effect as this virtual
human did not show any emotional expression and did not communicate with
the participant during the task. Still, to the best of our knowledge, the effect of
bystanders on individuals’ dialog experience with a virtual human has not yet
been studied empirically. Nevertheless, previous work that focused on direct
interactions between a human and a virtual human has shown that a virtual
audience (Pertaub et al., 2002) or a single virtual conversation partner (Qu
et al., 2014) can effectively elicit higher or lower anxiety in a human speaker
by expressing positive or negative emotions. Therefore, the current study in-
vestigates the effect of virtual bystanders expressing emotional behavior on an
individual’s experience by putting forward the first hypothesis: Positive com-
pared to negative expressed attitudes by virtual bystanders towards a human
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speaker result in (H1a) higher self-perceived performance, (H1b) higher self-
efficacy, and (H1c) less anxiety.

5.2.2 Modeling

The social cognitive theory (Bandura, 2001, 1977) suggests that people can
learn from their observations, and use learned behavior when they are in the
observed situation. Performances of observationally learned behavior are in-
fluenced by three major factors: personal standards of conduct, reward and
punishment resulting from the observed, i.e., modeled behavior, and the simi-
larity of the model (Bandura, 2001). People exhibit modeled behavior they find
self-satisfying, but reject modeled behavior they personally disapprove (Ban-
dura, 2001). People are motivated by the success of others who are similar to
them. For example, the likelihood of learning increases when the models are of
the same sex (Andsager et al., 2006), skill level (Meichenbaum, 1971) or have
similar previous behaviors such as alcohol consumption (Andsager et al., 2006).
People are more likely to perform the modeled behavior if it results in rewards
instead of unrewarding or punishing effects. Bandura et al. (1963) found that
children who observed an aggressive model being rewarded show more imitative
aggression compared to children who observed a model being punished for the
same aggressive behavior.

Modeling, also referred to as vicarious experience, has also been studied in vir-
tual reality. Fox and Bailenson (2009), for example, let people observe a virtual
lookalike or a dissimilar virtual person doing physical exercises. They found
that either the reward of the virtual lookalike losing weight or the punishment
of the virtual lookalike gaining weight was sufficient to encourage people to
exercise significantly more than when observing these consequences affecting a
virtual dissimilar person. However, what would happen if a person that is part
of a group of bystanders, who are observing a conversation between two people,
knows that he or she will be the next person having to have a conversation
that will be observed by the same bystanders? As anticipation anxiety has
been linked with performance anxiety (Brown and Stopa, 2007; Vassilopoulos,
2008), i.e., the fear to perform in front of others, this anticipated transition
from a bystander to a person being observed might lead to anticipation anxiety
especially if the individual witnesses negative consequences as a bystander for
persons who are similar to him or her. Bandura (1997) suggests that when the
vicarious experience includes positive consequences it may enhance self-efficacy.
Hence, we expect that when bystanders witness positive feedback, their self-
efficacy will raise and their anxiety will be reduced. Together this leads to the
second hypothesis: Positive compared to negative expressed attitudes by vir-
tual bystanders towards preceding virtual peer speakers results in (H2a) higher
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self-efficacy, and (H2b) less anxiety in a succeeding human speaker.

5.2.3 Consistency

Modeling can affect people’s beliefs, but what happens to these beliefs if the real
experience turns out to be inconsistent with the vicarious experience; for exam-
ple, what happens if bystanders were positive towards peer student speakers,
but later on negative towards the human speaker. In general, humans pre-
fer consistency in behavior because of its perceptual simplicity (Heider, 1944).
Consistency serves the need for coherence and effective action, and it is inherent
to human nature as a result of neurophysiological processes and the capacity
for logical reasoning (Ajzen, 2005). For example, in a study Somerville et al.
(Somerville et al., 2006) let people perform a task while making social judgments
and receiving fictitious feedback that was either consistent or inconsistent with
their expectations. Their results demonstrated that participants had greater
sensitivity to expectancy violations as compared to consistency in expectations,
which suggests that people expected consistency in social exchange.

Inconsistency usually makes people psychologically uncomfortable (Festinger,
1957). In Festinger (1957) theory of cognitive dissonance, inconsistency between
two beliefs exists when holding one belief conflicts with holding the other one.
Inconsistency between cognitive elements such as beliefs and items of knowledge
is assumed to enhance dissonance, which motivates the individual to change
one or more cognitive elements to eliminate or reduce the magnitude of the
dissonance. In other words, the theory of dissonance assumes a motivation
for people to maintain consistency among their beliefs, feelings and actions.
For example, when the individuals’ actions conflict with their beliefs, they are
expected to try to reduce the dissonance either by changing their beliefs or by
changing their behaviors.

In a situation where bystanders first comment on the presentation of virtual peer
speakers and later on a human speaker, inconsistency in these comments may
force the human to change his or her belief much more extremely, than when the
bystanders express exclusively positive or negative comments in both occasions.
This leads to the third hypothesis (H3): Inconsistency in the bystanders ex-
pressed attitude towards virtual peer speakers and the human speaker leads to
a larger change in belief than consistency in the bystander expressed attitudes.

5.2.4 Praise and destructive criticism

Up till now, the focus has only been on how bystanders affect beliefs people
have about themselves. However, bystanders may also affect beliefs people have
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about the bystanders. For example, accumulated findings in the form of a meta-
analysis (Gordon, 1996) support the claim that flattery has a positive influence
on the people’s judgment of the flatterer. The self-enhancement motive, i.e.,
people are motivated to evaluate themselves favorably and they respond posi-
tively by increased liking for people who flatter them, is suggested as a crucial
factor underlying the positive effect of flattery (Gordon, 1996; Vonk, 2002).
Colman and Olver (1978) showed that especially people with high self-esteem
responded with a far greater liking for a flattering evaluator than for a more
neutral evaluator that gave an assessments of their performance.

The effect of flattering was also studied in a virtual context. Reeves and Nass
(1996) tested flattery by computers with a text-based user interface and found
that individuals who were flattered by the computer performed better and liked
the computer more than individuals who received no feedback or criticism from
the computer. Fogg and Nass (1997) did a similar experiment and found that
participants in the flattery condition reported more positive affect, better self-
rated performance, more positive evaluations of the interaction and more pos-
itive perception of the computer, compared to the scores from participants in
the generic condition. Johnson et al. (2004) extended the research of Fogg and
Nass (1997) and also found that their participants reacted to flattery from a
computer in a manner congruent with peoples’ reactions to flattery from other
humans, but only for participants with a high level of computer experience and
not for participants with little computer experience. Consistently, Lee (2008)
found that flattery led to more positive overall impressions and performance
evaluations of the computer, but flattery also increased people’s suspicion about
the validity of the computer’s feedback and lowered people’s conformity to the
computer’s suggestions when they were answering the questions.

It seems therefore that bystanders’ comments could also affect the beliefs people
have about them. This therefore leads to the fourth and final hypothesis (H4):
Beliefs about the bystanders correlate positively to the attitude bystanders
expressed towards the human speaker.

5.3 Method

An experiment with a two-by-two within-subjects design existing of four condi-
tions (as shown in table 5.1) was setup to test the four hypotheses. It included
two within-subject factors: (1) the virtual bystanders’ attitude towards the vir-
tual student speakers who answered questions before the human speaker (i.e.,
the participant) got a turn to answer questions, and (2) the bystanders’ at-
titude towards the human speaker. The bystanders’ attitude could be either
positive or negative, i.e., whispering either positive or negative remarks towards



5.3. Method 119

other bystanders and showing an angry or happy facial expression. Participants
were exposed to all four conditions. To control for potential learning, order or
fatiguing effects, the order of the four conditions was counterbalanced.

Table 5.1: Four experimental conditions with a different attitude of the virtual by-

standers towards the virtual peer speakers and the participants

Condition Bystanders’ attitude towards Bystanders’ attitude towards
virtual peer speakers (phase 1) the human (phase 2)

PP Positive Positive
NP Negative Positive
PN Positive Negative
NN Negative Negative

5.3.1 Participants

Twenty-six students (9 females and 17 males) from the Delft University of
Technology participated in the experiment. Their age ranged from 20 to 30
years with the mean being 26.8 (SD = 2.5) years. All participants were non-
native English speakers and they were all naive with respect to the hypotheses
until they finished the experiment. Written informed consent was obtained
from all participants prior to the experiment. Furthermore, for publication
policy, the individual in this manuscript has also given written informed consent
(as outlined in PLOS consent form) to publish case details. All participants
received a small gift for their contribution. The experiment was approved by
the Human Research Ethics Committee of the Delft University of Technology.

5.3.2 Measurements

The construct perceived performance, put forward in the hypotheses, was op-
erationalized by considering the following indicators: (1) participants’ rating of
their own, virtual peers’ and the teacher’s performance, and (2) satisfaction with
their own, virtual peers’ and the teacher’s performance. Anxiety was measured
subjectively through the subjective units of discomfort (SUD) scale (Wolpe,
1969), physiologically, through skin conductance and heart rate, and behav-
iorally through speech length. In addition, the Personal Report Confidence as
a Speaker (PRCS) questionnaire (Paul, 1966) and the Igroup presence ques-
tionnaire (IPQ) (Schubert et al., 2001) were used to measure the participants’
general social anxiety and presence experienced in the virtual environment.
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Personal Report of Confidence as a Speaker

The Personal Report of Confidence as a Speaker (PRCS) questionnaire (Paul,
1966) was used as a screening test for everyday experienced fear of speaking. It
is a self-report questionnaire that assesses the behavioral and cognitive response
to public speaking. It recorded whether participants agreed or disagreed (i.e.,
a binomial response) on 30 statements, for example “I dislike to using my body
and voice expressively.” The PRCS index was scored by counting the number
of answers indicating anxiety. The PRCS index ranged from 0 to 30.

Presence questionnaires

Participants’ sense of presence was also measured as recently a meta-analysis
showed that anxiety experienced in a virtual environment is associated with
presence (Ling et al., 2014). Participants were asked to complete the Igroup
Presence Questionnaire (IPQ) (Schubert et al., 2001) at the end of the experi-
ment to measure their experienced presence during the exposure in the virtual
environment. IPQ consisted of 14 items rated on a seven-point Likert Scale.
The scores on the 14 IPQ items were mapped onto three subscales, namely
Involvement (i.e., the awareness devoted to the virtual environment), Spatial
Presence (i.e., the relation between the virtual environment and the physical
real world), and Realism (i.e., the sense of reality attributed to the virtual envi-
ronment). The questionnaire also contained one item that assessed the general
feeling of being in the virtual environment. The total score of IPQ was used in
the data analysis to test whether the level of presence was sufficient to evoke
an emotional response in the participants. The total score of IPQ ranged from
0 to 84.

Recently, Slater (2009) argued that presence at least has two independent com-
ponents: place illusion and plausibility. Similar to physical presence, place
illusion refers to the feeling of being in the virtual environment. Plausibility
is the illusion that what is happening in the virtual world is really happening
in spite of the knowledge that it is mediated technology. A high level of plau-
sibility would elicit responses in the virtual environment similar to the ones
in the real world. For VRET for social anxiety disorder, plausibility may be
more relevant than place illusion. Therefore, for this experiment participants
were asked to complete a created presence response scale (PRS), focusing on
plausibility, using the following three items: (1) How often did you find your-
self automatically behaving within the virtual English class as if it were a real
English course? (2) To which extent was your overall behavior (what you said,
emotional response and thoughts) like being in a real English course? (3) How
much did you feel like being in a real English course?
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Belief and experience questionnaire

The belief and experience questionnaire (BEQ) was specially made for this ex-
periment and used to measure participant’s beliefs about their own performance
and that of the virtual peers and the teacher. The questionnaire also included
questions with regards to satisfaction towards the performance of themselves,
the virtual peers and the teacher, supportiveness of the virtual peers and the
teacher, and self-efficacy. The formulation of self-efficacy question was based
on self-efficacy question used in a study by Scherbaum (2006). All items were
measured on scales ranging from 0 to 10.

The participant’s experience of the lesson was measured on six semantic differ-
ential scales including unpleasant - pleasant, not relaxed - relaxed, aggressive -
non-aggressive, uncomfortable - comfortable, impolite - polite and exhausting
- energizing. All scales ranged from 0 to 10. The average score across the six
scales was taken as an index for a participant’s experience. The items of the
BEQ questionnaire are shown in Appendix A.

Subjective units of discomfort

The 11-point scale of subjective unit of discomfort (SUD) was used to measure
the perceived level of anxiety of the participants. A scores of 0 represented no
fear and a score of 10 the highest level of fear an individual has ever felt in his
or her life (Wolpe, 1969).

Physiological measurements

Physiological measurements, including heart rate and skin conductance, were
included to measure elicited arousal during the virtual English lesson. The
physiological measurements were done with a Mobi8 system from TMSi. To
measure skin conductance two finger electrodes were used. Heart rate was
recorded using an Xpod Oximeter, and the participants were requested to insert
a finger into an adult articulated finger clip sensor. An elevation in heart rate
or skin conductance was regarded as an indicator for increased arousal.

Speech length

Speaking time was suggested as a reliable behavioral measure to assess perfor-
mance anxiety (Beidel et al., 1989). In an impromptu speech task, patients
were asked to give a speech, and the length of the speech was taken as a re-
versed indicator of avoidance behavior. Anderson et al. (2013) also used the
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length of a participant’s speech as a behavioral avoidance measure. Therefore,
in this experiment the total time a participant talked during the discussion was
recorded as an indicator of engagement, or reversed, of avoidance caused by
anxiety.

Apparatus

As shown in figure 5.1, the virtual environment was displayed non-
stereoscopically on a Sony HMZ-T1 Head-Mounted Display (HMD, 1280× 720
pixels with 51.6◦ diagonal field of view) coupled to a three-degrees of freedom
head tracker with a 500Hz update rate. Participants could freely look around
to explore the virtual classroom, shown by means of a screenshot in figure 5.1b.
Sound was played through embedded headphones. Besides the HMD, the par-
ticipants wore a finger clip and two finger electrodes on their non-dominant
hand for the Mobi8 system to record physiological data, including heart rate
and skin conductance.

Figure 5.1: The experimental setup with (a) a participant doing the experiment, and
(b) the participant’s view of the virtual environment

The virtual environment was created using WorldViz’s Vizard 3.0, and recre-
ated an English lesson where a teacher asked students in turn general questions
to practice their English conversation skill. Besides the participant, there were
eight virtual fellow students sitting in the classroom: four males and four fe-
males. The classroom layout is shown in figure 5.2. The participant was always
sitting on the third desk at the left side, while the position of the other virtual
students was randomly assigned in each condition. The clothes and hair of
the virtual students were always different in the four conditions to create the
impression that each condition involved a different set of students.

In front of each virtual student was a name card, so the participant knew who
was addressed by the teacher. The name of the participant was always ‘Thomas’
or ‘Mary’, depending on the gender of the participant. There was also a name
card on the desk of the participant in real life to remind him or her of the
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Figure 5.2: The layout of the virtual classroom where the participant was seated on
the empty chair

temporary name in the virtual environment. The teacher was a well-dressed
male around 40 to 50 years old. The voice actor of the teacher was a native
English speaker, while the voice actors/actresses of the students were all non-
native English speakers. A total of 28 open questions were recorded, seven
for each condition. The teacher first posted four questions to different virtual
students, randomly; when the last virtual student finished answering the forth
question, the teacher asked the participant to answer that same question again,
saying “Thomas/Mary, how about you?” and after that the last remaining three
questions were all asked to the participant. The questions included examples as
“What is the one thing that disgusts you and why?”, “If you could go anywhere
right now, where would that be and why?” and “What is the worst thing about
being a grown-up and why?”. So, these questions were formulated such that
they had no clear objective evaluation criteria for the answers. All the eight
voice actors/actresses of the virtual students were recorded while answering
these questions spontaneously. So the teacher could ask anyone of the virtual
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students to answer his questions.

The virtual bystander students were able to show positive or negative behavior
in the different experimental conditions. This behavior mainly consisted of fa-
cial expressions and whispering to each other, as illustrated in figure 5.3. Two
facial expressions were used in this experiment: angry (see figure 5.3a) and
happy (see figure 5.3b) to express negative or positive behavior respectively.
The facial expression was achieved by a repeatable facial expression animation
method, explained and evaluated in a previous study by Broekens et al. (2012).
Different attitudes of the students were also expressed in their whispers. In
the positive condition, virtual students whispered positively to each other; for
example one student would say “Hey, this is a good answer!” and another
bystander student would reply “Yes, a good one!”, or the first student would
say “I like it!”, and another bystander would respond “I also like it!”. In the
negative condition, their whispers had a negative connotation; for example one
bystander student could say “I don’t like the answer!” and another student
would replied “Me neither!”, or a student would say “Boring!” and another
student would reply “Yes, so boring!”. So, all whispers focused on the content
of the answers, and did not focus on the English formulation of the answer. A
total of 36 pairs of positive or negative whisper dialogs were recorded for each
of the eight virtual students, so participants could see whispering students on
the left (figure 5.3c) or right (figure 5.3d) of them or in front of them (figure
5.3e). The whispers were designed to occur every 6-10 seconds after the vir-
tual students or the participant started answering questions from the teacher.
The questions towards the participants were triggered using speech detection.
Three consecutive seconds of silence after the participant’s answer triggered the
teacher to give a neutral response such as ‘ok’ or ‘all right’, after which he would
use a transition phrase such as ‘next’ or ‘the next question’ to introduce the
next question. The speech detection was also designed to handle the situation
that a participant would not say anything after the teacher posed a question.
After 3 seconds of silence, the teacher would repeat the question and ask the
participant to answer it again. In addition, to prevent a participant to give a
very short answer to some of the questions, such as ‘I don’t know’, the teacher
would ask ‘why’ if the participant’s answer was shorter than 5 seconds.

5.3.3 Procedure

Prior to the experiment, participants were provided with an information sheet,
and the procedure was explained to them. They were then asked to sign an
informed consent form, and to fill in a general information questionnaire, includ-
ing SSQ and PRCS (see section 3.2 for more details). There were two phases in
each condition: in the first phase, the virtual English teacher asked four virtual
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Figure 5.3: Facial expressions used in the experiment and virtual students (by-
standers) whispering to each other (screenshots): (a) a virtual student showing an
angry facial expression, (b) a virtual student showing a happy facial expression, (c)
students whispering at the participant’s left side, (d) students whispering in front of
the participant, and (e) students whispering at the participant’s right side.

peer students a question, and in the second phase, the teacher asked the par-
ticipant four questions. The virtual bystanders’ attitudes towards the virtual
peer speakers and towards the participant were manipulated as either positive
or negative according to table 5.1. At the start of each condition a pre-SUD
score was obtained, whereas the BEQ, a post-SUD score and the PRS were
administered at the end of each condition. After the participants experienced
all the four conditions, the IPQ and SSQ were administered. Heart rate, skin
conductance, and the length of a participant’s answers were recorded during
the experiment. The experimenter left the experimental room when a session
started. Afterwards there was a debriefing session, in which the experimenter
and the participant discussed the experiences and the experimenter explained
to the participant the full details of the experiment. The whole experiment
took about 50 minutes.

5.4 Results

The mean and standard deviation of the PRCS scores over all 26 participants
were M = 8.62, SD = 5.0, indicating that the participants included in the
experiment were generally socially confident. The IPQ data from the 26 par-
ticipants suggested that a reasonable level of presence was obtained in the
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experiment as no significant difference was found between the IPQ total score
of the online dataset1 for non-stereoscopic HMD (M = 45.73, SD = 7.98) and
the IPQ total score in the current experiment (M = 46.35, SD = 9.86) using
an independent-samples t-test, t(35) = 0.18, p = .86. For each condition partic-
ipants completed the BEQ, PRS, pre-SUD and post SUD questionnaires. This
resulted in a set of 18 dependent variables expressing participants’ beliefs about
themselves (P1-P10), about the virtual other students (S1-S4) and about the
teacher (T1-T4). The labels given here to the various dependent variables are
consistently used in the various tables and in the remainder of the text of this
paper. The data for the dependent variables were first normalized into z-scores
for each participant across all items of a questionnaire and the four conditions.
The following data analyses were based on the normalized scores.

5.4.1 Self-reported belief, experience, and anxiety

Mean and standard deviation of the 18 dependent variables for the four condi-
tions are shown in table 5.2. The questionnaire measuring participants’ experi-
ence in the virtual lesson had good reliability with Cronbach’s α ranging from
0.71 to 0.88 across the four conditions.

The first step of the analysis consisted of eight repeated-measures ANOVAs us-
ing bystanders’ attitudes towards (1) the virtual peer speakers and (2) towards
the participants as two independent within-subject factors and as dependent
variables: participants’ rating of their own performance (P1), satisfaction with
their own performance (P2), the virtual peers’ satisfaction with their perfor-
mance (P3), the teacher’s satisfaction with their performance (P4), the beliefs
whether virtual peers (P5) and the teacher (P6) liked them, the virtual les-
son experience (P7) and self-efficacy (P8). The results are given in table 5.3,
and show that the bystanders’ positive attitude towards the participant com-
pared to the conditions where the bystanders exhibited a negative attitude to-
wards the participant, resulted in participants believing that peers and teacher
were significantly more satisfied with their performance (P3 and P4) and liked
them significantly more (P5 and P6), and resulted for the participants in a
significantly more positive lesson experience (P7) and significantly more self-
efficacy (P8). Although no significant effect for the bystanders’ attitude on
self-perceived performance (P1) and on the participants’ satisfaction with their
own performance (P2) was found, the p-value of 0.067 for the self-perceived
performance (P1) approached the significant threshold of α = 0.05. No signifi-
cant main effect for bystanders’ attitude towards their virtual peers was found
for the eight dependent variables. Still a two-way interaction effect was found
in the reported self-efficacy (P8), as illustrated in figure 5.4. When initially

1The data was downloaded on Oct 2nd, 2013. http://www.igroup.org/pq/ipq/data.php
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Table 5.2: Mean and standard deviation of items of the BEQ and self-reported anxiety

for the four experimental conditions

Measurements PP NP PN NN
The participants

P1 Own performance 0.54 (0.66) 0.55 (0.63) 0.27 (0.78) 0.46 (0.64)
P2 Satisfaction with own performance 0.59 (0.63) 0.44 (0.72) 0.32 (0.83) 0.47 (0.76)
P3 Other students’ satisfaction with your 0.85 (0.71) 0.98(0.69) -0.90 (0.88) -1.22 (0.73)
performance
P4 Teacher’s satisfaction with your performance 0.23 (0.58) 0.34 (0.71) -0.15 (0.73) -0.04 (0.56)
P5 Other students like you 0.95 (0.65) 0.98 (0.77) -0.82 (0.83) -1.11 (0.67)
P6 Teacher likes you 0.27 (0.57) 0.22 (0.74) -0.03 (0.65) -0.05 (0.63)
P7 Virtual lesson experience 0.59 (0.49) 0.42 (0.78) -0.12 (0.60) -0.28 (0.71)
P8 Self-efficacy 0.83 (0.47) 0.71 (0.73) 0.33 (0.81) 0.55 (0.62)
P9 SUD-post -1.37 (0.94) -1.03 (1.31) -1.01 (1.15) -1.03 (1.01)
P10 SUD post - SUD pre -0.11 (0.80) 0.43 (0.95) 0.41 (0.59) 0.30 (0.74)

Other students
S1 Other students’ performance 0.46 (0.83) 0.42 (0.68) -0.25 (0.83) -0.17 (0.96)
S2 Participants’ satisfaction with other students’ 0.44 (0.57) 0.38 (0.51) -0.28 (0.78) -0.40 (0.88)
performance
S3 Participants liking the other students 0.21 (0.70) 0.27 (0.62) -0.51 (0.86) -0.90 (0.85)
S4 How supportive were the other students 1.00 (0.74) 1.27 (0.60) -1.29 (0.69) -1.53 (0.59)
towards you

The teacher
T1 The teacher’s performance 0.080 (0.62) 0.16 (0.64) -0.10 (0.70) -0.14 (0.67)
T2 Participants’ satisfaction with teacher’s 0.11 (0.65) 0.27 (0.46) -0.09 (0.68) - 0.28 (0.61)
performance
T3 Participants liking of the teacher 0.14 (0.75) 0.05 (0.76) -0.32 (0.82) -0.33 (0.68)
T4 How supportive was the teacher towards you -0.006 (0.82) -0.09 (0.85) -0.15 (0.84) -0.50 (0.78)

the bystanders showed a positive attitude towards the virtual peer speakers,
the participants’ self-efficacy was significantly (t(25) = 3.72, p = .001) lower if
the bystanders’ attitude became negative instead of remaining positive when
the participant was talking. However, when the bystanders initially showed
a negative attitude towards the virtual peer speakers, no significant difference
(t(25) = 1.71, p = .099) was found in participants’ self-efficacy between condi-
tions where the bystanders remained exhibiting a negative attitude or changed
into exhibiting a positive attitude when the participant was talking.

Table 5.3 also shows the results of two repeated-measures ANOVAs with the
same two within-subject factors on the self-reported anxiety at end of a ses-
sion (P9, SUD post), and the change in self-reported anxiety (P10, SUD post -
SUD pre). Although the analyses found no significant main effects, the effect of
bystanders’ attitude towards their virtual peers on the change in self-reported
anxiety (P10) approached a significant level (p = .063). Related, the analyses
revealed a significant interaction effect in the change in self-reported anxiety
(P10), as also illustrated in figure 5.4. Participants reported significantly less
change in anxiety in the condition where bystanders’ attitude was positive to-
wards both the virtual peers and the participant compared to all three other
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Figure 5.4: Results of the participants’ self-related belief and experience questionnaire,
and self-reported anxiety, including results of paired t-tests (df = 25).

conditions, i.e., (1) negative attitude towards peers and positive towards partic-
ipant (t(25) = 2.91, p = .008), (2) positive towards peers and negative towards
participant (t(25) = 2.72, p = .012), or negative towards both peers and partic-
ipant (t(25) = 3.01, p = .006).

Besides focusing on their own, the BEQ also included questions about be-
liefs held towards bystanders and teachers. Eight repeated-measures ANOVAs
were used, again with the same within-subject factors as independent variables,
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Table 5.3: Results of the repeated-measures ANOVAs on items of the BEQ and self-

reported anxiety

Measurements Attitude towards
Participant Peer speakers Participant*Peer speakers

F (1, 25) p F (1, 25) p F (1, 25) p
The participants

P1 Own performance 3.66 .067 1.07 .31 0.73 .40
P2 Satisfaction with own performance 0.81 .38 0.001 .98 2.70 .11
P3 Other students’ satisfaction with your 95.25 < .001 0.97 .33 3.21 .085
performance
P4 Teacher’s satisfaction with your performance 12.03 .002 0.88 .36 < .001 .98
P5 Other students like you 97.53 .001 1.08 .31 2.60 .12
P6 Teacher likes you 6.85 .015 0.068 .80 0.014 .91
P7 Virtual lesson experience 23.45 < .001 2.86 .10 < .001 .98
P8 Self-efficacy 14.31 .001 0.20 .66 4.87 .037
P9 SUD post 1.29 .27 2.38 .14 1.53 .23
P10 SUD post- SUD pre 1.67 .21 3.79 .063 6.40 .018

Other students
S1 Other students’ performance 13.18 .001 0.034 .86 0.25 .62
S2 Participants’ satisfaction with other students’ 22.24 < .001 0.66 .42 0.125 .73
performance
S3 Participants liking the other students 29.90 < .001 2.32 .14 3.97 .057
S4 How supportive were the other students 269.56 < .001 0.028 .87 6.59 .017
towards you

The teacher
T1 The teacher’s performance 4.82 .038 0.11 .75 0.38 .55
T2 Participants’ satisfaction with teacher’s 7.76 .01 0.012 .91 4.11 .054
performance
T3 Participants liking the teacher 11.86 .002 0.24 .63 0.18 .67
T4 How supportive was the teacher towards you 4.32 .048 3.21 .085 1.45 .24

and as dependent variables: the participants’ rating of virtual peers’ (S1) and
teacher’s performance (T1), participants’ satisfaction with their performance
(S2 and T2), how much the participant liked the peers (S3) and the teacher
(T3) and their supportiveness (S4 and T4). The results of these analyses are
also included in table 5.3 and further illustrated in figures 5.5 and 5.6. The
results showed that bystanders’ positive instead of negative attitude towards
the participants resulted in significantly higher ratings for virtual peers’ (S1)
and teacher’s (T1) performance, participant’s satisfaction with these perfor-
mances (S2 and T2), how much the participants liked them (S3 and T3) and
their supportiveness towards the participant (S4 and T4). No significant main
effect for bystanders’ attitude towards the virtual peer speakers was found on
any of these items. Still, the analysis did find a significant two-way interaction
effect in the rating of peer students’ supportiveness (S4). Figure 5.5 shows
that participants believed that the virtual peers were more supportive towards
them when peer students had been first negative to the student speakers and
then positive towards them compared to the condition where the virtual peers
had a positive attitude towards both the student speakers and participant,
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t(25) = 3.60, p = .001. The opposite effect, however, was not found, i.e., a
difference between conditions PN and NN, t(25) = 1.27, p = .22.

Figure 5.5: Participants’ ratings of their beliefs regarding the virtual peers, including
results of paired-samples t-tests (df = 25).

5.4.2 Presence response scale

The mean and standard deviation of scores on the presence response scale were
0.28 (0.69), 0.25 (0.58), -0.10 (0.76) and -0.15 (0.56) for PP, NP, PN and NN re-
spectively. A repeated-measures ANOVA was conducted on participants’ score
on the presence response scale to test the effect of bystanders’ attitude towards
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Figure 5.6: Participants’ ratings of their beliefs regarding the teacher, including results
of paired-samples t-tests (df = 25).

both virtual peer speakers and participants. The result showed a significant
effect of bystanders’ attitude towards the participants F (1, 25) = 7.21, p = .013
as participants rated their feeling of presence higher when bystanders had a
positive instead of negative attitude towards them, see figure 5.7.

5.4.3 Speech length

The total speech length of participants’ answers and the length of the answer to
the first question were first normalized into z-scores for each participant across
the four conditions.
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Figure 5.7: Participants’ ratings of the presence response scale, including the result
of a paired-samples t-test (df = 25).

Mean and standard deviation of participants’ total speech length were 0.35
(0.63), 0.41 (0.67), -0.09 (1.00) and -0.67 (0.70) for PP, NP, PN and NN respec-
tively, as also shown in figure 5.8. A repeated-measures ANOVA was conducted
with the same two within-subject factors as before on participants’ dialog length
in each session. The results showed a significant main effect for the bystanders’
attitude towards the participants, F (1, 25) = 19.78, p < .001. Participants gave
longer answers when bystanders’ attitude was positive instead of negative to-
wards them. The main effect for the bystanders’ attitude towards the virtual
peer speakers approached a significant level, F (1, 25) = 3.25, p = .084. No
significant two-way interaction was found, F (1, 25) = 2.67, p = .12.

The answer’s length for the participants’ first question was analyzed to examine
the effect of the within-subject factors at the start of a participant’s turn to
speak. The means and standard deviations of the participants’ speech length on
the first question were 0.30 (0.74), 0.07 (0.90), -0.06 (0.97) and -0.31 (0.79) in
the PP, NP, PN and NN conditions respectively. A repeated-measures ANOVA
was conducted using the dialog length of the first question the participants
answered as dependent variable. The result showed that the main effect for
the bystanders’ attitude towards the participants approached the significant
level, F (1, 25) = 3.23, p = .084, with the answer’s length being longer in the
positive attitude condition than in negative one. Neither a significant main
effect of the bystanders’ attitude towards the virtual peer speakers (F (1, 25) =
1.54, p = .27), nor a significant two-way interaction (F (1, 25) = 0.001, p = .93)
were found for the speech length on the first question.
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Figure 5.8: Participants’ dialog length, including the result of a paired-samples t-test
(df = 25).

5.4.4 Physiological Measurements

In contrast to the other data we collected, the physiological data also provided
information when the participants were observing the virtual peer students
answering questions. Therefore, we split our physiological data into two phases:
the peer answering phase and the participant answering phase. The data on
skin conductance were normalized into z-scores for each participant across eight
moments, i.e., the two phases in each of the four conditions. As heart rate data
was normally distributed, the analysis was conducted on the original data.
One of the participant’s physiological data was lost due to technical problems.
Means and standard deviations of heart rate and skin conductance are shown
in table 5.4.

Table 5.4: Means and standard deviations of heart rate and skin conductance across

the two phases of the four conditions

Phase 1 - Peers answering Phase 2 - Participants answering
PP NP PN NN PP NP PN NN

Heart rate 71.83 71.35 72.03 71.76 72.68 73.18 72.78 73.76
(10.59) (9.99) (9.31) (11.93) (10.34) (10.41) (10.08) (12.05)

Skin conductance -0.29 0.12 0.11 -0.12 -0.16 0.18 0.17 -0.017
(1.07) (0.82) (0.88) (0.81) (0.98) (1.05) (0.82) (1.04)

A repeated-measures ANOVA was conducted using heart rate as dependent
variable, and the phases of the lesson, the bystanders’ attitude towards virtual
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peer speakers and participants as independent variables. The results, given
in table 5.5, showed a significant effect for the phase on participants’ heart
rate with an increase in participants’ heart rate in the second phase, where
they answered questions. The analysis also found a two-way interaction effect
between phase and bystanders’ attitude towards the virtual peer speakers, as
also illustrated in figure 5.9a. A significant increase in heart was found between
the two phases only when in the first phase the participants observed a negative
instead of positive attitude towards the virtual peers, t(24) = 3.10, p = .005. If
they first observed a positive attitude towards the virtual peers no significant
difference was found between the two phases, t(24) = 1.54, p = .14.

Figure 5.9: Participants’ heart rate when peers or participants were answering ques-
tions, including results of paired-samples t-tests (df = 24).

A similar repeated-measures ANOVA was conducted with skin conductance as
dependent variable. Although the results did not show any significant effect, Ta-
ble 5.5 shows a two-way interaction effect between bystanders’ attitude towards
the participants and virtual peer speakers approaching significance (p = .08).
As figure 5.9b shows when bystanders first expressed a positive attitude to-
wards the virtual peer speakers, participants sweat more when after this by-
standers expressed a negative attitude instead of a positive attitude towards
them. Note again that this difference was only approaching an significant level
(t(24) = 1.72, p = .098).

5.4.5 Consistency

The following contrast was examined (PP −NN)2 = (NP − PN)2 for all the
belief data collected to test the third hypothesis that inconsistency compared to
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Table 5.5: The results of repeated-measures ANOVAs for heart rate and skin conduc-

tance

Independent variables Heart rate Skin conductance
F (1, 24) p F (1, 24) p

Phase 6.675 .016 0.249 .62
Attitude to participants 0.282 .60 0.195 .66
Attitude to peers 0.132 .72 0.266 .66
Phase * participants 0.003 .96 0.004 .95
Phase * peers 6.370 .019 0.003 .96
Participants * peers 0.058 .81 3.35 .08
Phase * participants * peers 0.055 .82 0.044 .84

consistency in the bystanders’ expressed attitude towards virtual peer speakers
and the human speaker lead to a larger change in belief. The results of paired-
samples t-tests, given in table 5.6, showed that participants changed their belief
about their own performance (t(25) = −2.06, p = .05) and the teacher’s sat-
isfaction with their own performance (t(25) = −2.18, p = .04) more extremely
when the virtual bystanders showed inconsistent instead of consistent attitudes
towards the virtual peers and the participant. Interestingly, a significant larger
difference was found between the consistent conditions, i.e., (PP −NN)2, com-
pared to the inconsistent conditions, i.e., (NP − PN)2, for the participants’
beliefs about the performance of the virtual peers (t(25) = 2.07, p < .05) and
the participants’ satisfaction with the other students’ performance (t(25) =
2.78, p = .01).

5.5 Discussion and conclusions

Given these results a number of conclusions can be drawn. First, virtual by-
standers exhibiting positive instead of negative attitude towards the partic-
ipants, make the participants to hold more positive beliefs about their own
self-efficacy (supports H1b) and to behave more engaging by giving longer an-
swers, i.e., showing less avoidance behavior which is interpreted as a manifes-
tation of less anxiety (support H1c), confirming part of the hypothesis about
the influence of bystanders’ attitude. Also, the two-way interaction effect on
the self-reported anxiety showing that bystanders’ consistent positive attitude
towards both the peer speakers and the participants evoked the lowest level of
anxiety in the participants, supports H1c. Although no significant effect for
bystanders’ attitude toward the participants on participants’ perceived perfor-
mance (H1a) was found, the effect approached significance in the hypothesized
direction.

Second, as predicted the participants seem to have experienced anticipation
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Table 5.6: Means and standard deviations of consistent (PP −NN)2 and inconsistent

(NP − PN)2 conditions, including the results of paired-samples t-tests

Measurements (PP −NN)2 (NP − PN)2 Paired-samples t-tests
Mean (SD) Mean (SD) t p

The participants
P1 Own performance 0.26(0.32) 0.72(1.27) t(25) -2.06 .05
P2 Satisfaction with own performance 0.39(0.93) 0.97(1.25) t(25) -2.00 .057
P3 Other students’ satisfaction with your 5.43(3.85) 4.90(3.78) t(25) 0.70 .49
performance
P4 Teacher’s satisfaction with your 0.43(0.59) 1.14(1.75) t(25) -2.18 .04
performance
P5 Other students like you 5.22(4.13) 4.95(4.51) t(25) 0.28 .78
P6 Teacher likes you 0.66(0.91) 0.73(1.06) t(25) 0.29 .77
P7 Virtual lesson experience 1.44 (2.10) 1.17 (1.74) t(25) 0.60 .55
P8 Self-efficacy 0.40(0.80) 0.80(1.68) t(25) -1.15 .26

Other students
S1 Other students’ performance 2.06(2.67) 1.03(1.22) t(25) 2.07 .049
S2 Participants’ satisfaction with other students’ 2.01(2.03) 1.02(1.19) t(25) 2.78 .01
performance
S3 Participants like the other students 2.30(2.30) 1.63(2.08) t(25) 1.38 .18
S4 How supportive were the other students to you 7.29(4.79) 7.34(4.44) t(25) -0.05 .96

The teacher
T1 The teacher’s performance 0.51(0.70) 0.51(0.87) t(25) 0.01 .99
T2 Participants’ satisfaction with teacher’s 0.82(1.35) 0.69(1.09) t(25) 0.41 .68
performance
T3 Participants Like the teacher 0.76(1.41) 0.76(1.29) t(25) 0.01 .99
T4 How supportive was the teacher to you 0.96(1.72) 0.92(1.44) t(25) 0.09 .93

anxiety as their heart rate increased when they had to actively answer the
teacher’s question after passively observing bystanders exhibiting especially a
negative attitude towards the virtual peer speakers (supports H2b). The effect
of bystanders’ attitude towards the peer speakers was also approaching signif-
icant on participants’ rating of anxiety (so, also supports H2b). More support
for the second hypothesis was found in the two-way interaction effects on the
self-reported anxiety (H2b) and self-efficacy (H2a). For self-reported anxiety, it
seems that any of the two types of negative attitude displayed increased anxiety.
Still being negative at the same time towards both the virtual peer speakers and
the participants did not seem to elicit more anxiety than the conditions where
bystanders showed negative attitudes only towards the virtual peer speakers or
the participants. For self-efficacy, it seems that once the participants had wit-
nessed the bystanders’ positive attitude to their virtual predecessors, a positive
attitude towards them gave their self-efficacy a boost while a negative attitude
a blow.

A third conclusion that can be drawn relates to the effect of consistency and
inconsistency between bystanders’ attitudes. The third hypothesis predicted
that inconsistency causes larger changes in participants’ beliefs than consis-
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tency. This was observed for the participants’ beliefs about their own perfor-
mance and the teacher’s satisfaction with their performance. However, when it
came to the beliefs the participants held about the performance of other stu-
dents and the participants’ satisfaction with other students’ performance, the
results were opposite to the prediction. Therefore the third hypothesis should
be rejected or at least needs to be limited to only people’s beliefs regarding
their self-image. The finding about consistency for people’s beliefs regarding
other people’s ability may be explained by a combination of flattering, criti-
cism and also modeling. So, when students were flattering the other students,
the participants were more inclined to believe this when the students flattered
them as well. Similarly, when students were destructively criticizing the other
students, the participants were more inclined to believe this when they also
were destructively criticized.

Support for the fourth hypothesis about virtual flattering and destructive criti-
cism was also found. When other students were flattering instead of criticizing
destructively the participants, the participants rated the students’ performance
higher, were more satisfied with their performance, liked them more, and found
them more supportive. Interestingly, this effect also rubbed off to the neutral
teacher as similar effects were also found for participants’ beliefs about the
teacher. Still, instead of simply rubbing off, in the debriefing some participants
mentioned that they regarded the neutral stance of the teacher as inappropri-
ate, since they expected him to intervene when students were openly making
negative comments.

Besides the predicted effects, the experiment also revealed some unexpected
findings when it came to participants’ feelings of presence as participants rated
their presence higher when the bystanders exhibited a positive instead of a neg-
ative attitude towards them. This could again be a case of a rubbing off effect,
i.e., towards the quality of the virtual reality environment. The cognitive dis-
sonance theory (Festinger, 1957), however, also offers an explanation. As par-
ticipants experienced inconsistency between the bystanders’ negative attitude
towards them and the positive self-image participants probably held, partici-
pants could have resolved this inconsistency by changing their belief about the
credibility of the virtual experience; in other words, they could start question-
ing the plausibility, regarding it as dissimilar to their beliefs of the real world
(Slater, 2009; Pan et al., 2012).

Like any empirical study, this experiment also had a number of limitations that
should be noted. First, the task in the virtual environment was quite familiar to
the participants which might have limited the effect of vicarious experience as
vicarious experiences are a particularly valuable source of reassurance mainly
when people are unsure about their own capabilities (Bandura, 1997; Takata
and Takata, 1976). Future work could therefore test the vicarious experience
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in scenarios where individuals lack direct knowledge of their own capabilities,
such as in a virtual teaching lesson or acting lesson, where they would rely
more heavily on modeled indicators. Second, the participants were asked to
answer questions more often than the other virtual students, which could have
lowered their vicarious experience, but gave them more exposure to the by-
standers’ direct evaluation. It would, however, also be interesting to study
the effect of virtual bystanders in a more normal full-length English lesson of
around 45 minutes where people spend more time observing others instead of
speaking themselves. Third, to avoid interrupting the flow of the experience
no self-reported data were collected directly after the participants witnessed
their virtual students’ answers. However, these data would give insight into
the effect of vicarious experience on self-efficacy and anticipation anxiety just
before it was the participants’ turn to speak. Still, the collected heart rate
data did provide some insight into their anxiety. Fourth, neither the attitude
of the bystanders nor the response of the teacher changed as a reaction to-
wards the participants’ performance. Still other have shown that providing
positive or negative feedback in a dialog can affect people’s emotion and behav-
ior (Qu et al., 2014; Hartanto et al., 2014). Therefore, making bystanders or
the teacher adapt their attitude to the performance of participants might affect
participants’ motivation as they could experience that their effort could have an
impact on their environment. Finally, this experiment only recruited university
students as participants, which makes it a small university sample study. It
would be interesting to study how virtual bystanders would affect other groups
of people, such as patients that suffer from social anxiety disorder.

The main contribution of the research presented is to establish insight into
the effect of virtual bystanders in a virtual reality environment. The attitude
expressed by them can have a clear effect on people’s beliefs, self-efficacy, and
anxiety. Therefore, manipulating the virtual bystanders’ attitude could give
therapists a tool to control the exposure in virtual reality environments for
the treatment of social anxiety disorder. Another contribution of this work is
the insight it provides into classroom dynamics. The simulation in the virtual
classroom suggests that fellow classmates exhibiting a positive attitude towards
each other leads students to act more engaging, to have more self-efficacy and to
experience less anxiety, while a negative attitude could have a detrimental effect
on all these aspects. Although teachers might take a neutral stance towards the
class attitude, it still forms students’ beliefs towards them. To conclude, the
virtual bystander seems to have a clear ability to have an impact on the social
experience in virtual environments that seem to correspond to what people
experience in everyday life.
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5.6 Appendix A: The belief and experience ques-
tionnaire (BEQ)

With regard to the English lesson in the last session:
P1: How would you rate your performance? 11-point scale from 0 (very bad)
to 10 (very good)
P2: How satisfied are you with your performance? 11-point scale from 0
(highly unsatisfied) to 10 (highly satisfied)
P3: How satisfied do you think the other students were with your performance?
11-point scale from 0 (highly unsatisfied) to 10 (highly satisfied)
P4: How satisfied do you think the teacher was with your performance?
11-point scale from 0 (highly unsatisfied) to 10 (highly satisfied)
P5: How much do you think the other students like you? 11-point scale from
0 (not at all) to 10 (very much)
P6: How much do you think the teacher likes you? 11-point scale from 0 (not
at all) to 10 (very much)
P8: After the last session, how confident and competent do you feel now in
giving answers in an English lesson in real life? 11-point scale from 0 (not
confident at all) to 10 (very confident)

S1: How would you rate the performance of the other students? 11-point scale
from 0 (very bad) to 10 (very good)
S2: How satisfied are you with the performance of the other students? 11-point
scale from 0 (highly unsatisfied) to 10 (highly satisfied)
S3: How much do you like the other students? 11-point scale from 0 (not at
all) to 10 (very much)
S4: How supportive were the other students when you were giving answers?
11-point scale from 0 (very unsupportive) to 10 (very supportive)

T1: How would you rate the performance of the teacher? 11-point scale from
0 (very bad) to 10 (very good)
T2: How satisfied are you with the performance of the teacher? 11-point scale
from 0 (highly unsatisfied) to 10 (highly satisfied)
T3: How much do you like the teacher? 11-point scale from 0 (not at all) to
10 (very much)
T4: How supportive was the teacher when you were giving answers? 11-point
scale from 0 (very unsupportive) to 10 (very supportive)

P7: Please indicate how you experienced the English lesson in the last session.
I experienced the lesson as:



140 Chapter 5. The Virtual Bystanders

P7.1: 11-point scale from 0 (unpleasant) to 10 (pleasant)
P7.2: 11-point scale from 0 (not relaxed) to 10 (relaxed)
P7.3: 11-point scale from 0 (aggressive) to 10 (non-aggressive)
P7.4: 11-point scale from 0 (uncomfortable) to 10 (comfortable)
P7.5: 11-point scale from 0 (impolite) to 10 (polite)
P7.6: 11-point scale from 0 (exhausting) to 10 (energizing)
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Chapter 6

Conclusion and Discussion

This thesis investigated how to adapt a virtual environment to affect human
experience during a conversation with a virtual human within the domain of
virtual reality exposure therapy for treating people with a social anxiety dis-
order. The aspects of the virtual environment considered in this thesis include
priming the communication with media material in the surrounding, the virtual
dialog partner and the virtual bystanders. The study was set out to answer the
following main research question:

Can and in what way do the virtual surrounding, the behaviour of a virtual
dialog partner, and the behaviour of the virtual bystanders have an effect
on an individual who is engaged in a conversation with a virtual dialog
partner?

Four hypotheses were formulated to answer the main research question:

1. Priming pictures and videos increase the chance that individuals use specific
keywords in their answers when having a conversation with a virtual human.

2. The virtual human’s expressed valence is perceived as more intense in the
speaking phase than in the listening phase.

3. By expressing a positive or negative emotion, a virtual human can elicit a
corresponding emotional state in a human conversation partner and affect the
satisfaction towards the conversation.

4. Virtual bystanders can affect a person’s beliefs and behaviour during a
virtual conversation.

The results presented in this thesis demonstrate that the virtual surrounding,
the behaviour of a virtual conversation partner, and the behaviour of virtual
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bystanders indeed all affect the individual during a conversation with a virtual
human; hence answering the ‘can’ part of the main research question. The
‘how’ part of the research question may be answered by addressing the four
hypotheses, as each gives insight in how an individual may be affected in a
virtual conversation. Thus, the conclusions in this thesis are structured by
summarizing the arguments for these four hypotheses.

The effect of priming pictures and videos

Support for the first hypothesis was established through two empirical studies,
investigating the priming effect of media material such as pictures and videos,
in a conversation scenario, first in the real word and then in the virtual world.
Twenty participants were recruited for the first study; they watched videos,
and then were exposed to pictures while answering several open questions from
the experimenter. The second study shared the same experimental setting as
the first one, except that it was carried out in virtual reality. Again, twenty
participants were recruited and they were asked to answer a number of open
questions this time posed by a virtual human. The results of both studies
showed that participants tend to mention the target keywords when exposed to
priming videos and pictures, indicating that both priming materials - pictures
and videos - had a guiding effect on the conversation topic of humans. The
participants even forgot to mention the content they typically would mention
when no priming pictures were shown in the environment. These results there-
fore demonstrate that virtual surroundings can prime people and affect what
people say in a conversation with real human or virtual human.

The difference in human valence perception between speaking and listening

The second hypothesis was also empirically examined. The emotion of a virtual
human was manipulated separately during the listening phase and the speaking
phase, and 24 recruited participants were allocated into two equally sized groups
according to their nationality, i.e., a Chinese and non-Chinese group. The
participants were asked to rate how they perceived the emotional valence of a
virtual Chinese lady. The results showed that valence expression during the
speaking phase was perceived as more intense compared to valence expression
during the listening phase, which supports hypothesis 2. Both Chinese and non-
Chinese participants could perceive the valence of the emotion of the virtual
Chinese human, and no significant difference between these two groups was
found. Instead, the ratings of the Chinese and non-Chinese groups were highly
correlated.

The effect of the behaviour of a virtual conversation partner

The third hypothesis was supported by the findings of another empirical exper-
iment using the same virtual Chinese lady as in the previous experiment. This
virtual lady now expressed positive, neutral or negative emotions during either
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the listening or speaking phase of a conversation, and 24 Chinese participants
were requested to score the their emotion and their satisfaction with the dialog.
The analyses of the data suggested that positive compared to negative syn-
thetic emotions expressed by a talking virtual human can elicit a more positive
emotional state in a person, and can create more satisfaction towards the con-
versation. A larger effect on reported valence and discussion satisfaction was
found for the synthetic emotions manipulated in the speaking phase compared
to the listening phase of the virtual lady. Actually, support for the third hy-
pothesis was only found in the speaking phase of the virtual human, while the
differences found in the listening phase were not significant. The explanation
may be twofold: besides the additional verbal channel to express emotions in
the speaking phase, the participants might also have spent less attention to
the virtual human when they were talking and the virtual human was listening.
We also found that participants with more speaking confidence reported a more
positive emotional state and more satisfaction with the discussion than partic-
ipants with less speaking confidence. The results also showed that a virtual
human expressing randomly positive or negative emotion had a negative effect
on discussion satisfaction compared to a virtual human expressing a neutral
emotional state.

The effect of the behaviour of virtual bystanders

Support for the last hypothesis was established also by an experiment in which
the attitude expressed by virtual bystanders was manipulated to be either pos-
itive or negative towards the virtual peer speakers and towards the participants
during a virtual English lesson. The bystanders affected the participants’ be-
lief and behaviour in several ways. For example, the results showed that the
participants established more self-efficacy and showed less avoidance behaviour
when the bystanders expressed a positive attitude compared to a negative atti-
tude towards them. Also witnessing bystanders commenting negatively on the
other students’ performance resulted in higher heart rate when it was the par-
ticipant’s turn to speak. The results also showed that the bystanders’ positive
attitude towards both the virtual peer speakers and the participants evoked the
lowest level of self-reported anxiety in the participants. Besides these effects,
the experiment also showed the impact of consistency versus inconstancy in by-
standers’ behaviour. Bystanders’ inconsistent attitude towards the virtual peer
speakers and the participants resulted in a larger change in participants’ rating
of their own performances and their belief of the virtual teacher’s satisfaction
with their performance. The experiment also demonstrated the possibility to
replicate the effect of flattering in virtual reality. When the virtual bystanders
made positive comments, instead of negative about the participants, partici-
pants liked the bystanders more, rated their performance higher, and found
them more supportive.
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6.1 Limitations

To appreciate the work presented in this thesis, it is also important to consider
its limitations. First, although the study focused on social anxiety disorder,
only participants from a technical university were recruited and none of these
participants suffered from social anxiety disorder. Socially phobic people may
be even more sensitive to socially important cues, such as whether the virtual
human looks at them, or whether the virtual human shows a positive attitude
towards them (Clark and McManus, 2002). Still in this study, the level of
speaking confidence was found to relate to the emotional experience during
the virtual conversation. Less confident participants reported a more negative
emotional state and were less satisfied with the discussion than participants with
more speaking confidence. Recently Hartanto et al. (2014) also reported similar
findings with virtual conversations. Therefore, although promising, additional
research with a group of socially phobic people is needed before making any
firm claim about the generalization of the thesis’ findings to this group.

Second, the second and third study used a Chinese lady as the virtual conversa-
tion partner, and possible cultural differences were only tested between Chinese
and non-Chinese participants. Also because of the language used by the virtual
human, only Chinese participants were recruited to test the third hypothesis
addressing the impact of the virtual lady’s synthetic emotions on participants’
behaviour. Therefore, using only a virtual Chinese lady may limit the general-
isation of our findings to other cultures. On the other hand, the study found a
strong correlation between Chinese and no Chinese participants for their per-
ception of the valence of the emotion expressed by the virtual human. Hence,
it seems that emotions are similarly recognized by different cultures, but still
the impact of the perceived emotions on experience and dialog satisfaction may
be different between different cultures.

Third, in the experiment evaluating the behaviour of virtual bystanders, neither
the attitude of the virtual bystanders nor the response of the virtual teacher
changed as a reaction upon the participants’ performance. Still this study and
Hartanto et al. (2014) have shown that virtual humans who provide positive or
negative feedback in a dialog may affect individuals’ emotion and behaviour.
Therefore, making the virtual bystanders or the virtual teacher show their atti-
tude as a response to the participants’ performance may affect the participants’
belief and behaviour in the virtual environment even more, as they may expe-
rience that their effort, i.e., trying to perform better, may have an impact on
their environment.

Fourth, the emotion expressed by the virtual humans, i.e., the virtual Chinese
lady and the virtual bystanders only included a limited set of facial expressions
(such as anger and happiness) of a much larger set of possible emotions. Emo-
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tions such as sadness, fear and frustration may also make the individuals have
the impression that the virtual human evaluates them negatively. Whether us-
ing the latter emotions instead of the ones we used in our studies would have
made our conclusions stronger or less strong is unclear at this moment, and
requires additional research.

6.2 Contributions

6.2.1 Scientific contributions

The main contributions of the work presented in this thesis are insights pro-
vided into how aspects of a virtual environment may affect humans and how
humans react to these aspects when they are engaged in a conversation with a
virtual human. The aspects investigated are: (1) the surrounding of a virtual
human and how that surrounding may prime humans to use specific keywords
in their communication, (2) the virtual conversation partner and its ability to
elicit emotional reactions through the emotions it expresses, and (3) the vir-
tual bystanders and their ability to elicit emotional reactions and affect beliefs
through the attitude they express. The thesis demonstrates that phenomena
known from the real world, such as priming, vicarious experience, and uni-
versality of facially expressed emotions, can be replicated in virtual reality.
Reversely, observations made in the virtual world may also be generalised to
the real world. As others (Fox and Bailenson, 2009; Kozlov and Johansen,
2010; Park and Catrambone, 2007; Slater et al., 2013) also have argued, virtual
reality offers a very controlled way to study real world phenomena. In this
context, this thesis contributes to understanding human-human conversation,
for example with respect to the impact of emotions expressed in the listening
or speaking phase, and with respect to the impact the attitude of bystanders
has on self-efficacy, attitude towards others, and beliefs about the social world.

Although the work presented focused on conversations within the setting of
VRET for the treatment of social anxiety disorder, the findings may have wider
implications for virtual conversations in general. Specifically the findings of this
thesis on people’s reactions towards synthetic emotions during a conversation
and also the effect of bystanders seem not limited to anxiety provoking situ-
ations for patients, but may be applicable to the public in general, especially
since the participants of our studies were drawn from a non-clinical popula-
tion. Furthermore, the priming phenomenon observed in this thesis adds to
work about priming mechanisms in virtual environments. For example, Ander-
son and Dill (2000) demonstrated that playing aggressive video games primes
aggressive thoughts and behaviours. Pena and Blackburn (2013) studied the
priming effect of e.g., a virtual library or a virtual caf on interpersonal per-
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ceptions and behaviour. Whereas in the latter studies priming involved the
entire virtual environment, this thesis shows that specific elements in a virtual
environment such as pictures, may also prime specific behaviour.

6.2.2 Practical contributions

Development and use of VRET

Using priming videos and pictures in virtual environments may help to improve
the perceived naturalness of a virtual conversation as the computer is more able
to give suitable verbal replies. This mechanism aims at improving the level of
perceived presence, in this case the feeling of being engaged in a conversation.
The feeling of presence is a key element for VRET as Ling et al. (2014) in a
recent meta-analysis found a positive correlation between self-reported presence
and anxiety.

The work presented in the thesis also points to a number of ways to control
anxiety-evoking stimuli in a VRET system for treating social phobia. For ex-
ample, manipulating the social interaction individuals observe prior to being
exposed to the same social interaction gives therapists a mean to control an-
ticipation anxiety. During the exposure, therapists may control anxiety by
manipulating the attitude expressed by bystanders and by the conversation
partner. Finally, exposing individuals randomly to positive or negative emo-
tions may also negatively affect the experience of the conversation. This finding
implies that even without intentionally using random emotional shifts, thera-
pists should be aware that if they switch between positive and negative emotions
too often, they may elicit the same negative effect.

Besides having the ability to evoke anxiety, VRET systems may also support
therapists in measuring anxiety. Besides self-reported and physiological mea-
sures used in VRET for treating other anxiety disorders, speech length was
found to be a useful avoidance measure in a social anxiety setting. There-
fore, using speech detection technology may extend a VRET system with an
unobtrusive measure.

Application Designers

The work also has some implications for application designers. For example,
we found no difference between Chinese and non-Chinese participants in their
perception of the valence of emotions expressed by a virtual human, which sup-
ports the idea of universality of facial expressions of emotion (Ekman, 1994;
Matsumoto, 2007). The high consistency in the evaluation of emotions of vir-
tual humans between Chinese and non-Chinese people, questions the need for
tailored made virtual humans which target different cultural groups instead of
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targeting a multi-cultural consumer group.

Application designers that want to use virtual conversations to elicit emotions,
may focus specifically on the speaking phase instead of the listening phase of a
virtual human, as the work presented in this thesis found the speaking phase
to be more effective in influencing people’s perception and emotion.

As mentioned before, simply giving a virtual human random emotions may
reduce the satisfaction a person experiences when talking with such a virtual
human. Therefore, designers should consider giving a virtual human a neutral
expression or implement conversation appropriate emotions.

Finally, the implication of the priming effect for designers means that they
should carefully consider the design of virtual environments if they want to
design virtual conversations, since our findings showed that pictures may have
the ability to overwrite verbal response that people typically would give.

Teachers

The experiment measuring the impact of the behaviour of bystanders gives
insight into short-term effects of experiencing bullying in a classroom. The
results demonstrated that negative whispers among fellow classmates may affect
someone’s beliefs about his or her own self-efficacy, raise anxiety, and also result
in negative beliefs about fellow classmates and the teacher. In addition, the
study also gives insight into the victims’ beliefs about a teacher who is reluctant
to intervene. In the absence of a teacher that intervenes, victims believe that
the teacher likes them less and are less pleased with their own performance.
This suggests that inaction of the side of the teacher is interpreted as agreeing
with the students.

As bullying may have long-term effects on the mental health of both the bullies
and the victims (Swearer et al., 2001), increasingly more attention is devoted to
developing strategies to avoid or intervene with bullying (Howard et al., 2001;
Sanchez et al., 2001). Therefore, our results may help teachers to realise that
positive expressed attitudes among fellow classmates have a positive effect on
participants’ beliefs and emotions. Hence, teachers may therefore try to create
a positive climate in the classroom.

6.3 Future work

The thesis also provides suggestions for future research. First, the work on
priming may be extended by examining the potential of dynamic priming to
control the flow of a conversation. Instead of static pictures in a virtual world,
exposing a person to dynamically generated priming stimuli during the con-
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versation may influence the flow of the dialog. The latter could be done for
example by having a TV screen in the virtual world, on which specific priming
material embedded in a TV program is shown. For example, Isnanda et al.
(2014) used TV news flashes to elicit paranoid thoughts in a virtual restaurant
environment. As a consequence, with dynamic priming it may be possible to
repeatedly expose a patient to the same VR world, though each time having
another conversation with a virtual human. Future work may also compare the
priming effect between different priming materials, such as pictures, videos and
virtual objects e.g., furniture or decoration, and find the best way of priming
people during virtual reality exposure.

Second, the similarity between Chinese and non-Chinese people in their percep-
tion of the valence of emotions expressed by virtual humans justifies extending
this work to people with other cultures, to virtual humans with other ethic
appearances, and to other emotions.

Third, as this work already demonstrated that emotions expressed mainly by
the upper body can affect human perception, emotion, attitude, beliefs, and
behaviour, exploring full body emotion expression seems the next step. Liter-
ature already provides evidence that full body emotion expression does indeed
play an important role in the expression and perception of emotion or attitude
(Gross et al., 2010; Kang et al., 2014; Kleinsmith and Bianchi-Berthouze, 2013).
Therefore, applying full body emotion expression in the setting of a conversation
with a virtual human could potentially enrich the human experience.

Fourth, the emotions expressed by the virtual human and the virtual bystanders
only included a limited set of facial expressions such as anger and happiness.
Future research could investigate whether emotions such as sadness, fear and
frustration expressed by the virtual humans could also make the individuals
have the impression that they were negatively evaluated.

Fifth, the experiment investigating the impact of the behaviour of virtual by-
standers demonstrated that people’s experience in virtual reality may affect
their self-efficacy. As self-efficacy is regarded as a predictor of actual behaviour
(Bandura and Adams, 1977; Locke et al., 1984), future virtual reality studies
may consider collecting data about people’s self-efficacy as these data would
give insight into how their behaviour in the real world is changed by having
experienced exposure to the virtual world.

6.4 Final remark

This thesis aims to understand the effect of three aspect of a virtual envi-
ronment, i.e., the surrounding of a virtual human, the virtual conversational
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partner and the virtual bystanders, on an individual’s experience and behaviour
during a virtual conversation. As such, it is possible to control an individual’s
experience in a virtual conversation, and to provide therapists with more op-
tions to control stimuli in virtual reality exposure therapy systems for treating
people with social phobia. Four main empirical studies were conducted to test
the hypotheses of this thesis. The results showed that priming materials such as
videos and pictures have a guiding effect on humans when they have a conver-
sation with a virtual human. This shows the possibility to improve the dialog
manager of the system by showing topic-related virtual materials in order to
unobtrusively guide patients. Emotions expressed in the speaking phase by a
virtual conversation partner were perceived as more intense than emotions ex-
pressed in the listening phase, and they had a larger effect on people’s valence
and how they experienced the discussion. A positive instead of negative atti-
tude of a virtual conversation partner elicited a more positive emotional state
in humans as well. Similarly, a positive attitude of virtual bystanders towards a
person elicited higher self-efficacy and people showed less avoidance behaviour
as compared to a negative attitude of the bystanders.

In short, by manipulating virtual objects, virtual bystanders, or the virtual
conversation partner a therapist may affect the behaviour, emotions, and beliefs
of a person. Although the empirical studies were conducted in the context of
social anxiety disorder, the findings with respect to the three aspects may also
apply to other virtual reality application domains such as education, gaming
and virtual coaching.
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