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Abstract

This master thesis introduces Hierarchical Active Inference Control (HAIC) as a control
method for nonholonomic systems. This method only requires tuning of a minimal number of
hyperparameters and has a relative low computation load. HAIC is based on recent research
done in the application of the neuroscientific theory of Active Inference for robot control. The
hierarchical aspect of this method introduces two layers of Active Inference Control (AIC)[1]
and the introduction of an additional decision hyperparameter. The top layer AIC is designed
such that it takes the nonholonomic constraint into account. This causes HAIC to be able
to control a nonholonomic mobile robot to a three-dimensional reference state in comparison
to regular AIC which is unable to. The selection of the introduced hyperparameter gives a
trade-off between robustness against noise present in the measurements and possible error in
the y-dimension of the local reference frame.

Convergence of a two-wheeled differential-drive mobile robot to a reference state using HAIC
is demonstrated both by simulation and physical experiment. Simulations are done for a large
range of different starting states. These simulations show the ability of HAIC to converge
the mobile robot for any starting state. It also confirms that a higher value for the decision
parameter causes a larger error. Another group of simulations is done investigating the new
hyperparameter introduced with HAIC. These simulations check the ability to converge the
system when different noise levels are present in the measurements. It is concluded that
tuning of the newly introduced hyperparameter needs to accommodate the noise present in
the measurements. Where the higher the noise, the higher the value of the hyperparameter
is needed for convergence.

A physical experiment is done where the robot is controlled to five different reference states.
Data obtained from this experiment shows the ability of HAIC to control a physical nonholo-
nomic system. Like the simulations, it is also shown that a correct value is required to set the
newly introduced hyperparameter. Additionally, the physical experiment shows that HAIC
is not robust when disturbances can cause sudden large value changes in the measurements.
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Chapter 1

Introduction

An increase in the use of automated mobile robots for inspection and maintenance has been
forecasted for the coming years [2, 3]. Often times, the mobile robot directly substitutes
the tasks done by a human. These mobile robots therefore consist of unmanned ground
vehicles (UGVs) making use of wheeled or legged locomotion [4, 5, 6], and unmanned air
vehicles (UAVs) making use of rotors [7, 8].

A drawback for most UAVs is their high-energy consumption in combination with their lim-
ited maximum take-off weight, which results in limited operational time before refuelling or
recharging [9, 10]. UGVs making use of legged locomotion have an increased complexity
with their versatile motions and increased energy consumption compared to wheeled robots
[11, 12]. It is therefore preferred to use wheeled robots when these can be applied in environ-
ments requiring inspection and maintenance.

An important aspect of automated mobile robots for inspection and maintenance is their
capability of navigating through the environment. This navigation consists of top-level nav-
igation such as obstacle avoidance, localization, and trajectory planning, but also low-level
navigation such as reference tracking.

The use of a simple wheeled mobile robot (WMR) allows for robustness against rougher
terrain, dirt build-up, and hardware failure. A simple WMR makes use of redundant fixed
actuated wheels instead of more complex omnidirectional actuated wheels. However, it be-
comes more challenging to create a trajectory such that these simple WMRs can reach a
desired location. The reason for this challenge is because of the nonholonomic characteristic
of simple WMRs. A nonholonomic system has a constraint on its velocities but not on its
positions. This nonholonomic constraint makes it impossible to determine a time-invariant
feedback control law to control the system to a set point [13, 14]. An example of a simple
WMR with a nonholonomic constraint is that of a two-wheeled differential-drive mobile robot.
The nonholonomic constraint of this mobile robot is that it cannot gain a non-zero velocity
in the direction perpendicular to the direction it is facing.
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2 Introduction

1-1 Research Gap

To still successfully control a nonholonomic system to a reference point, different methods are
used to determine a control input. Successful control methods are sliding mode control (SMC)
[15, 16], adaptive control using Back-stepping [17, 18], Lyapunov based control [19, 20], and
vector-field control[21]. These methods require a relatively low online computation effort but
do require non-trivial controller design, Lyapunov function selection, and vector-field creation,
respectively.

On the other hand, a lot of research has been done in the application of Model Predictive
Control (MPC) for the control of simple WMRs [22]. MPC only requires the selection of a
handful of hyperparameters to have the ability to make the system converge to a reference
state. However, an issue with MPC for control is the relatively high online computation
required for the control input. In particular, in the case of nonholonomic WMRs, MPC needs
to solve a non-linear optimization problem with terminal constraints. Recent research did find
a possibility to create an MPC controller without a terminal constraint [23]. However, this
control method still requires a tailor-made stage cost and has to solve an unconstrained non-
linear optimization problem. As of now, methods for controlling nonholonomic systems require
many pre-selected parameters or have to solve online non-linear optimization problems.

Active Inference Control (AIC) is a control method that has both the characteristics of a low
number of required pre-selected parameters and makes use of simple online computational
operations. AIC has the advantage of having a limited amount of preselected parameters
which require minimal tuning because it is less sensitive to variations [1]. The operations
needed for every control iteration of AIC are a handful of linear operations which scale directly
with the dimension of states the system operates in. This is much less computationally heavy
in comparison to the non-linear optimizations of multidimensional variables required for MPC
every control iteration. For that reason, this thesis further researches AIC for the control of
nonholonomic mobile robots.

AIC is based on the neuroscientific theory of Active Inference [24]. The theory is based on the
idea that action and perception are used for the cognitive process of the brain to minimize
“surprise”. Here, the surprise is linked to a value function referred to as the free-energy. The
value of the free-energy would be high when an expected perception is not met, based on
which an action can be deduced to obtain the expected perception.

Active Inference is related to the control within a human body. The theory of Active Inference
models the behaviour of the control of the human body on different “layers”. For example,
bottom layer control would be the temperature regulation of an organ, while top layer control
would be the movement of the hand to grab an object. The bottom layer refers to processes
that are highly automated and require minimal observation processing. The top refers to
high-level control such as complex motions which require the processing of a high number
of observations and inferring multidimensional control inputs. This multi-layer use of Active
Inference is called Hierarchical Active Inference (HAI) [25].

Relating to robot control, in the past years multiple applications have been researched that
apply the free-energy minimization to obtain control inputs for robot control [26, 27]. Control
applications already exist for robot manipulators [1, 28, 29] making use of AIC. Research
has also been done on HAI for control, where a top layer using Active Inference infers a goal
state for lower-level controllers [30, 31]. These methods make use of HAI as a guideline for
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1-2 Thesis Outline 3

the structure of both high-level path planning and low-level control but do not use AIC to
determine the control inputs. Instead, often time make use of Proportional Integral Derivative
(PID) control, Neural Network (NN), or other methods for sensor processing, and actuator
control. To the best of the author’s knowledge, HAI and AIC have yet to be combined in
general, and on WMRs in particular.

In this Master Thesis, the first step in the direction of the development of Hierarchical Active
Inference Control (HAIC) is taken. HAIC combines the structure of HAI with the control
aspect of AIC. First, the need for HAIC for a nonholonomic system is shown. After which,
through simulation and physical experiments, it is shown that HAIC can steer a nonholonomic
system to a reference state. This shows that HAIC is a viable control method when manual
selection of parameters and high computation effort are undesirable.

1-2 Thesis Outline

This master thesis researches the capabilities of HAIC for the control of a nonholonomic sys-
tem. The research question defining this master thesis is: “Can Hierarchical Active Inference
Control (HAIC) control a two-wheeled differential-drive mobile robot to a three-dimensional
reference state?”

To answer the research question, sub-questions are defined which will be answered throughout
this thesis:

1. What are the limitations of AIC for controlling a nonholonomic mobile robot to a three-
dimensional reference state?

2. How can AIC and HAI be combined such that it can successfully control a two-wheeled
mobile robot to a three-dimensional reference state?

3. Which parameters have to be set in addition to AIC, and what influences their values,
such that convergence can be obtained when using HAIC for the control of a two-wheeled
mobile robot?

4. How robust is the proposed HAIC controller to noise and sudden value changes present
in the measurements?

The reason for sub-question one is to show that a more complex version of AIC is required to
control a nonholonomic system. Sub-question two is defined to elaborate on the workings of
HAIC and how it is designed such that it can control a nonholonomic system. The answer to
question three will verify whether HAIC indeed has a minimal number of hyperparameters and
what indication can be used for setting correct values for these parameters. Sub-question four
is used to obtain an indication of the robustness of HAIC when noise and other disturbances
are present in the measurements.

This Master Thesis is organized by first stating the problem formulation of controlling a
nonholonomic system in a three-dimensional space in chapter 2. After which, in chapter 3, the
limitation of AIC is shown and how HAIC is designed such that it can control a nonholonomic
system. In chapter 4 it is shown in simulation that HAIC can control the system from different
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4 Introduction

starting states and the effect of noise in the observations is shown. HAIC is also tested on a
real robot for which results are discussed in chapter 5. In the last chapter, conclusions and
future work are summarized.
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Chapter 2

Nonholonomic system

In this chapter, the formulation of the nonholonomic system is given. The kinematic model
for the system used for both the model of the wheeled mobile robot (WMR) and the control
of the system is stated. Assumptions about the environment and dynamics of the system and
environment are clarified.

2-1 Kinematic Model

Throughout this master thesis, the nonholonomic system of a two-wheeled differential-drive
mobile robot will be controlled. The robot shown in Figure 2-1 operates in a 2D workspace,
which consists of positions z and y, and orientation #. These are combined in the vector z as
shown in (2-1).

() = |y" (1) (2-1)
0

The superscript F indicates the frames according to Figure 2-1, of which there is the global
frame (g), and the reference frame (r). Neither of these frames are inertial frames since the
global and reference frame do not move. The kinematics of the mobile robot in continuous-
time are written according to the unicycle model as:

() vF' (t)cos(0F (t))
) = yF(t) = [vF'(t)sin(0F ()|, for: F=g,r (2-2)
oF () w(t)

The forward velocity is indicated by v(t) and w(t) indicates the angular velocity. These two
variables are considered the input u(t¢) of the nonholonomic system throughout this thesis. It
is assumed there is no wheel slip present.

The relation between a frame A and a frame B is shown in (2-3). The superscript A and
B indicate in which frame the position is given, while the subscript A and B indicate the

Master of Science Thesis B.P. Benist



6 Nonholonomic system

=B

xg

Figure 2-1: The 2D workspace in which the nonholonomic robot operates. The frame indicated
with red and the superscript g is the global frame and the frame indicated with blue and the
superscript r is the reference frame. The vector z is the position of the center of the robot. The
yellow arrow indicates the heading of the robot.

position of the origin of the frame. Note that throughout this thesis, z indicates the position
of the robot.

zB [ cos(0)  sin(63) 0] [z4 — 23

yB| = | —sin(03) cos(05) 0| |y* —yz

WPl 0 0 1| |64 — 0653 0s
[ [ cos(08)  sin(03) 0] [44 (2:3)
yB| = | —sin(08) cos(64) 0 |92

w? 0 0 1|64

The nonholonomic aspect of a two-wheeled differential-drive system is that it is unable to
have a velocity in the direction perpendicular to its heading. A nonholonomic system has a
constraint on the velocity but does not have a constraint on its position. For a two-wheeled
differential-drive mobile robot in a 2D workspace, the constraint on the velocity is present in
the  and y dimension and dependent on its orientation #. The nonholonomic constraint on
the velocity can be written as:

; (2:4)

2-2 Control Limitations

The nonholonomic constraint of a two-wheeled differential-drive mobile robot causes limita-
tions on possible control techniques. It is impossible to determine a linear time-invariant (LTT)
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2-3 Assumptions And Notations 7

state feedback controller for the control of a nonholonomic system. To be able to control a sys-
tem with an LTI state feedback controller, the system needs to be able to uphold to Brockett’s
necessary conditions (Theorem 1)(original from [32] but found via [33]).

For Brockett’s necessary condition z € R™ and 2 = f(z,u).

Theorem 1 (Brockett’s necessary condition). If a continuously differentiable control law
u = k(z) exists rendering zop an asymptotically stable equilibrium, then the image of the
mapping (z,u) by f(z,u) contains a neighbourhood of 0 in the dimensional space of R™.

This does not hold for the unicycle model. The dynamics describing the states z as given in
equation (2-2) can be written in the form of:

cos(6) 0 y
f(z,u) = |sin(d) O l ] (2-5)
1

Points on the line of z = [0, a,0]” where a # 0 would give the form of:

(2-6)

_ o O

1
f(z,u) =10
0

This indicates that there is no value of u, whether based on z or not, that will cause a mapping
of (z,u) by f(z,u) to contain the origin of R™. Proving that there is no control law u = k(z)
which will be able to stabilize the system to a reference. The nonholonomic constraint thus
causes the system to not uphold to Brockett’s condition Theorem 1, which implies that there
is no possibility to determine a time-invariant feedback control law to control the system to
a set point. For that reason, only time-varying control methods can be used for the control
of nonholonomic systems.

2-3 Assumptions And Notations

The robot operates in a three-dimensional environment also known as a two-dimensional
workspace. The robot itself has five states: the two position states x and y, an orientation
state 6, and the forward and rotational velocities v and w.

Assumption 1. A minimal representation of the dynamics of the robot can be given in six

states [z,y,0,v,w]".

This master thesis does not focus on obstacle avoidance. For that reason, it is assumed the
system operates in an infinite plane in the x and y dimensions without any obstacles present.

Assumption 2. The mobile robot is operating in an infinite x and y plane free of obstacles.

Throughout this thesis, control is applied to the states in the reference frame. To make
notation easier, the superscript r will not be applied to any equation. Therefore, the following
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8 Nonholonomic system

is applicable throughout this thesis:

T X x T
= ZT? z = 2T7 Yyl = ?/T ) y = ,g?“ (2_7)
0 0" 0 0"

The three position states are known and can be used by the controller. The control input is
known at all times. The velocities are calculated according to equation (2-2) and make use
of the three known states and the known input. The dynamics of the model uphold to the
unicycle model in equation (2-2) and the nonholonomic constraint in equation (2-4).

Assumption 3. The states of =, y, and 0 are directly measurable, and the values of the
control inputs v and w are known.

B.P. Benist Master of Science Thesis



Chapter 3

Active Inference Control

In this chapter Active Inference Control (AIC) is explained. The method of AIC in this
thesis is based on previous research [1, 28]. First, the main principle of the Active Inference
framework is discussed, relating the belief i to the hidden states z of a system. After which
the determination of the control input is introduced, which explains how AIC works. The
application of AIC on a nonholonomic system is shown, in which the reason for its inability
to converge to the origin from varying starting states is explained. Based on this inability,
AIC is adapted to Hierarchical Active Inference Control (HAIC) such that it can converge to
the origin.

3-1 Active Inference

Active Inference considers a dynamic system. The dynamics of this system are described with
hidden states z. These hidden states are not directly available to the system, but information
about them is contained within the available observable states 0. The aim is thus to infer the
hidden states z from the observable states o.

Free-Energy

The observable and hidden states are represented as a probability distribution which are
notated as p(o) and p(z) respectively. The distribution of the hidden states z given the
observations o is notated as p(z|o). One can use Bayes’ rule to find p(z|o) via:

p(ol2)p(z)

p(o) (31

p(zlo) =

An issue with Bayes’ rule is obtaining p(o0), which requires the calculation of [ p(o|z)p(o)do
for every new obtained observation [34]. For that reason, a variational Bayes approach with a
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10 Active Inference Control

probability distribution ¢(z) is used to approximate p(z|o). The distribution ¢(z) is a simpler
form of distribution compared to that of p(z|o).

This approximation is obtained using a Kullback-Leibler (KL) divergence between ¢(z) and
p(zlo). The KL divergence of the two distributions represents the difference between the
distributions. By minimizing this difference, the distribution ¢(z) will approximate p(z|o).
The KL divergence is given as:

= z) In a(2) z z|lo :p(z,o)
Dics(a(:)lIp(=1o)) = [ a(z) n_E0d= p(zlo

_ q(2)
= /q(z) lnp(z,a) dz + In p(o)

= F +1n p(o)

The F term can be minimized with respect to z to obtain the approximation using variational
Bayes. Note that In p(0) cannot be minimized, only terms containing z are minimized. This
results in the system inferring z from o. The F term is called the variational free-energy [34].

An adaptation of the free energy can be used when choosing ¢(z) to be a normalized Gaussian
distribution with mean u. A simplified expression for F can be obtained by having the
Gaussian distribution sharply peak at p, assuming In (z,0) is a smooth function, and stating
that o2 of q(z) is already optimized to minimize F [34]. The final equation is shown in
Equation 3-3, all the steps done to reach this simplification can be found in the Appendix in
section A-1.

= z nq(Z) z

— [a(z) g2z~ [ q(z) n plz,0)dz (3-3)

~0 ~ In p(u,0)

F~ —In p(p,0)

As before, observations o are obtained and cannot be used to minimize, thus minimization of
F becomes dependent on the parameter u.

The variable p estimating z is often called the “belief”. This comes from the roots of Active
Inference which lay in cognitive neuroscience. Throughout this thesis, p is referred to as a
belief instead of an estimation.

Generative Models

Now a relation between the observations o and the beliefs i have to be defined. This is done
by stating that o has a mean of g(u) and a variance of X,. The relation can be expressed as:

plolu) = N(g(n), Xo) (3-4)

Here NV(g(u), X,) represents a Gaussian distribution and X, represents the noise present in the
observations. The variance X, is a square matrix with a number of columns and rows equal
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3-1 Active Inference 11

to the number of dimensions in the observations. The matrix also represents the confidence
of the information about p contained in each observation o. Where a high value of 3, equals
a low confidence in the information of u contained in o.

The relation for a single observation is written in the form of:
o=g(p) +wy, wo~N(0,%,) (3-5)
Where w, is additive Gaussian noise with w, being a value from a distribution N(0, %,).

As stated earlier, Active Inference is applied to a dynamical system. Therefore, the belief u
has its dynamics. These dynamics are represented as:

pCrli) = Pl 1) = N (£ (), 5,) (36)

Here, N'(f(p),%,) is a similar Gaussian distribution as N(g(p),X,) but X, represents the
process noise. This matrix also represents the confidence in the system acting according to
the dynamics defined by f(u).

The dynamics of a single belief is written in the form of:

p' = f () + wy (3-7)
Where w,, is additive Gaussian noise w,, ~ (0,%,).

Often times, the variances of the noise present in the observations and processes are not known.
Relating these to the confidence of an observation or a process allows for the selection of the
parameter without knowing the true value. Accounting a low value to X, would be stating
that the observations contain an accurate value for the hidden states. Accounting a high
value would be stating that the confidence in the observations to contain a correct value of
w is low. This is of importance later when these variables have to be defined when applying
Active Inference to a system.

The relation of g and o, and the dynamics of u are defined as generative models. Consisting
of the generative model of the sensory data for the relation of o and u, and the generative
model of the state dynamics for the evolution of p.

Generalized Motions

A generalized motion of the system is used to obtain a more accurate representation of the
hidden states and the dynamics of the hidden states. This generalized motion consists of
higher order generative models of the state dynamics and their correlating generative model
of the sensory data.

As stated in equation (3-6), the generative model of the dynamics is represented by p’. This
i/ can have its own generative model of its state dynamics, which is represented by p”. This
relation can be described for higher order derivatives of a belief as:

:U‘, = f(H) + wu’ /w/L ~ N(Oa EM)
of
1 / / /
po= = Fw,, w,, ~ N0,
o " w e N(O02) (3-8)
(W)

#(i+1) _ f(z‘) (,U(i)) + wl(j)’ wl(f) ~ N(0, Zu(i))
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12 Active Inference Control

The generalized motions of the beliefs are indicated as fi = [, pt/, - - - , u™@T!]. The correlated
observations are 6 = [0,0',- - -, 0"4] where ng is the order of the highest observable derivative.
The relationship of higher order observations and beliefs are defined, similar to the zeroth
order belief, as:

0

o= 8/gi 'u, FWer, Wo ~ N(()» Zo’)
\V-/ 3_9
g'(u) (3-9)

o = gD (D) w ), wye ~ N(0,Z,wm)

The Free-Energy Equation

The generalized motions consisting of the generative models can be used in the free-energy
term F. The expectation of p(fi,0) can be given using the generalized motions.

F = —In p(fi, 6) (Hp @1up ””W)) (3-10)

As stated earlier, the distributions of p(o®|u®) and p(p(+1|u®) are assumed to be normal
Gaussian distributions and are therefore written as:

Py = L (=g GO 00—
ool )
(OO 00 )

\Em >| o

The variables n, and n, are equal to the dimension of o and i respectively.

p(u V) =

Using the representation of a Gaussian distribution, we can rewrite the variational free energy
equation.

F=- zd: <ln p(o(i)m(i)) +In p( (i+1) ‘/J ))
i=0
:% ; ((0(7«) _ g(l) (/,L(Z))) b ( () _ (z) (,u,(z))) (3_12)

F(u = O (D = fOO))) + K

1)
The variable K is a combination of terms that cannot be minimized, since it does not contain
any order of u. The F term is further reduced to a term that can be minimized to obtain a
correct approximation.

The belief ;1 can be updated to approximate z by obtaining a gradient of F with respect to
the belief (%—i). This update also has to consider the dynamics of the beliefs. The change
of the beliefs over time is thus represented by the dynamics and the minimization of the
free-energy. This will lead to an approximation of the hidden states Z by the beliefs ji of the
system. The update of [i is mathematically represented as:

B.P. Benist Master of Science Thesis



3-2 Active Inference Control 13

d OF

= —fi — Ky 3-13
The update of ji is based on the gradient descent method often used for minimization prob-
lems. The variable &, is the update rate, which in turn is a hyperparameter which can be set
to adjust the update of f.

3-2 Active Inference Control

As stated in the previous section, there are beliefs i representing the hidden states Z of the
system. The dynamics of a belief (9 of the order i is represented by the generative model of
the state dynamics () ( u(i)). The basis for determining a control input using Active Inference
is by stating that f®(u()) is equal to the dynamics needed to reach the desired value.

A common and basic implementation is stating f(u) = 2z, — p. This causes the evolution
of p, represented by f(u), to converge to a reference value of z,. The generalized motion
represented by p’ and possible higher orders will be updated according to equation (3-13).

When returning to the free-energy equation in equation (3-12), two errors are calculated.
First, the error is calculated between the observation o and g(u). Second, the error is calcu-
lated between the belief p/ and the desired dynamics f(u). These two errors are combined
in the term F as shown in equation (3-14). Minimizing F with respect to u as in equation
(3-13) will thus lead to a value between the hidden state z contained in o and the desired
value of the hidden state z contained in f(u).

1

F=g 3 | 07 =g )T (09 — g0 ()
=0

estimation error

(3-14)

(D = O ONTEL (D = O (a0 | 4 K

1)

desired dynamics error

Note that here, E;é) is now a control hyperparameter instead of the confidence in the process

[28]. This is because f*(u(?))) describes the desired process instead of the true process.

To determine a control input, a different approach to the free-energy equation is taken. The
beliefs now have a value which partly contains their desired value. By minimizing F with
respect to o, the observable states can be brought to a value of g(u) which partly contains
the reference value. When the relation between the observable states o and the control input
u is given, F can be minimized with respect to .

An update of the control input can be given according to the previous described steps. Note
that there are no dynamics of the control input. Thus, the mathematical formulation becomes:

OF Do

— Ry —— — -1
& do Ou (3-15)

U=
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14 Active Inference Control

This introduces an additional hyperparameter k,, which influences the update of the control
input.

To finalize this in a useable control method for a discrete system, a discretization is required.
This discretization is done using a forward Euler method as done in previous research of AIC
[1]. For every time instance a new fi and u is calculated using the known time step 7"

flk +1] = filk] + palk]T

ulk + 1] = u[k] + a[k]T (3-16)

Note that ji and % is calculated according to the values of x and o at time instance [k].

The AIC control loop can be represented using pseudocode given in Algorithm 1. Throughout
this thesis, this algorithm will be referred to as AIC.

Algorithm 1 Active Inference Control

1: Initialize: ¢ (u®[0]) = 0[0], fori=0,1,...n4—1

2: Input: 6[k]

3: Output: u[k + 1]

4 k] = %ﬂ[k] - /{M%—i(ﬂ[k], o[k]) determine dynamics of the belief
5. filk + 1] = k] + a[k]T update beliefs
6: ulk] = —nu%—fg—g(ﬂ[lﬂ], o[k]) determine dynamics of the control input
7 ulk + 1] = ulk] + w[k]T update control input
8: save filk + 1], u[k + 1]

Hyperparameters

The hyperparameters for AIC are the update rates x, and x,, and the observation and process
noise E((,i) and ES). As stated earlier, the parameters Z((f) might seem to be based on noise.
However, when not known, it can be set such that it dampens stochastic behaviour of the
observations [1]. Note that Eg) becomes a control hyperparameter with the introduction of
desired dynamics.

An intuition of the effect of the hyperparameters can be given when checking the update for
@ in equation (3-13) combined with equation (3-16). The combination in a discrete setting
comes down to:

d OF K] ) (3.17)

-+ 1] = k] + T (G lk] =

Assuming ¢ (u®) and f®(u®) are linear functions, F will become a convex quadratic
function with respect to u. The gradient step of F with respect to p for the example of a one
dimensional p with only the zeroth order derivative observable then becomes:

oF 99 4 of 1,

— == - - — 3-18

o~ ol (0—g(n) + 910" (W = f(w) (3-18)
Note that here o is used instead of X, to represent a one-dimensional scalar instead of a
matrix.
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3-3 Active Inference Control For Nonholonomic System 15

Combining the two previous functions allows us to see the effect of the hyperparameters r,,
0o, and o,.

w4 1) = k] + T lk] = T, (520, olk] = alkD) + G030 4] = £(ulk]) ) (3-19)

The hyperparameters can be better analysed as the combination T's;0, Land Tﬁualjl. Which
when larger than one would update p with a value larger than the errors, and can cause
an overshoot of u. A bold conclusion can thus be drawn that the combination of T'k,0,*
and Tﬁuagl effects the oscillations of the beliefs. Where it seems that T 0, < 1 and
Tmﬂaljl < 1 will reduce oscillations of u, where the lower the value, the more prevention of
oscillations. A similar conclusion was also obtained in research done by Baioumy et al. [28].
In addition, they noticed that a larger value would decrease the rise time and thus obtain
faster control.

In this thesis, the hyperparameters for which AIC controls a system as fast as possible are
not of importance. It is also assumed that the stochastic fluctuations in the observations
are unknown. Throughout the simulations and experiment, a standard value of T' = 0.1 is
upheld. Therefore, to reduce oscillations, values of x, = 1 and x, = 1 are set. For the values
of X ) and XY ), an identity matrix is set with the dimension equal to that of p® and o,
This causes T'k,0, ! =0.1 and T ﬁualjl = 0.1 and will drastically prevent oscillations. It also
indicates that there is no favourable bias to either update p to be a better estimator or cause
faster control.

For tuning of these hyperparameters, I refer to previous research done by Pezzato et al. and
Baioumy et al. [1, 28].

3-3 Active Inference Control For Nonholonomic System

To apply AIC to a differential-drive two-wheeled mobile robot, first the known observations
need to be stated and their relationship to the hidden states. The 2D workspace was defined
with the three states z = [z y 6]7 in chapter 2. As stated in assumption 2, it is assumed that
these three states and therefore their velocities Z since u is also known. Therefore, ng = 1
and the observations are defined as 6 = [0, 0y 0g 0], 0], 0y]". It is assumed the observed data
contains Gaussian noise in addition to the true state value, but the value of the variance of
this noise is not known.

The three states x, y, and 6 and their velocities are also the only states needed for the repre-
sentation of the dynamics, therefore these also represent all the hidden states z = [z 277,
The representation of Z is used for the true states. The observations’ and hidden states’
relationship is defined, and therefore the following can be stated:
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16 Active Inference Control

[ x(t) ] r 04(1) q
i o 0
~ Wo | t Wo| _ 5 _ og(t Lo | ¢ ]
\Z’f’i_ wh| | cos(8(t))v(t) + wh| cos(og(t))v(t) |’ Lj(t)] (3-20)
9(%) sin(0(t))v(t) sin(og(t))v(t)
Low® [ et

As stated in the previous section, a belief i can be used to approximate the true states Z.
Therefore, the relation between Z and ¢ is the same as the relation between fi and 6. The goal
is to control the system to the origin of the three-dimensional space of z. For that reason,
the dynamics of u are set as:

fp)=0—pn
fllu)y = -1/
The observations, their relationship to the beliefs, and the dynamics of the beliefs, are all

defined. This allows us to solve the variational free-energy defined in (3-12), the K term
cannot be minimized and therefore not fully shown.

(3-21)

1t . L . L
_- @) _ @, ONTs—1 (@) _ (@), @)
F 225((0 gD ()8 (0 — gD (1)) o)

D = OO WD = fO)) + K

The error between the observations and the beliefs, and between the beliefs and their desired
dynamics are defined as:

0z i cos(0g)v I
o—g(p) = |oy| = |ky|, o' —g' (W)= |sin(og)v| — |1,
/
06 116 w [
‘. (3-23)
/ " /
P 0 — pig e iy
/ " / /
po— ) = py| — |0—pyl, =) = ey | =y
11 0 — 1o 1y — Mg |
The update rule /i can be defined since the effect of ji is now known for F.
i | =4 OF
= || = g
- 7] -1 -1
1 DI 0 Zu 0 /
L _ 0— - -1 —(0—
M = IU,N - K/,u‘ 0 011 [0/ _ Z,‘| + Eul E,U,/ N ul/(+ ’ulu)‘| (3_24)
0 0 0 0oz}
e 0— @ —(0—p)
— | = o= w |+ | )+ 0= )
I 0 | 0 M// + Iu/
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3-3 Active Inference Control For Nonholonomic System 17

To give some general intuition of how the belief will develop, the hyperparameters are all set
to one or the identity matrix as stated in section 3-2. What can be inferred from this equation
is that p will be in between the observations o and the desired value zero. The same is for y/
which will be updated to be in between the values of o' and —pu. u” is a variable which will
adapt to be the negative value of 1/ and dampen the update of p/'.

The relationship of the observations and the control input needs to be known to be able to
determine the control input as required in equation (3-26). At the start of this section 6 was
defined and control input u (equation (3-20)). This allows us to obtain:

0
0
y (3-25)

cos(og)
sin(og)

o O O oo

It is also important to give some general intuition for the update of the control input. Again,
all X2 matrices are set to the identity matrix, and are therefore omitted from the next equation.
Using the given equations, the control input is updated according to:

/
W — fy

o[k
w[k]] g

P [COS(O@)(COS(O@)’U — ) + sin(op)(sin(og)v — u;)l _ lv}

vk + 1]

wik +1] +

_ W
wlk]

Although not immediately apparent from the given update equations, it is impossible to
converge a two-wheeled differential drive mobile robot to a three-dimensional reference state
from every initial state. Allow me to elaborate on this with one example of an initial state
for which it will not work.

-

Figure 3-1: The two-wheeled robot on the left is the starting position, the dashed robot on the
right is the desired position also containing the origin.

Assume the starting position of the robot according to Figure 3-1. To make this example
simple, an assumption is made that we have the exact values of Z. Four of the six states have
already reached their desired value. The belief i has been initiated with correct values for
[Lzs Ho; Moy, fig and has stable values for fu,, .
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18 Active Inference Control

IS
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(3-27)

Qwkk O Owhhn O

It is clear that only the y state needs to be controlled to a value of zero. The values can
be used for the equation of the update rule of the control input. Filling in the variables in
equation (3-26) will give the following:

P 1.(1.0—0())418.(0.0—;%)]:[8] (3-28)

The control input will not increase nor decrease. When a control input of 0 is initialized, the
robot will not move to the origin. The issue is the constraint applicable for this nonholonomic
system. The velocity in y direction is zero when # = 0 because the system upholds to
x(t)sin(0(t)) — y(t)cos(8) = 0.

The issue is caused by the controller controlling the value of 8 to zero and keeping it there.
The rate at which 6 goes to zero is determined by (3-29).

w(t) = w(0) + /0 ") dt (3-29)

Note that sy is only based on the observation of # when looking at previous equations, and
knowing that pg is only based on 6 according to equations (3-23) and (3-24). The control of
0 thus does not take the values of x or y into account.

However, the control of y is based on the value of §(t) and y(t) as:
t

u(®) = y(0) + [ sin(on(®)e(t) d
t

o(#) = v(0) +/ o(t) dt
0

= 0(0) ~ i [ coslon(t)(coslon(®)ol) — (1)) + sin(oa(t)) sim(ou(e))ele) — (1) di
(3-30)

What happens is that 6 influences the control of ¥, while y does not influence the control of

6.

In order for the control method to converge to the origin of all three dimensions, it is required
that the control of # is influenced by both x and y. Adjusting this also corresponds to
the connection between three states stated in the nonholonomic constraint z(t)sin(6(t)) —

y(t)eos(8(t)) = 0.
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3-4 Hierarchical Active Inference Control 19

In the next section, Hierarchical Active Inference Control (HAIC) is explained which adds
this connection of z and ¥y to the control of 6.

3-4 Hierarchical Active Inference Control

In the previous section, it was shown that AIC was unable to control a nonholonomic system
to a three-dimensional reference point. The main cause of the inability was the constraint of
the nonholonomic system causing the evolution of the three states to be dependent on one
another. Failure was caused by AIC not taking this dependency into account. In this section,
a solution making use of Hierarchical Active Inference Control (HAIC) is proposed which can
incorporate the constraint such that the controller can control the robot to the origin.

The Nonholonomic Constraint

First let us rewrite the nonholonomic constraint of a two-wheeled differential-drive robot as
follows:

i) _ sin(®) _, _
30~ cos(@(n) — lano®) (3-31)

This nonholonomic constraint can be related to the belief y. According to the previous
section, the beliefs u! and ,u; are partly updated to represent the dynamics necessary to
reach the origin. Therefore, these beliefs can be used to obtain an additional belief. This
belief represents the orientation best suitable for the dynamics in the z and y direction. The
belief of this orientation will be indicated using i, 9. The following equation represents the
relation between the beliefs:

xT

I
Lrg = arctan (f’) (3-32)

Making It Hierarchical

As done in other research, the Active Inference framework can be used to give layered structure
to control [31, 30]. When doing this with AIC an AIC layer only makes use of the beliefs of
the layer below and regulates the lower layer by giving them a reference value (indicated with

fir)-

One can implement an additional layer of AIC on top of the current one as shown in Figure 3-
2. The top AIC layer uses the beliefs of the bottom layer as observations (or), and has its
own generative models (g7, fr) as explained in section 3-1. The subscript T indicates the
generative model belongs to the top AIC layer.
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HAIC

F T

l AIC | Top layer

I I
S L T

I I

: AlC : Bottom layer
- ':' '—"On:—' === 'i":t'—_' il """"""""""""

S

Figure 3-2: Block Scheme representing HAIC. The bottom layer of AIC uses observations (0)
and gives a control input (u). The top layer makes use of the beliefs of the bottom layer (ji),
and gives a reference belief (p,.) to the bottom layer.

The generative models for the top layer are defined as:

/
1
97(1r0) + Wy = i + wer = or = arctan (f’) , wor ~ (0,0,7)

T

(3-33)

fT(lLLTvo) + w/‘r,@ = 0 - ,LLT,Q + w:u'r,Q = /“[/;‘,67 wﬂr,Q ~ (07 0-/»1'7‘,9)

Because or and p, ¢ are one dimensional, o is used as a representation of the variance. Note
that there is no derivative available of the angle. Therefore, the generalized motions of the
top layer are up to an order of ng = 0.

The variances o, and U,jrl cannot be related to the noise similarly as those of the bottom

layer AIC. To elaborate on what the confidences can represent, let us first look at how they
will influence the belief by determining the free energy equation for the top layer. From the
observation and the general motions, the free energy equation is given as:

1 4, _ I _
Fr = 3 ((arctan (MEJ) - Wﬂ) UoTl (arctan (qu/ — Urg | + (ur,g + u;,9> amlﬁ (ur,g + ,U;«’g) +K
X x

(3-34)
Updating the belief according to equation (3-13) will give:
/‘:[’7’,0 _ H;’g — K _0—0_7} (ar(:tan (Zi? - MT,@) + O-I[;Tl,g (/’LT,G + M;‘ﬁ) (3_35)
! - T
o0 0 K i (prp + .U/r,e)

The update of fi,g = [1tr0 u;79]T would lead to a value between o and 0 for y, 9. The system
will neither reach the origin in the z and y direction nor in the orientation of zero when or

is non-zero. Ideally, the robot would reach the origin in the z and y direction, and after it
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3-4 Hierarchical Active Inference Control 21

will turn its orientation to zero. To obtain this, oo_Tl and a;rlg can be used to change when

the reference orientation focuses on minimizing the z and y distance or the reference focuses
on bringing @ to zero.

The effect of o, is that it will update p.g to arctan(u,/p,). Pointing the robot in the
direction such that it can reduce the error in x and y dimension. The effect of O'/Irl , is that
it will update pi,. 9 to zero. A solution is stating that ang = 1 when the origin in the x and

y plane has not been reached, and O';TIG = 0. And stating that a;}e = 1 when it has been
reached, and a;rle =0.

The values of 0., and oy, _, relate to confidence of being able to converge to the desired set
point. Where we can say that o,, = 1 when the controller is confident that it has to reduce
the error in the x and y dimension, and 0,,, = oo when it does not have to. Vice versa is
applicable for oy, ,, where 0, , = 0o when reducing the error of z and y and oy, , = 1 when
converging 6 to zero.

Introduction Of The Decision Parameter

The best way is to have a binary switch for the transition of the values a;Tl and 0;3 , for usage
in equation (3-35). This switch is based on the distance in the x and y direction contained in
the beliefs p!, and u’y. This allows for a direct change by having the values of Jng and U/Irl .

immediately switch to one or zero.

This binary step for ao_Tl and O-l;rl , is defined as:

bl 0 ifw/ugf—i—u{f <€

or . 2 2
1 if /e 4+ plc > €
y T =
(3-36)
1 1 if u;f +pl? <e
P00 i\ > e

Here € is a decision variable indicating when the values for ao_Tl and 0;T19 will switch. Note

that zero is an approximation of co™!.

Other transitions that are piecewise continuous can give settling points between the values

of or and zero. Any other piecewise continuous switch between zero and one for ao_Tl and

0;71 , can give an update to a random orientation. This does not reduce the error in z and y

direction but also not bring p, ¢ to a value of zero. This can be seen by rewriting the update

equation to:
OFr 1 Hy 1 /
s = —o0,, | arctan /7; — Mrg | + Tptpg (Mr,e + Nr,e)

/
_ _ _ 2 _
=tir0 (0o +05,) = (%ﬁarcwn (;’) + Uﬂrl,gui,e>
—_———

x

(3-37)

becomes a random orientation

The selection of € is based on the values of fi when the system is at the origin. Obtaining
a value of exactly zero for any value of [i is highly unlikely. Even when the observations o
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become exactly zero, i will still be updated to become close to zero but not exactly zero.
Though as stated earlier, it is assumed the observations contain some Gaussian noise. For
that reason, it is required to set € to some positive digit such that it considers the noise
transferred from the observations to fi. Where the higher the digit, the less sensitive the

switching of U;Tl and 0;} , Will be to noise contained in fi.

On the other hand, setting € to a high value will cause the HAIC to control the system to
an angle of zero for high values of fi. When 6 is controlled to zero, no evolution in the y
dimension possible. This can be seen when applying 8§ = 0 to the nonholonomic constraint:
cos(0)y — sin(f)x = 0. Here, ¢ is zero when # = 0. Therefore, the higher e the higher a
possible error in the y dimension.

The selection of € is a trade-off between robustness against noise and a possible error in the
y dimension. In chapter 4, the effect of the hyperparameter € is shown for different level of
noise present in the measurement. First, the error is compared for two different values of e.
Second, noise in the observations is added such that the switching of O'O_Tl and 0;}7 , can be
checked. Based on these simulations, an intuition about the correct selection of the parameter

is given.

Bringing It Together

To bring everything together, the effect of the top layer on the bottom layer is described. The
top AIC layer gives a reference to the bottom layer AIC. The bottom layer AIC is similar to
the one described in section 3-3 except for the generative model of the state dynamic of pyg
which is:

f(uo) = o — 1o (3-38)

The following update rules for fi, fi, 9 and u are then given in equation (3-39). The evolution
of all beliefs and the control input are written as:

ro [y—1 -1

0 >, 0 B X, 0 , T
T 17 S B (R ol I VAR RS D opii v “J”L_ILO 0/ “’“79]

0 o o |Ll@TH 0 % pt

trg| _ o |0 (arctan () = uno) + 03!, (o + 1)
K/ﬂ’r M_Il / i
L Uur,g (/"LT’,G + /’Lrﬁ)

G— cos(0(t))oo, (cos(0(t))v(t) — py) + sin(0(t))oo (sin(0(t))v(t) — 1)
w 02 (1) — 1))

(3-39)

To summarize HAIC and apply it to a nonholonomic system, a description in algorithm form
is given. For the use on a discrete system, the following algorithm in pseudocode is given in
algorithm 2. This algorithm is implemented throughout this thesis.
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Algorithm 2 Hierarchical Active Inference Control

1: Initialize: ¢ (u®[0]) = 0®[0], fori=0,1,...,ng —1

2: Input: 0[]

3: Output: u[k + 1]

4: jilk] = L[k] — nug—ﬁ(ﬂ[k], olk], prolk]) determine dynamics of bottom layer beliefs
5: [k + 1] = k] + @lk]T update the bottom layer beliefs
6: o = arctan (%fiﬁ),g,) 1075 is used to not divide by zero
7 firglk] = % firg[k] — K#T,g%(ﬂng[k], ilk])  determine dynamics of the top layer beliefs
8: firglk + 1] = firolk] + firok]T update the top layer beliefs
9: ulk] = —mu%—ig—g(ﬂ[l{], olk]) determine dynamics of the control input
10: ulk + 1] = u[k] + w[k]T update the control input
11: save filk + 1], fir o[k + 1], u[k + 1]

3-5 Conclusion

In this chapter, the framework of Active Inference was explained and the steps to obtaining
a control input. The four hyperparameters generally present in AIC are set to one or the
identity matrix throughout this Thesis. This prevents oscillations of the states when using
time step of 0.1s, as done throughout the simulations and experiment described in this report.

It has been shown that AIC is unable to control a two-wheeled derivative mobile robot to
a three-dimensional reference state. This was because applying AIC directly to the system
will not take the relation between x, y, and 6 present for nonholonomic systems into account.
Controlling 6 to the desired value while the control of x and y are also based on the value for
f. Thus, answering the first sub research question of “What are the limitations of AIC for
controlling a nonholonomic mobile robot to a three-dimensional reference state?”

A solution to the problem is the introduction of another layer of AIC, thus creating HAIC.
This additional layer adds a relation between x, y, and # based on the nonholonomic constraint
of the system. It also introduces an additional hyperparameter e. The hyperparameter e
determines when 6 is controlled such that the error in the x and y direction is reduced, or
when it is controlled to a value of zero.

The selection of the hyperparameter ¢ comes with a trade-off. Either it can be chosen to allow
a larger error in the y dimension and have more robust control against noise present in the
observations. Or a decision can be made to obtain a minimal error in the y dimension but
have the possibility to not be able to converge to the origin when too much noise is present.
This trade-off is discussed in the next chapter where the effect of € is discussed.
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Chapter 4

Simulations

In this chapter, two simulations are used to verify whether Hierarchical Active Inference Con-
trol (HAIC) can converge a two-wheeled differential-drive mobile robot to a three-dimensional
reference point.

The first simulations are run with varying starting points. The goal is to check whether it
can always converge and to check how the controller responds to varying starting points.
These simulations do not contain any additive noise and thus assume perfect conditions,
measurements, and system dynamics.

The second simulation adds noise to the observations used in HAIC. The reason for this
addition is to confirm whether noise affects the selection of the decision variable € which
determines the values of O'O_Tl and a;r%e. As stated in the previous chapter, a higher value for €
will make the controller more robust against noise. The simulation is used to verify whether

HAIC can converge when the value of € is increased.

As stated in the previous chapter, the following hyperparameters for Active Inference Control
(AIC) and HAIC are set to values of 1 or the identity matrix I:

Ku = Kp = Ky, =1

2 4-1
Y=y =%,=%, =%, =1€R¥? (1)

All simulations are run with a time step of T'= 0.1 s. When referring to a time stamp such
as t = 10 s it is always referred to the time instance k = 10t.
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4-1 Varying Starting Positions

For the first simulation, varying starting points are simulated for the controlled system. The
variations are based on a variable ¢ given in degrees(°). This variable determines the starting
position based on:

cos()
2[0] = [sin(e) (4-2)

2

The simulations are equally spread over 0 < ¢ < 180° (1801 in total), thus obtaining data for
@ =0.0°,0.1°,0.2°,...,180.0°. A figure showing the half circle of starting positions is given in
Figure 4-1.

@ =90°

<

Figure 4-1: The variation of ¢ and the effect it has on the starting position of the mobile robot.
The dashed robot with the blue arrows is the origin of the three-dimensional space and also the
goal position for every variation of ¢. The grey line indicates the line on which the starting
positions are positioned, it is a half circle with a radius of 1 m. The yellow arrow of the full
robot indicates the starting orientation of the robot, it always points outwards with respect to the
half circle. The three robots with the yellow arrows indicate the starting positions of ¢ = 180°,
0 =90° and p =0

To summarize the response of the controllers for the simulations, two performance metrics
are used. The first performance metric is the cost of the system. The cost at a certain step
is indicated as c[k], or ¢(t) when using a time stamp. The cumulative cost J of the control of
the system from step 0 until N is defined as in (4-3). N is the number of iterations it takes
for the system to converge. The system is assumed to be converged when the values for |z|,
], 10|, |f] are all lower than 0.001. The dimension y is omitted since the convergence can
gain a small error as stated in the previous chapter. The second performance metric is the
time it requires to converge to a stable position close to the origin.
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N N
J = clk] = 2"[k]Qz[k] + u” [k] Ru[k]
k=0 k=0 (4 3)
10 0 -
10
Q=101 0/, R:[ ]
00 L 0 1

The value of 1/72 is used in (4-3) to normalize the error for all dimensions. The max starting
error of the z, y and 6 dimension, as part of the cost function c[k], are now all set to one.

Simulations with HAIC for two different values of ¢ and Model Predictive Control (MPC)
(according to [23] with optimal hyperparameters set based on the same paper) are run for
all values of ¢. They are applied to a two-wheeled differential-drive mobile robot with the
dynamics stated in chapter 2 according to (2-2).

In Figure 4-2, the results are shown against the values of ¢. The value J increases with a
higher value for ¢, which can be expected since a higher value for ¢ also increases the starting
value of c[o]. When we compare the values for HAIC and MPC it can be seen that HAIC
clearly underperforms compared to MPC. Both the cost and the convergence time are higher
for HAIC. Although the goal was never to have HAIC outperform MPC, it can be concluded
HAIC does not obtain an optimal trajectory or control input.

200 -
HAIC e =103
HAIC ¢ = 102
150 MPC
~ 100
50
0 1 1 1 1 1 1 1 1 1
0 20 40 60 80 100 120 140 160 180
©(%)
100
= 50
=
0 1 1 1 1 1 1 1 1 1
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Figure 4-2: Graphs showing the performance of HAIC and MPC where (TOP) the value of the
cost function J and (BOTTOM) the convergence time. The system is assumed to be converged
when the values for |z|, ||, |], |0] are all lower than 0.001

When comparing the two HAIC for different values of €, it can be seen that a higher value
for € causes a smoother value for J for small changes in ¢. Though a large change in J
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can be seen for values of 80° < ¢ < 105° for both values of e. This is likely caused by the
system operating at the border of the function of arctan(y/x) which is used in the top layer
of HAIC. Where the value of arctan(y/x) can shift drastically when a small positive value
for x changes to a small negative value. Causing y/x to go from oo to —oo when y stays
negative or positive.

A convergence time for a higher value of € is to be expected because the HAIC decides to
control the system to 8 = 0 while accepting a larger error in the y dimension. When the
convergence time can be checked against the final error (¢[N]) in Figure 4-3. It can be seen
that a tradeoff between convergence time and final error is made when choosing a value for
€. The higher ¢, the lower the convergence time but the higher the final error.

102 € T
F[——HAIC =107
[|——HAICe=10"2
10° F
104 &
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108 {
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Figure 4-3: Graphs showing the final value c[n] of two HAIC controllers for values of ¢ = 1072
and € = 1072. Note that the y-axis is on a logarithmic scale. When compared to Figure 4-2,
this graph contains the cost at the last time stamp when the system is converged, instead of the
summation of the cost over the full convergence time.

In Figure 4-4 the cost J for HAIC with a value of e = 1072 as stated in equation (4-3) is split
for the x and y term, the 0 term, and the u term of the function. The reason an analysis
is done for this value of € is because of the higher changes of J for different values ¢. The
splits are represented as given in equation (4-4). The reason for these splits is such that an
identification can be done of what is causing the large variation in cost for small variations
of ¢.

k=0
Y= S 01k .
k=0
o 1 01 lv[zﬂ
Juy = vk k
kzo[” ”Ho 1| |wlH]
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Figure 4-4: A separation of the effect of (top) x and y, (middle) 6 and (bottom) w on the cost
J.

In Figure 4-4 a constant increase of .J; , can be observed except for the region 90° < ¢ < 101°.
While for Jy numerous sudden changes in the value can be observed, thus showing that erratic
changes are caused in the orientation when using a lower value of €. To better examine what
is causing these sudden changes, in the two following subsections the response of J, , and Jy
are reviewed respectively. J, is omitted for review because the graph can be directly related
to Jzy and Jy.

Analysis of HAIC in the x, y dimension.

In the top graph of Figure 4-4, a strange effect of J,, can be seen starting at ¢ > 90°. To
better analyse this, the trajectory generated for the three values of ¢ = 89.9, ¢ = 90.0, and
@ = 92.5 are shown in Figure 4-5. These three values are chosen because ¢ = 89.9 has a
value of J; , = 33.8, while ¢ = 90.0 has an increase of 10.4 with a value of J,, = 44.2. The
increase of J;, continuous until ¢ = 92.5 with a peak of J, , = 56.2.
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Figure 4-5: Three trajectories generated for starting position corresponding to ¢ = 89.9, ¢ =
90.0, and ¢ = 92.5. The marks correspond to a timestamp at a 10s interval. The first mark
corresponds to ¢t = 0, the second mark along the trajectory to ¢t = 10, the second mark along the
trajectory to ¢ = 20, etc. The first mark is the one on the grey half-circle.

From Figure 4-5 a difference in trajectory is observable. The moment ¢ reaches 90°, a two-
point reverse turn is initiated earlier in trajectory by the HAIC controller. By creating this
turn earlier in the trajectory, the cost function J, , increases since the turn causes the robot
to spend a longer amount of time at a greater distance to the origin. This can be seen when
checking the 10-second marks in Figure 4-5 and relating the distance in the = — y plane to
each trajectory.

It is important to note that the cost relating to the  — y plane (J,,) and the convergence
time are not correlated. The convergence time is highlighted for the three values of ¢ = 89.9,
¢ = 90.0, and ¢ = 92.5 in Figure 4-6. Here it can be seen that the convergence time varies
and is more correlated to the overshoot in the x — y plane when moving in on the origin. The
convergence time is lowest for ¢ = 90.0 which has a minimal overshoot at ¢ = 20 as can be
seen in Figure 4-5.

A more thorough investigation of what is causing the shift in the two-point reverse turn can
be done by looking at the values of ji, 9, y and 6. The values of u, ¢ and the two states are
shown in Figure 4-7. The graphs only contain the first 20 seconds, representing the trajectory
from the first until the third marker in Figure 4-5 for the three values of .
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Figure 4-6: Convergence time for values of ¢ 80° until 105°. The values for ¢ corresponding to
Figure 4-5 are highlighted.
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Figure 4-7: The three graphs only contain the first 20 seconds, representing the trajectory from
the first until the third mark for the three values of . The legend present in the middle graph
represents the colour coding for all the graphs.
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In Figure 4-7 it is important to note that on the border of ¢ = 90.0° there is an immediate
switch for y, 9. The value goes to a negative value for ¢ > 90.0° and to a positive for ¢ < 90.0°
as can be seen in the top graph of Figure 4-7. This is because u,g is updated to have the
same value as arctan(ju, /), which the moment p; > 0, puy/p;, becomes —oo. As stated
earlier, u!. updates to a value in between —x and %, similar to /ny in between —y and y.

The tracking of the value p, g by 0 contains a large error. Only a small adjustment of ¢ can
be seen compared to the dynamics of p, 9. Of course, it is good to note that there was not
tuning done to minimize the tracking error. A faster update to the desired value could be
obtained by adjusting the hyperparameters regarding the update of p and/or u.

Referring back to Figure 4-4, a change in value for J,, can be seen between the values of
@ =92.5, ¢ = 99.3, and ¢ = 100.7. Where ¢ = 92.5 has a peak value of J; , = 56.2, ¢ = 99.3
has the lowest value of J, , = 49.8, and ¢ = 100.7 has a value of J,, = 56.4 after which the
value for J,, stays relatively constant. To see what is causing this change, the trajectories
for the three values of ¢ are shown in Figure 4-8.

1k ©p =92.5
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¢ =100.7
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Figure 4-8: Three trajectories generated for starting position corresponding to ¢ = 92.5, p =
99.3, and ¢ = 100.7. The marks correspond to a timestamp at a 10s interval. The first mark
corresponds to ¢ = 0, the second mark along the trajectory to ¢t = 10, the second mark along the
trajectory to t = 20, etc. The first mark is the one on the grey half-circle.

It is clear that the larger values of J, , for ¢ = 92.5 and ¢ = 100.7 can be related to a larger
overshoot in the x — y plane compared to the trajectory generated for ¢ = 99.3. This shows
again that HAIC does not generate an optimal trajectory. However, it does show that HAIC
can compensate for any overshoot happening to the system. This also gives an indication
that HAIC can easily compensate for disturbances happening to the system.

A question for future research might be how hyperparameters can be obtained such that for
different starting states a more constant value of J,, can be obtained.
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Analysis of HAIC in the ¢ dimension

In Figure 4-4 large variations of Jy can be seen for small variations of ¢. First, this proves
that the control of 6 is prone to small variations. Whether this can be solved by adjusting
the HAIC algorithm is a discussion for future work. In this thesis, a focus is on the origin
of the larger variations. To better analyse this, a handful of trajectories in the range of
80° < ¢ < 105° are highlighted.

It was shown in Figure 4-2 that even for a higher value of € these variations were still applica-
ble. In Figure 4-9 this region and the response Jy is shown. Three groups (labelled by colour)
which each contain three values of ¢ (labelled by varying marks) are shown. These three
groups are chosen because of the large change of Jy and will be discussed in this subsection.
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30 \ o 81.3]
‘ x 814
\ O 82.3
20 - 89.9 |
A 90.0
90.2
10 F O 98.0]-
*  99.3
o 99.7
0 1 1 1 1
80 85 90 95 100 105

©(°)

Figure 4-9: This figure is a zoomed version of the middle graph in Figure 4-4. Trajectories for the
three groups, Red, Yellow, and Black, can be seen in Figure 4-10, Figure 4-12, and Figure 4-13
respectively. The values in the legend represent the values for ¢ in degerees.

The first group discussed is that of ¢ = 81.3, ¢ = 81.4, and ¢ = 82.3. Within one iteration
the value for Jy goes from 35.2 to 47.1 for respectively ¢ = 81.3 and ¢ = 81.4. After which
Jp goes from 50.3 to 40.5 for ¢ = 82.2 and ¢ = 82.3.

Trajectories corresponding to ¢ = 81.3, ¢ = 81.4, and ¢ = 82.3 are shown in Figure 4-10.
It can be seen that on a large scale almost no difference is noticeable. But when zoomed
in around the origin, a small three-point turn is made at the first mark (fourth mark in the
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full-size graph) is made for the trajectory of ¢ = 81.4 . This is caused by the overshoot in the
x — y plane. ¢ = 81.3 does not contain the additional turn, and ¢ = 82.3 does not contain a
three-point turn.
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Figure 4-10: Three trajectories generated for starting position corresponding to ¢ = 81.3,
@ = 81.4, and ¢ = 82.3. The marks correspond to a timestamp at a 10s interval. In the top
figure, the first mark corresponds to ¢t = 0, the second mark along the trajectory to ¢ = 10, the
third mark along the trajectory to ¢ = 20, etc. The first mark is the one on the grey half-circle.
In the bottom figure, the line coming from outside the graph is correlated to the lowest value of

t. The first mark corresponds to ¢t = 30s, the second to ¢ = 40s.

The question is whether the overshoot is caused by HAIC updating its internal beliefs and
control input not fast enough, or by HAIC giving a non-optimal control input. By checking
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the evolution of the internal beliefs of the controller for ¢ = 82.4 an insight can be given on
what the issue might be. The controller works with 11 internal beliefs of which 7 are updated
to observations. These 7 beliefs are plotted for ¢ = 81.4 in Figure 4-11 together with their
corresponding observations. The belief for 6 also has the belief of the u,¢ plotted since this
is the reference for this belief.

From Figure 4-11 it can be seen that the beliefs track the observations with an error. This
is a common issue with AIC in general and referred to as biased state estimation [29]. The
belief is updated towards both the goal and the observation. Although this bias might not
be large for a single belief, what happens is that the bias continues to give misinformation
to other beliefs. A bias for pu, causes a biased update for u/, since it makes use of pu, for
the update. With the addition of HAIC and thus an extra layer of beliefs, which in turn are
partly dependent on p!, the bias will continue to grow. Thus, likely causing an overshoot.
The goal of this thesis is not to make HAIC the state-of-the-art controller, therefore no further
investigation for a solution to this problem will be discussed. To make HAIC a competitive
controller future work can be done to prevent biased state estimation and the continuous
growth of bias for every belief.

When the other two groups in Figure 4-9 are plotted in Figure 4-12 and Figure 4-13 a similar
overshoot can be seen. In Figure 4-12 an overshoot in x — y plane at 20 seconds can be
observed for the trajectory corresponding to ¢ = 89.9. After which the robot needs to correct
with an angle of 90°. This overshoot is not present when a two-point turn is initiated earlier
in the trajectory. In Figure 4-13 two overshoots in the x — y plane are present for ¢ = 99.3
which had the highest value of Jy for any ¢. In the top graph, there is an overshoot at 20
seconds, and in the bottom graph at 30 seconds another overshoot which causes the controller
to set 6 to a —90° and 90° angle respectively.

Giving two additional examples that the overshoot caused by the controller is giving the
large values of J. The fact that these high values of J and the corresponding overshoots are
happening on rare occasions show the robustness of an untuned HAIC controller.

The examples discussed both for J, , and Jy show that inconsistency of HAIC is mainly caused
due to overshoot caused by the control. Still HAIC can always converge a nonholonomic
system from any starting point. It seems that when HAIC is untuned it is prone to overshoot
and not obtain smooth control trajectories. Future work could therefore focus on improving
the control of HAIC such that smooth trajectories are obtained.
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Figure 4-11: The 7 beliefs for the trajectory of ¢ = 82.4 are plotted. All the blue lines are the
observations for the beliefs, when there is a green line it is the reference for the belief. If there is
no green line, the reference is zero. (For grey scale viewers, blue lines are the first legend entry,
and the optional green lines are the third legend entry)
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Figure 4-12: Three trajectories generated for starting position corresponding to ¢ = 89.9,
@ = 90.0, and ¢ = 90.2. The marks correspond to a timestamp at a 10s interval. In the top
figure, the first mark corresponds to ¢t = 0, the second mark along the trajectory to ¢ = 10, the
third mark along the trajectory to t = 20, etc. The first mark is the one on the grey half-circle.
In the bottom figure, the line coming from outside the graph is correlated to the lowest value of
t. The first mark corresponds to t = 30s, the second to t = 30s.
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Figure 4-13: Three trajectories generated for starting position corresponding to ¢ = 98.0,
@ = 99.3, and ¢ = 99.7. The marks correspond to a timestamp at a 10s interval. In the top
figure, the first mark corresponds to ¢t = 0, the second mark along the trajectory to ¢ = 10, the
third mark along the trajectory to t = 20, etc. The first mark is the one on the grey half-circle.
In the bottom figure, the line coming from outside the graph is correlated to the lowest value of
t. The first mark corresponds to t = 30s, the second to t = 30s.
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4-2 Noise

In section 3-4, the hyperparameter € is introduced. It is a newly introduced hyperparameter
that is required to be tuned accordingly such that the system can converge to a reference
point. In this section, an example is shown of why it is required to tune accordingly and what
happens when it is not done.

The beliefs p are updated according to observations. These observations can be direct mea-
surements that can contain different forms of noise. Because the dynamics of p are directly
related to the observations, p can obtain a similar noisy behaviour as the observations. To
show this, a trivial control problem of a two-wheeled mobile robot in simulation is shown.
The robot is controlled to the origin while starting at the set point z = [—% — %\/g 0.
Additive white noise is added to the observations in the form of:

-33
o= ly| +w, w~N(0Z%,)
N (4-5)
(0, 0 0
n=10 o, O
i 0 0 o,

For this example, the three values of 107°, 1074, and 10~3 are used for the variance o,. Note
that ¥, will not be adjusted accordingly and will still be kept as the identity matrix. The
reason for this is to show that € can tuned without the need of knowing the actual noise levels.

In the coming four figures the response of a selected number of states and beliefs is shown

for the control of the robot. The reason for these four graphs is to show the convergence of
¢ which will suffer when € is not correctly chosen. The values for y/(s,)? 4 (uf)? and € are

visible such that the margins for the binary switch are visible. J;Tl , and O'O_Tl are displayed to
show the switching of the values. And last, the value of ¢(t) on a logarithmic scale is shown
to represent the convergence of the system.
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In Figure 4-14 the graphs are plotted for o, = 1075 and € = 1073. What can be seen is 6
converging, as well as the value of c(t). /(u)? + (,)? is diving underneath the value of e
and stays there. Because of this, we know the value for € is set correctly. There are only a
handful of switches happening for the values of ¢, , and 0., at around ¢ = 30s. It is also
important to note that even though the switches are happening, both /(u})? + (u},)? and

c(t) are still reducing in value. The graph of c(t) jumps further underneath a value of 10~°
but for easy comparison the axis is kept at these values.

0 10 20 30 40 50 60 70 80 90 100

Figure 4-14: Various states and beliefs are shown when observations contain white noise with
variance o, = 107°. The first graph contains the state # and the corresponding belief. The second
graph contains the value which determines the value for o, , and 0,, and hyperparameter value
€ = 1073 represented by the dotted line. The third graph represents the values for 0! and U;Tl

Hr,6
which switch based on the second graph. The fourth graph shows the cost at each time step.
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When increasing the value of o, to 1074, a response of the controlled system is obtained as in
Figure 4-15. For the value of 8 some small disturbances can be seen when converged to zero

at around ¢t = 50s. When looking at the graph showing the value for /(u},)? + (u,)?, it can

be seen that the value is kept just under the value of e. Though occasionally, ()% + (1)

reaches a value higher than e which is related to the switching of o, and o, 1

L 9 . The non-
convergence of the system is also represented in the non-converged value of c(t ) Overall, it

seems like # is unable to properly converge and contains some small disturbances.

0 10 20 30 40 50 60 70 80 90 100

Figure 4-15: Various states and beliefs are shown when observations contain white noise with
variance o, = 10™%. The first graph contains the state # and the corresponding belief. The second
graph contains the value which determines the value for o, , and o,,. and hyperparameter value
€ = 1073 represented by the dotted line. The third graph represents the values for o, 9 and o,

J7es
which switch based on the second graph. The fourth graph shows the cost at each time step.
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In Figure 4-15 the response of the system is shown when the value of \/(u})? + (1,)? can
reach lower than the value of €. In Figure 4-16 the value for o, is increased to 1072 and the
system operates with a value for /(u},)? 4 (u},)? just above the value of .

It is clear that e is set incorrectly because of the inability to converge 6 to a constant value
as visible in the top graph of Figure 4-16. The value for € is too low, which causes 0;}9 to
never obtain a value of 1 for a long duration. This causes HAIC to control 6 to a value of

arctan(p,/11;,) instead of zero when x and y value are close to zero.

0 10 20 30 40 50 60 70 80 90 100

0 10 20 30 40 50 60 70 80 90 100

Figure 4-16: Various states and beliefs are shown when observations contain white noise with
variance o,, = 1073, The first graph contains the state 8 and the corresponding belief. The second
graph the contains the value which determines the value for o, , and o,, and hyperparameter
value € = 1072 represented by the dotted line. The third graph represents the values for a;ie
and J;Tl which switch based on the second graph. The fourth graph shows the cost at each time
step.
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A simple adjustment of € to deal with noisy observations with a variance of 1072 is the only
thing necessary such that HAIC can converge the system again. In Figure 4-17, € is increased
to a value of 1072 as can be seen in the second graph. The value of |/(u,)? 4 (u)? stays

underneath this value. A single switch of the values of a;rle and o, can be observed. Both
0 and c(t) now converge to a constant value.
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Figure 4-17: Various states and beliefs are shown when observations contain white noise with
variance o, = 103, The first graph contains the state § and the corresponding belief. The second
graph the contains the value which determines the value for o, , and o,,. and hyperparameter
value € = 1072 represented by the dotted line. The third graph represents the values for Cpirg
and o, which switch based on the second graph. The fourth graph shows the cost for each time
step.

These simulations show that € is prone to noise contained in the observations used for HAIC.
It is highly likely that other disturbances, such as incorrect dynamics or external disturbances
are also of influence and require the adapting of the value e. The simulations also show that
when the noise of the observations is not known, the response of the system can show that
the value for € is incorrect. When the system does reach the origin but is constantly rotating
at its location, it is likely that € is set to low.

As stated in previous research, tuning of parameters like that of the hyperparameter 3, can
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make sure the beliefs transfer less of the noise contained in the observations [1]. It is highly
likely that adaptation of ¥, can also increase the change of convergence. However, this thesis
does not dive into the tuning of the other parameters of AIC and HAIC. A possibility would
be to take this into account in future work.
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4-3 Conclusion

From a varying range of starting points, HAIC can control a nonholonomic system to a three-
dimensional reference state. It is obvious that HAIC does not obtain an optimal control input
or trajectory as can be seen from the comparison with MPC and the example trajectories
discussed in this chapter. When applying HAIC it is important to note that a larger e
allows for faster convergence of the system, but does increase the error to the set-point when
converged.

The first simulation indicates that the combination of AIC and Hierarchical Active Infer-
ence (HAI) can be combined as described according to section 3-4 to successfully control
a nonholonomic system. Thus, having answered the second research question as stated in
section 1-2.

Small variations in starting state can cause large variations in trajectories, especially when
operating around the border of the arctan(-) function. The reference given to the bottom
layer using pi, ¢ is not tracked strictly, and an error is noticeable when compared to the value
of pg. This is likely because of the biased estimation, when solved it could make HAIC a
more competitive controller. A step in this direction has already been done for AIC which
was referred to as Unbiased AIC[29].

The effect of the hyperparameter ¢ of HAIC was investigated when observations contained
additive white noise. As expected, tuning was required to account for the noise such that
convergence can be obtained. When noise levels of observations are unknown, the response
of the system can give an indication whether € is set correctly. Where the ability to converge
the robot in z and y dimension but not in 6 dimension indicates that € is set too low. More
research could be done regarding different colours of noise and how to deal with the inability
to converge online instead of manual tuning.

The simulations prove that € is required to be set to a correct value. Answering the question
“Which parameters have to be set in addition to AIC, and what influences their values, such
that convergence can be obtained when using HAIC for the control of a two-wheeled mobile
robot?”. The noise of the observations, transferred to the beliefs fi give an indication of the
required value. Where a higher noise value in the observations requires a higher value for e.

Throughout the simulations it was clear that control of HAIC can be improved. Creating
HAIC such that it can control a system smooth and fast is out of the scope of this thesis.
Future work could be performed to research how to obtain smooth and fast control with
HAIC. Possibilities could also contain aspect of adaptive and self tuning control.
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Chapter 5

Physical Experiment

In this chapter, Hierarchical Active Inference Control (HAIC) is applied to a physical two-
wheeled differential-drive mobile robot made by Avular, called Cody [35]. The experiment
setup is clarified with the tools used for the tests done with the robot. This includes an
explanation of the robot and the hardware and software used for the experiment. After which
the results are discussed for two different values of €. From the results, a conclusion will be
drawn and a comparison to the simulations can be made.

5-1 Experiment Setup

The experiment exists of a single two-wheeled robot in an arena, which is a square of three by
three meters. Within this arena, five positions with orientation are given as reference points
for the HAIC controller.

In chapter 2, it is stated that the robot is always controlled to the origin. The five positions
with orientation are given in the global frame, this is indicated by the addition of the super-
script 9. However, the results will show a robot which is controlled to the origin, the control
is done in the reference frame (all states without superscript are in the reference frame). The
references are given in the global coordinate frame as:

—0.5 0.5 0.5 —-0.5 0
Z7g,71 — _0.5 5 2572 — 0.5 5 2573 — _0.5 5 2574 — 0'5 P Z;zs — 0 (5_1)
T 0 5 . 0

Throughout the experiment HAIC will control Cody from 2{ 5 to 27, from 27, to 2{,, from
pointzfz to point zfjg, ..., until it reaches zf75, and it goes back again to z;‘il, this cycle is
repeated to obtain samples. Ten samples are obtained, such that ten similar trajectories
are obtained for the five different reference states. The states in their global dimensions are

represented in Figure 5-1.
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Figure 5-1: In this figure, a representation of the center of the arena is shown which includes all
the reference points used for the experiment. The blue dots with arrows inside the dotted robots
correspond to the reference points zfﬂ-. zf75 indicates the center of the arena, and the rest of the
figure represents a square of a size of 1 by 1 meter surrounding the area.

From these five different reference points, trajectories will be obtained with can be grouped
into five similar trajectories. These trajectories will be indicated as: trajectory one (traj-1)
going from 275 to 27, (traj-2) going from 2z, to 27, ..., until trajectory five (traj-5). In
Figure 5-2, the trajectories are shown from the start position to the reference position. The
notation of traj-1, traj-2, ..., traj-5 for the trajectories is used such that in the section 5-2 a
differentiation can be made between trajectories, even though all trajectories go to the origin
according to the reference frame used by HAIC as explained in chapter 2.
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Figure 5-2: In this figure, the trajectories from traj-1 to traj-5 are shown. Note that these

trajectories do not correspond to any obtained trajectory from the experiment but are just an
indication of from where to where the robot will travel.

The Mobile Robot

Cody is a two-wheeled differential-drive mobile robot from the robotics company Avular [35].
Cody consists of four contact points to the ground. Two large actuated wheels on the side
of the robot, and two omnidirectional free roller joints. The omnidirectional rollers are not
actuated and are only there to prevent any tipping-over of the robot, one is placed in front of
the robot and the other behind the robot. In Figure 5-3 Cody can be seen from two different

perspectives. The robot makes use of a Raspberry Pi for actuator control. On this Raspberry
P1i, the control is implemented using Ubuntu 22.04 and ROS 2.

Figure 5-3: Two pictures showing the mobile robot Cody. The big wheel visible in both pictures
is the actuated differential drive wheel. The free roller wheels are the synapse like

The design of Cody is mainly 3D printed where wheel and joint resistance were not a main
factor for the design decisions. The robot therefore has possible wheel slip, the wheels are 3D
printed where each wheel has three small rubber bands. The two large actuated wheels can
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therefore lose grip on the ground and turn without moving the robot. The two small omni-
directional wheels may get blocked because of dirt building up in the joint holds. Resistance
present in the large wheels also causes the wheels to not move when small amounts of control
input are applied. Overall, these can cause disturbances to the system during operation, but
they are not considered in the model. In this thesis, these disturbances are not identified, but
they are present throughout the experiment.

Accurate Observation

To test the functionality of HAIC, a motion track system is used to obtain a precise position.
For this setup, an OptiTrack Flex camera system is used with 6 evenly spread cameras. The
trackable nodes defining the rigid body of the robot can be seen on top of the robot in
Figure 5-3 (the light grey balls). A laptop is used running Motive OptiTrack and feeding the
data over Wi-Fi to the Raspberry Pi. The complete setup can be seen in Figure 5-4.

Figure 5-4: Setup used to do experiments. In the top region of the picture, red cameras can
be seen. These are used for obtaining an accurate location of the robot. Two laptops are used.
The left running Motive OptiTrack to send data to the Raspberry Pi. The right uses an SSH
connection to access the terminal on the Raspberry Pi. The robot is in the arena and currently
positioned on 27 ;.

5-2 Experiment Results

To test capabilities HAIC for a physical mobile robot, tests described in section 5-1 have been
done for two values of €. All other hyperparameters have been set to 1 or the identity matrix
as stated in section 3-2. The trajectories (traj-1, ..., traj-5) have been done 10 times for each
value of e totalling 100 collected trajectory samples. The values for € have been set at 0.05
and 0.005 to confirm the requirement of setting the value correctly as concluded in chapter 4.

The experiments are shown in box plots. The results for each e are grouped in trajectory,
and grouped for absolute converged error in dimensions x, i, and . The reason for grouping
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in trajectory is showcasing that for different starting points, a different error is on average
obtained. The reason for grouping in absolute error per dimension, is to show a higher error
value in certain dimensions. Where a higher error in the y dimension is obtained when ¢ is
set correctly and a higher error in the § dimension when € is set incorrectly.

The box plots can be read as follows: the box indicates the 25th percentile (bottom) and 75th
percentile (top) of the data, the bar inside the box indicates the median of the data, the bars
outside the box indicate the minimum and maximum of the data excluding outliers. A data
point is considered an outlier when it is outside the range of 1.5 x IQR from the bottom or
the top of the box, where the Interquartile Range (IQR) is the distance between the bottom
and top of the box [36].

In Figure 5-5, the box plots can be seen for the experiments done with a value of ¢ = 0.05.
It can be seen that for all 50 samples the robot converges to the desired set point due to
the errors of z and 0 being very low. A difference in final cost can be observed for different
trajectories in the left figures. Confirming that just like the simulations, different starting
points cause a variation in final error. The box plots showing the absolute error of the states
of the converged confirm the larger error in the y dimension. This stated in chapter 3 and
shown in chapter 4 as a characteristic of HAIC and based on the value of e.
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Figure 5-5: Data samples of the converged mobile robot for the value of € = 0.05. (Left) Five
box plots of data are shown corresponding to the five trajectories elaborated in section 5-1, each
box plot contains 10 data samples. (Right) Three box plots containing data corresponding to the
three position states of the converged robot, each box plot contains 50 data samples.

In Figure 5-6, one sample for each trajectory is shown including a top-down photo of a time
stamp of the robot. As concluded from the previous box plot, it can be seen that indeed an
error occurs perpendicular to the blue arrows. This is the y dimension of the reference frame
belonging to the blue arrow, and the frame the robot is being controlled in at that moment.

Just like in the simulations, in the sample trajectories in Figure 5-6 an overshoot can be seen
when converging in the x and y dimension. At the end of the trajectory three and four in
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Figure 5-6 there is also an overshoot in the speed control of §. That is the reason Cody seems
to orientate himself past the orientation for the reference position and reference orientation.

Figure 5-6: The big figure contains one sample of each trajectory. The marks indicated by (x)
correspond to the position in the picture of Cody. The arrows in the trajectories indicate the
movement of the robot along the trajectory. The large yellow arrow on the asterisk indicates the
orientation of Cody. The blue arrows indicate a reference point with orientation. The blue arrow
in a photo is the reference point Cody is being controlled to at that point.

In Figure 5-7, a value of 0.005 for € is used for HAIC. Unfortunately, not all 50 samples
were able to converge the mobile robot to the desired location. For trajectory 3 and 4, the
controller was unable to converge the system to the desired state, as can be seen from the
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relative high error shown in the left graph of Figure 5-7. The issue with trajectory 3, was the
inability to converge the 0 state to zero. The issue with trajectory 4, is an issue relating to
tr,g- Further elaboration on these two issues is done in the following subsections.

-
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Figure 5-7: Data samples of the converged mobile robot for the value of e = 0.005. (Left) Five
box plots of data are shown corresponding to the five trajectories elaborated in section 5-1, each
box plot contains 10 data samples. (Right) Three box plots containing data corresponding to the
three position states of the robot at the end of the control loop, each box plot contains 50 data

samples.

A conclusion about the trade-off made with the selection of € can be made when comparing
the successful samples of ¢ = 0.005 with the samples of ¢ = 0.05. In Figure 5-8, data of only
the successful controlled samples are used. Note that here, the box plots per trajectory span
a much smaller as compared to Figure 5-5. As well as the box plot for |y[N]| which span up
to a value of 0.03 in Figure 5-8 compared to that of a value of 0.12 in Figure 5-5. Note that
|z[N]| and |#[N]| have much similar range of values when comparing them for Figure 5-5 and
Figure 5-8. Confirming that indeed € gives a trade-off between robustness and allowable error
in the y dimension of the reference frame.
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Figure 5-8: Data samples of the converged mobile robot for the value of ¢ = 0.005. (Left)
Three box plots of data are shown corresponding to the three successful trajectories, each box
plot contains 10 data samples. (Right) Three box plots containing data corresponding to the
three position states of the successful control samples, each box plot therefore contains 30 data
samples.

Failure of convergence due to .

When checking the values for 0, y, g, and /(u,)? + (p1,)? a conclusion can be drawn whether
a similar situation happens as with the simulations in section 4-2. These beliefs and states are
plotted for all ten samples obtained using HAIC with € = 0.005 for trajectory 3 in Figure 5-
9. From all samples only one converged 6 to zero. The only successful sample trajectory is
indicated with a thick red line. As can be seen in the second graph, it is the only trajectory for
which fi,.9 obtains a constant value of zero. Which is caused by the value of /(u},)? + ()2

diving under the value of € and staying there.

This proves that the conclusion obtained in chapter 4 is also applicable for a physical system.
The fact that the system can converge for traj-1, traj-2, and traj-5 also indicates that the
success of convergence is highly dependent on the starting position. This can indicate that,
although not present in the samples obtained for ¢ = 0.05, there can be a starting position
which can cause the system to not converge to the origin.

To prevent the need to check for an infinite number of possible starting positions, future work
can be done in the direction of theoretically proving possible convergence for a certain value
of e. Allowing € to be chosen based on a proof instead of manual tuning would increase the
robustness of this controller and allow for easier application in various systems.
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Figure 5-9: Ten samples for trajectory three where HAIC has a value of ¢ = 0.005. Each colour
indicates one sample trajectory, lines with the same colour in different graphs correspond to the
same sample. (Top) The evolution of # is depicted for which one sample (the thick red line)
converges to zero. (Middle) The evolution of p, ¢ is depicted of which only one sample (the thick
red line) converges to zero. (Bottom) The evolution of  /(u},)? + (1;,)? is depicted of which only

one sample (the thick red line) obtains a consistent value lower than e.

Failure of convergence due to i, ipeq-

In Figure 5-10, the ten samples with their values for z, v, and w are shown. Five of the ten
sample trajectories do not converge to the origin. This can be seen by checking that only five
graphs reduce to 0 in the z-dimension, while all the control inputs converge to 0 and stay
there. The main reason for this is the update for p, ¢ and the inability of the system to not
converge the 6 dimension in the previous trajectory.
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Figure 5-10: Ten sample trajectories corresponding to trajectory 4, each colour is connected to
one sample. (Top) shows the evolution of z for ten different samples, only five of the ten samples
were able to converge = to zero. (Middle) The evolution of the control input v is shown, which
all converge to zero. (Bottom) Similar to v, the control input w is shown, which all also converge
to zero. Both the control inputs converging to zero indicate the system is converged and to set
point and will not move.

In Figure 5-11, the values for the dimension x and 6 of one of the five non-convergent sample
trajectories are shown. In this figure everything is converged, but u,g is not tracking or
properly (or = arctan(u,/u;)). This error is caused by the update rule of j,.¢ and the
inability to converge in previous trajectory. The update rule for p, g is dependent on p.. , as
is shown again in equation (5-2). 7
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Figure 5-11: One sample trajectory which failed to converge to the origin for trajectory 4 is
shown, (Top) The value for  fails to converge to zero even though the value for p, indicates the
controller lowers the value. (Bottom) The values for 6 and i are tracking i 9. However p, g is
not tracking or as would be expected.

ﬂr,@

/ -1 Hy) —1 /
e _ [Mrﬁ] — iy, Oor (arctcm (u&) Mr,e) + Uur,e(“ﬂﬁ’ + ,u,ng) (5-2)
T7

Tyt + 1] )

HAIC failed tot converge in the € dimension for traj-3. A new goal state is given and the
control for traj-4 is initiated. Because of the non convergence to zero for 6, the values of 1, ¢

and p;. 4 are non-zero. When HAIC has a value of y/(1},)? + (13,)? > € the dynamics of ju,. ¢
with x,, = 0 and 0,, = 0 are:

/
. 2
firg = g + | arctan (/;) —firo (5-3)
x
—_—

or

Note again that u,’,_’(, is non-zero, and therefore /i, ¢ is biased and not solely based on reducing
the error (or — prg). Thus explaining the inability of y, g to track or as shown in Figure 5-11.

Now for the particular case of this experiment, this issue can be resolved by adapting the
algorithm to correctly initialize every u to zero at the start of the control loop when there is
no corresponding observation. This would create the pseudo algorithm as in Algorithm 3.

Master of Science Thesis B.P. Benist



58 Physical Experiment

Algorithm 3 Hierarchical Active Inference Control

1: Initialize:

o 0] = of0], WI0] =3[0, W] =0, gl0] =0, 4y =0
3: Input: 6[k]

4: Output: ulk + 1]

5 filk] = GAlk] — w5 (AlK], O[K], pir,6[K])

6: [k + 1] = alk] + f[k]T

7o firolk] = fiirolK] = fp, o B (0[], f[K])
8 furolk + 1] = firolk] + fir,o[K]T

0: alk] = —ru G 52 (AK], O[K])

10: ulk + 1] = u[k] + w[k]T

11: save filk + 1], fir o[k + 1], u[k + 1]

The issue still arises that whenever the belief of M;,e of HAIC will be non-zero, and the mobile

robot may for whatever reason obtain a value of , /(u},)? + (1,)? larger than e, a similar error
will occur. The evolution of p, g will not be solely focused on reducing the error of (o7 — i, 9).
Thus, having a chance that the system will again converge to a random position inside the
workspace.

This indicates that HAIC cannot always converge when disturbances are present. It also
indicates that the structure used for the top-layer Active Inference Control (AIC) can be
improved. Further research regarding the decision function used for o,,. and oy, , and the
evolution and dynamics given to ji, 9 could be done to make sure HAIC becomes more robust.
As of now, HAIC would not be robust when any disturbances are present which will cause
sudden large changes in the observations.

5-3 Conclusion

The experiment done with Cody shows that HAIC works on a physical robot. A similar
behaviour as with the simulations was shown with the two values for € and the change in
response of the system in the y and 6 dimension. Both of these observations indicate that
HAIC works for the control of a two-wheeled mobile robot to three-dimensional reference
states, and shows the need to tune the parameter € to be able to converge the system. Where
the selection of € is a trade-off between robustness and allowable error in the y dimension of
the reference frame.

The experiments show one of the disadvantages of HAIC in its current implementation, the
dynamics M;,e are not robust enough to allow convergence of the system when disturbances
cause sudden value changes in the observations. Although the experiment does not apply
direct disturbances to HAIC, an explanation is given that there are disturbances for which
HAIC will not converge to the given reference point. This therefore answers the question:
“How robust is the proposed HAIC controller to noise and sudden value changes present in
the measurements?” The HAIC controller is robust to noise but not to sudden large value
changes present in the measurements.

It is also this error which gives a direction for future work relating to HAIC. The current
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implementation of HAIC based on AIC and Hierarchical Active Inference (HAI) is not robust
against the large disturbances, and therefore an improvement on how to deal with these
disturbances can be investigated.
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Chapter 6

Conclusion

This Master Thesis has introduced Hierarchical Active Inference Control (HAIC) as a con-
trol method for the control of a nonholonomic system. HAIC is a control technique which
does not require heavy computations during online operation, and has a minimal number of
hyperparameters requiring selection. This allows for an easy-to-use control method, which
can incorporate the nonholonomic constraint of a system. In this thesis, it was demonstrated
that Hierarchical Active Inference Control (HAIC) can control a two-wheeled differential-drive
mobile robot to a three-dimensional reference state.

Active Inference Control (AIC) is unable to control a mobile robot to a three-dimensional
reference state. The limitation of AIC for controlling a nonholonomic mobile to a three-
dimensional reference state is not taking into account the dependency of 8 for the control
of the dimensions x and y. This dependency is present in the form of the nonholonomic
constraint in the mobile robot.

The nonholonomic system was successfully controlled by making use of hierarchical layers
of AIC using a framework based on Hierarchical Active Inference (HAI). A top layer was
used to incorporate the nonholonomic constraint. The introduction of a decision variable €
was required. The variable allows the controller to switch from prioritizing reduction of the
error in the z and y dimension to prioritizing the reduction of the error in the 8 dimension.
The success of the HAIC controller was shown by demonstrating control of a two-wheeled
mobile robot for varying initial states, of which for all it successfully converged to a reference
state when the hyperparameter ¢ was correctly selected. The control method was applied
both in simulation and physical application. Thus answering the question, “How can AIC
and HAI be combined such that it can successfully control a two-wheeled mobile robot to a
three-dimensional reference state?”

The importance of the hyperparameter € was investigated. Which confirmed that € has to
be set in addition to AIC, which value is influenced by noise, such that convergence can be
obtained when using HAIC for the control of a two-wheeled mobile robot. Known hyperpa-
rameters of AIC influence the speed and tracking ability according to previous research[1, 28].
However, HAIC for a two-wheeled differential drive mobile robot introduces the new hyper-
parameter €. It was shown that e requires selection based on noise present in the observations
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used in HAIC. Where the higher the noise, the higher the value for € is needed to be able
to converge the mobile robot to a reference state. When e was not set correctly, the system
would not converge the 6 dimension. Both success and failure for incorrect values were shown
in simulation and physical experiments. It was also shown that the value for € is a trade-off
between robustness against noise and possible error in the y dimension.

In results shown by the simulation and physical experiment, robustness against noise was
shown based on e. However, HAIC was not robust against sudden displacement or any other
form which causes the observation to suddenly obtain large changes in value. This was due
to the dynamics in the top layer of HAIC. Therefore, the proposed HAIC controller is robust
against noise present in the measurements, but is not robust against large sudden value
changes present in the measurements.

6-1 Discussion And Future Work

In this master thesis, HAIC has been introduced and proven to converge based on its demon-
stration on a two-wheeled differential-drive mobile robot. The focus of this thesis has been on
the development and the practical application of HAIC. However, stability and convergence
of HAIC have not been investigated from a theoretical basis. Future work could therefore
contain this theoretical investigation and could add to a more detailed scope of the limitations
and capabilities of HAIC.

The introduction of two layers of HAIC with the decision variable e complicates the control
method compared to that of AIC. The variable € and the effect it has on 0,, and oy, , is new
when compared to previous literature relating AIC. In section 5-2, it can be seen that the
dynamics caused by €, made HAIC less robust against disturbances. Future work could be
to investigate other possible structures while still utilizing the main characteristic of HAIC
which is combining AIC and HAI.

With the introduction of € a trade-off is made between robustness against noise present in the
measurements and a possible error in y dimension. The main reason for not having the ability
to reduce error in the y-dimension is due to the nonholonomic constraint. By introducing
a horizon over which the control is calculated, a lower error in the y dimension could be
possible. The horizon introduces reassurance of a low y error in advance.

In section 4-1, it was shown that the bias present in AIC continuously evolved throughout
HAIC. Research has already been done in the direction of removing this bias [28]. Perhaps
researching this unbiased application for HAIC could drastically improve the performance.

This thesis has focused on elaborating on HAIC and showing its success for the control
of a nonholonomic system. Although HAIC underperformed compared to Model Predictive
Control (MPC), a comparison with control methods making use of a similar computation load
would be interesting. This would also allow the further exploration of choosing optimal values
for the hyperparameters, which could even evolve to introducing a best practice tuning method
for HAIC. A possible introduction of an online update rule for some hyperparameters as
already done by Baioumy et al. in previous research[28]. This also gives a possible indication
for the online adaptive tuning of hyperparameters for HAIC.

The hierarchical aspect of HAIC allows the nonholonomic constraint to be considered when
controlling a two-wheeled mobile robot. A similar capability can be expected when applied to
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different nonholonomic systems. This master thesis is also a step in the direction of applying
HAIC for the use of obstacle avoidance. Where the obstacle is given as a similar constraint
which the controller has to take into account. However, implementation will be slightly
different. In this thesis, the constraint is upheld by the system, and not the controller. While
for obstacle avoidance, it will be the controller which should uphold the constraint instead of
the system.

The hierarchical aspect can be even further investigated by adding additional layers. This
can be done in multiple forms, but one example would be that of multi-agent control using
HAIC. Where the top layer introduces the combined goal of multiple agents and distributes
the control for every singular agent to a lower layer of AIC.

Master of Science Thesis B.P. Benist



64

Conclusion

B.P. Benist

Master of Science Thesis



Appendix A

Appendix

A-1 Simplification Of The Free Energy

The simplification of the free energy is explained according to the steps based on research
done by Buckley et al. [34]

From chapter 3, the variational free energy was reduced to.
F = / q(2) In q(2)dz — /q(z) In p(z,0)dz (A-1)

Note that the normal Gaussian distribution ¢(z) to approximate p(z|o) is given as:

1 (z—w)?
g(z) = e 27 (A-2)

o121

Also, the way to calculate the variance o2 of a distribution p(z) with mean y is:
ot = [(@ = ?*pla)do (A-3)

The first term of (A-1) can be simplified by using [ ¢(z)dz = 1 for any normal distribution
and using the formula for the variance. This allows us to reduce the first term by writing out
In(g(z)) using equation (A-2).

Y )2
/Q(Z) In q(z)dz = /q(z) (—; In (0227) — <”)> d

202
=l o dz - 2d
— —5 I (0%2m) [ a2z =55 [ a(2)e - wdz (A4)
——
=1 —o2
_ 1 29y _ 1
——21n(a27r) 5
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The second term is contain the term In p(z,0) which is still unspecified. What is known,
is that ¢(z) sharply peaks at p. By assuming that In p(z,0) is a smooth function, a Taylor
expansion can be used around p because it’s non-zero only at its peak. This would obtain
the following equation:

[ a2 p(z,0)dz = [ a()d ( 0 p(1.0) + [ 10 plz.0)]| (2= )

o
2
g [j In p(, 0>L (= m?)

Again, the fact that [¢(z)dz = 1 and equation for the variance can be used to simplify the
equation to:

(A-5)

1| d?
/q(Z) In p(z,0)dz = In p(p,0) + 5 | = In p(z, 0)] o (A-6)
Combining simplifications of the first and second term:
1] d 5 9
F=—Inp(p,o0)— 3\ |22 In p(z,0)| o+ In (c°2m) +1 (A-7)
“w

Note that the function of F is now dependent on i, 0, and o2. The dependency of the variance

o? can be removed by already obtaining the optimal variance for reducing the free energy F.

This is done by stating 37]; =0

oF 1 d? 1
902~ 2 ([M ez + az) =0
-1 (A_S)
2 &
ol =— [sz In p(z, O)L

The free energy function F is now a function of u and o (02 is kept but also a function of u
and o):

F=—1Inp(u,o0)— % In (0227) (A-9)

The last step is to use the approximation of — In p(u, 0) to now approximate the variational
free energy F, thus reducing down to:

Fr — Inp(,0) (A-10)
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AIC
HAI
HAIC
NN
PID
KL
WMR
SMC
MPC
UAVs
UGVs
IQR
LTI

Active Inference Control
Hierarchical Active Inference
Hierarchical Active Inference Control
Neural Network

Proportional Integral Derivative
Kullback-Leibler

wheeled mobile robot

sliding mode control

Model Predictive Control
unmanned air vehicles
unmanned ground vehicles
Interquartile Range

linear time-invariant
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