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CHAPTER 1 

IS SCIENCE ACCUMULATIVE? 

W.A. Verloren van Themaat 

The dispute, whether there are objective criteria for truth, is 

of ten conflated with the question, whether science always pro­

gresses. Popper in "Objective Knowledge" strongly suggests a gene­

ral trend of science to progress. In the sequel it is shown, that 

Imowledge can be lost: 1) because i t is not recorded; 2) because 

the documents in which it is stored are lost; 3) because the 

knowledge of the language of the documents in which it is stored 

is lost; 4) because the later scientific community does not pay 

due attention to the documents in which it is stored. 

1 • 1. INTRODUCTION 

~oss of unrecorded knowledge is utterly common. Loss of published documents 

was especially frequent before the invention of the printing technique and 

has meant aregress especially in some branches of humanities, because ei­

ther documents constituting the object of these sciences (e.g. in literary 

history), or records of historical events were lost. Loss of pub1ished docu­

ments af ter the invention of the printing technique has been somewhat less 

important, but has still occurred. Loss of unpublished documents has been 

very frequent, bath before and af ter the invention of the printing techni­

que. The definitivity of the loss of know1edge in undeciphered documents is 

somewhat doubtfu1. Some undeciphered languages may be deciphered. But some 

undeciphered languages mayalso remain undeciphered for ever. The 10ss of 

knowledge by insufficient attention to the work of an earlier scientist can 

be repaired, if one still examines his assertions. Loss of knowledge occurs 

chief1y in humanities. In mathematics, resp. natural sciences there is al­

most on1y gain in know1edge by acceptance of proofs, resp. by the reproduci­

bility of the. experiments. 

-
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1.2. OBJECTIVE KNOWLEDGE AND TUE PRDGRESS OF KNOWLEDGE 

In the discussion between the more absolutistic philosophy of science 

which usually does not believe in the possiblity of absolutely attaining 

truth, except in trivial cases, but believes in the existence of objective 

criteria for nearness to truth, exemplified by neopostivism, Popper and 

Lakatos - and the relativistic philosophy of science -which sees all scien­

tifie theories as equally subjective projections determined by the cultural 

backgrounds of the concerned scientists, exemplified by Feyerabend and the 

relativistic interpretation of Kuhn (1957), to which Kuhn himself does not 

seem to subscribe - the relativists of ten reproach the absolutists "Whig­

gism" , that is the belief that science always and in all respects progres­

ses, that the present scientists know everything better than the seientists 

of the past. The standards of rationality have 50 aften changed in the his­

tory of seience and philosophy, that the claim of the existence of objective 

criteria of truth or nearness to truth can in practice mean nothing else 

than the absolutizing of the working methods of present science or some 

contemporary philosophy of science. 

One of the best expositions of the absolutistic philosophy of science is 

Popper's "Objective Knowledge" (1972). Now about the question, whether the 

present scientists know everything better than the scientists of the past, 

Popper is somewhat ambiguous. 

On one hand Popper (1972) states many expressions of his belief in the pro­

gress of science. "The fundamental problem of the theory of knowledge is the 

clarification and investigation of the process by which, it is here claimed , 

our theories may grow or progress. " (p,. 35; but pay attention to the word 

~). "The realistic procedure implies success in the sense that our conjec­

tural theories tend progressively to come nearer to truth." (p. 40). "Epis­

temology becomes, from an objective point of view, the theory of the growth 

of knowledge." (p. 142; here again, he does not speak of the possible decay 

of knowledge). nIt explains why we can act upon it (the third world of ob­

jective knowledge) and add to it or help its growth. n (p. 1611 here again he 

does not speak of the possible destruction of knowledge). At p. 163 he 

speaks of "Final state of understanding of the third world" (and in the case 

that the documents containing i t are afterwards destroyed?). "For in con-
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trast to most other human activities - art and music in particular - there 

really is, in science, such a thing as progress." (p. 356). 

On the other hand Popper (1982) contains some passages with at least hint at 

the possibility of destruction of knowiedge. On p. 108 he puts the thought I experiment of the destruction of all our libraries. On p. 185 he speaks of 

the reconstruction of a damaged text. 

But in general Popper has insufficiently reflected on the material condi­

tions of the preservation of knowiedge. A minor point is th at he is somewhat 

too bound to the Western culture with its methods of preserving knowiedge. 

On p. 239 he writes: "Instead of growing better memories and brains, we grow 

paper, pencils, typewriters, dictaphones, the printing press, and libra­

ries ." I do not deny that wri ting and printing are the most efficient means 

for the preservation of extensive bodies of knowledge (probably even Ein­

stein himself did not know his complete works by heart. Moreover , a too 

great emphasis on memorizing by scholars takes away from their time for 

thinking), but yet, th at it is the only possible means for the preservation 

of knowiedge. In some non-Western cultures large texts are stored in the 

scholars' memories and orally transmitted from teacher to pupil. In India, 

ft.g., the very extensive Vedas were orally transmitted for centuries hefore 

they were written down and until the present day are many persons who know 

the Koran by heart. 

Very generally it can he said, that a necessary condition for the preserva­

tion of a piece of knowledge is the preservation of at least ~e ~~emplar of 

a document in which it is stored or the existence of at least one p!rson who 

knows this piece of knowledge by heart. Negatively said: only if all written 

or printed exemplars of the Koran were destroyed and all pers ons knowing the 

Koran by heart we re killed the Koran would be destroyed definitively (if the 

first condition were fulfilled but the second not, it would take relatively 

little time to restore the Koran with the aid of the memories of some of the 

persons knowing it by heartl •. 

For the preservation of knowledge in the form of documents it is moreover 

necessary, that mankind he able to understand the documents • "A hook need 

merely to he able to he understood." (Popper, 19721 p. 116). "Third-world 

structural units are intelligibles, that is possible (or virtual) objects of 
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our understanding." (Popper, 1972; p. 166). Now there are preserved many 

documents in undeciphered languages, e.g. Etruscan and the Indus Valley 

Script. 50 long as these languages are not deciphered, all informatio n c on­

tained in the documents written in them is inaccessible to us. 

Finally, a piece of knowledge stored in a document which can be understood 

may be lost because the later scientific community fails to pay due atten­

tion to it. 

Summarizing: a piece of knowledge can be lost in four ways: 

( 1) Because it was only orally transmitted and stored in the memories of 

some persons, and all persons who knew it are dead; 

(2) Because it was stored in docurnents and all exernplars of the documents 

in which it was stored are lost; 

(3) Because it is stored in documents which are undeciphered and perhaps 

undecipherable; 

(4) Because the later scientific community does not pay due attention to 

the document in which it is stored. 

Some other authors of this book have moreover drawn attention to the cases 

in which scientific information, though present in the form of publications, 

e.g. in some libraries, remains unnoticed in the torrent of scientific pu­

blications. In the sequel we shall not pay attention to the question in how 

far scientific information is utilized and consider all knowledge at least 

accessible in the form of docurnents and not explicitly refuted by the scien­

tific cornrnunity . 

1 .3. LOSS OF UNRECORDED KNOWLEDGE 

Loss of unrecorded knowledge is such a cornmon phenomenon, as weIl in preli­

terate societies as in literate societies before the invention of the prin­

ting technique as af ter the invention of the printing technique, that it 

would be useless to rnultiply the exarnples. And it is by no means only trivi­

al information which is lost in this way. Modern linguists have complained, 

that the Romans and GreekB perrnitted BO many languageB in their neighbour­

hood to perish unrecorded. 
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1.4. LOSS OF DOCUMENTS 

Loss of documents is also a very common phenomenon, especially before the 

invention of the printing technique. Of the works of the pre-Socratic Greek 

philosophers only fragments have been preserved, and of the earliest ones 

only very small fragments • Now for the earliest of these philosophers this 

has only importance for the history of philosophy, not for systematic philo­

sophy, since certainly no modern philosopher would ever think of becoming an 

adept of Thales, An~ximander, Anaximenes or Parmenides, even if their works 

had been preserved integrally. But a historian of philosophy in antiquity, 

when these texts, or larger fragments of them were still extant, could have 

a far more com~lete knowledge of pre-Socratic philosophy than we. 

But the doctrines of the sophists, with their sceptic epistemology, agnos­

ticism concerning the gods (both to be found in Protagoras) and their moral 

of the right of the strongest (Callicles) have also a certain systematic 

philosophical interest, since views, if not identical, at least very simi­

lar, are held by many modern philosophers. Here at least for a part of our 

knowledge it has occurred, what Popper (1972; p. 108) describes: 

"As before, machines and tools are destroyed, and our subjective 

learning, including our subjective knowledge of machines and 

tools, and how to use them. But this time, all libraries are des­

troyed also, so that our capacity to learn from books becomes 

useless ••• For in the second case there will be no re-emergence 

of our civilization for many millennia." 

Of course, the effect of the destruction of (a large part of) the writings 

of the sophists has not had such a disastrous effect, not even on the devel­

opment of later scepticism. Since at least fragments of their works have 

survived, as well as indirect information about their teachings, and may 

have inspired later congenial thinkers. 

Also afterwards many valuable published scientific works were lost. E.g. a 

team under the leading of Aristotle compiled a list of descriptions of the 

constitutions of 158 cities, from which only the State of Athens has been 

refound and the rest has been lost, except some mostly very short fragments. 

Though from other sourees at least something is known about the constitu-

-
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tions of the Greek city-states, an ancient scholar, working when Aristotle's 

description of the constitutions of 158 cities was still completely extant, 

must have been far better informed about the constitutions of the ancient 

Greek city-states than any modern historian. 

Of great importance for science is also the 1085 of 1iterary texts, consti­

tuting the object of literary history. E.g, the Greek tragedians composed 

their tragedies in the form of tetralogies of three tragedies and one satyr 

play. Now among all Greek tetralogies only one trilogy (the three trage­

dies), Aischylos' "Oresty", has survived integrally, and of all satyr plays 

only Euripides' "Cyclops" and the strongly deviant satyr play "Alkestis" by 

Euripides have been preserved. Moreover , we have good reasons to suppose, 

th at Euripides' "Cyclops" was by no means the best representative of its 

genre. So an ancient Greek philologist of the tragedies and satyr plays, 

working when all these tragedies and satyr plays were still extant, was in a 

considerably more favorable position to approximate the truth than a modern 

philologist of the same topic. 

Perhaps wri tings exposing dissident views are especially exposed to the 

danger of being lost. For Antiquity that held especially for the anti-slave­

ry movement and feminism. Finley (1980, p. 120): 

"Aristotle began his analysis of slavery on a polemical note that 

implied the existence of writings which denied that slavery was a 

natural institution. He did not name his opponents and they are 

hard to find in the surviving literature, a case has recently been 

made out that Euripides was one." 

The ancient anti-slavery writings may have been destroyed intentionally by 

the establishment for their subversiveness, but it should not be forgotten 

that the abolitionists were a small minority in antiquity. Their writings 

may as weIl have disappeared by mere chance together with e.g. a great part 

of the writings of Aristotle. 

Whether the same held for ancient feminism is doubtful. At least one book, 

though written by a man, even according to modern standards very progressive 

on the position of woman, has been preserved: Plato's Republic. And the 

-"~ 
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emancipation of woman did not remain mere theory: in the Hellenistic age in 

some Greek cities women acquired political rights and held public offices 

(pomeroy, 1975; p. 126). 

Closely similar to the case, that former scientists had access to written or 

printed documents, to which we do no longer have access, is the case, that 

they had access to data, to which we no longer have access. Of this too 

there are examples, and examples of very interesting data toa. E.g. polygno­

tus, who lived in the 5th century B.C., was according to ancient writers the 

greatest painter of ancient Greece. 

"Both from his direct influence and from the opinions of the an­

cient critics we can conclude that he was the greatest painter 

the Greeks had ever had." (Levi, 1980; p. 114). 

But none of his pictures has been preserved. In such a case a modern art 

historian can do nothing better than citing and compiling the statements 

about the work of Polygnotus by ancient authors and is not in a position to 

critically assess their opinions about Polygnàtus or to improve them. Levi 

( 1980; p. 148) says about him: 

"Detailed descriptions of his compositions and their shocking 

effect on the work of his contemporaries, however, make research 

senseful. He brought great innovations: he did not use the base 

line in design, rendering tremendous events with few dramatic 

details, put things into space and suggested rest and comfort of 

movement in short, a new kind of narrative painter." 

Since the invention of the printing technique the chances of preservation of 

published documents are considerably better • Especially the top works of 

mainstream science are printed in so many exemplars that their chance of 

being lost is very small. 

The loss of manuscript documents, however, has been a very common phenome­

non, both before and af ter the invention of the printing technique. And same 

of these manuscripts would have been of great importance for science. The 

Imost famous example is Fermat's Last Theorem, about which Fermat wrote in a 
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marginal note opposing a discussion of Pythagorean triples in his copy of 

Backet's Diophantus: 

"By contrast, it is impossible to separate a cube into two cubes, 

a fourth power into two fourth powers, or in general any power 

above the second into two powers of the same degree. I have found 

a truly marvelous proaf of this theorem but this rnargin is toa 

narrow to contain it." 

Since Fermat, who lived in the 17th century, the greatest mathematicians 

have in vain attempted to prove Fermat's Last Theorem for three centuries. 

If Fermat did have a proof of his last theorem in the form of a manuscript, 

which was afterwards lost, this would be a case of 1055 of a document. If 

Fermat's proof of his last theorem existed only in his brain, this would he 

a case of loss of unrecorded knowledge. 

It is a generally known fact, that the solution of a puzzle, if one knows 

that it has been solved by somebody else, requires considerably less intel­

ligence than that of the original solver , unless the solution depends on 

factual information which the original solver had but the later aspirant­

solver not (we do not speak here of such cases as the decipherment of dead 

languages , which may be desperate even for excellent linguists in spite of 

the fact that among the people speaking that language all persons able to 

read and write must have been able to read the texts in their language). For 

example, in chess reviews one regularly meets rubrics with positions from 

chess games with the question : "White (or Black) plays and wins." Now these 

positions are usually derived from the games of masters or grandmasters who 

succeeded in defeating their col league masters or grandmasters by brilliant 

combinations. But considerably weaker chessplayers succeed in refinding 

these combinations, when they find such positions in chess rubrics with the 

indication: "White (or Black) plays and wins". 

This fact may raise some doubt, whether Fermat truly had a proof of his Last 

Theorem. Was Fermat so far superior to all later mathematicians, that he was 

able to find a proof, which until now all later mathematicians have been 

unable to refind7 That Fermat did not possess a proof of his Last Theorem, 

would be in agreement with the fact, that Fermat seldom gave demonstrations 

of his results (Benton, Encyclopaedia Britannica 7, page 235). On the other 
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hand, that Fermat had a proof of his Last Theorem but did not publish it, 

would be in agreement with his general reluctance to publish: a supplement 

to the Veterum Geometria Promota issued by the mathematician Antoine de la 

LoubQre in 1660 was Fermat's only mathematical work published in his life­

time. 50 we leave the question, whether Fermat had a proof of his Last Theo­

rem, open. 

Another example of lost manuscript documents, which is less illustrious, but 

has the advantage, that it is certain that the documents in question once 

did exist, is th at of the interlinguistic manuscripts of the language con­

structor Julius Lott, which af ter his death we re destroyed by his relatives, 

who did not uhderstand their value. Julius Lott was a language constructor 

belonging to the naturalistic school, which primarily strives to similarity 

of the artificial language to the natura 1 languages. In the 1890s he was one 

of the ablest adherents of this school. His Mundolingue was very similar to 

Interlingua, now the most widespread and important artificial language af ter 

Esperanto. If Lott had foreseen the possibility of the destruction of his 

interlinguistic manuscripts , he could have bequeathed them to Couturat 

(1903), the co-author of the standard work "Histoire de la langue universel­

ie" , or to Edgar De Wahl, another interlinguist with wh om he corresponded. 

J;.ott ' s interlinguistic manuscripts would have been of great value for the 

history of the planned language movement. 

A borderline case between the published and the manuscript documents is 

of ten manuscripts meeting with special difficulties in attempts to publica­

tion, sometimes for ideological reasons. Dr. H. Schr0der has great difficul­

ties in publishing "D~claration des droits de la femme et de la citoyenne", 

a document from the French Revolution in 1791 in Paris. If documents exist 

only as manuscripts, they are exposed to special danger of destruction. On 

the other hand, so long as these documents exist, even if only as manus­

cripts, they are not definitively lost for science. 

1.5. UNDECIPHERED DOCUMENTS 

There are many undeciphered dead languages • On one hand linguists have been 

very ingenious in devising and applying various methods for the decipherment 

-
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of dead languages • On the other hand some dead languages have remained very 

resistent · against attempts at decipherment. 

Friedrich in "Extinct Languages· (1975; pp. 151-152) distinguishes three 

cases of decipherment: that of an unknown language in a known script, that 

of a known language in an unknown script and that of an unknown language in 

an unknown script. Among these three cases of course the third is the most 

difficult. In some cases such languages were deciphered with the aid of 

bilingual texts, of which the most famous example is the decipherment of the 

Egyptian hieroglyphs by Champollion with the aid of the Rosetta Stone. Yet 

also without the aid of bilingual texts the decipherment of an unknown lan­

guage in an unknown script proved to he possible in some cases, as the deci­

pherment of Old Persian by Grotefend (strictly speaking the text on the 

basis of which Grotefend deciphered Old persian was trilingual, but sinee 

the two other languages were undeciphered themselves, they were of no help). 

He corretly assumed, that the inscriptions were proclamations of Persian 

kings and used for his decipherment the lists of Persian kings known from 

other sources. Af ter the determination of the phonetic value of the Old 

Persian letters the decipherment of Old Persian was completed by the ~­

logical method, the comparison of the language with closely related lan­

guages, in this case Avestic and Sanskrit. This etymological method, how­

ever, is only applicable to elosely related languages. 

In mathematics there are proofs of undecidability, i.e. proofs of the impos­

sibility of a proof of the truth or falsity of a given proposition in a 

given formalized theory. In linguistics there are no analOgous proofs of the 

undecipherability of a given language on the basis of a given corpus of 

texts, since for the decipherment of a language there are of ten used clues 

cutside the texts in that language. 

On the possibility that a language will remain undeciphered for ever, Fried­

rich (1975; p. 151) is somewhat ambiguous: 

"The decipherment of any unknown script or language presupposes 

the availability of some clue or reference; nothing can be deci­

phered out of nothing. In those cases where one has absolutely no 

possibility available to link the unknown to something known, the 
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amateur can give free rein to his imagination, but no realor 

lasting result can be accomplished." 

But on pp. 156-157 he says: 

"It is, of course, especially difficult, and in many cases practi­

cally impossible, to decipher an unknown script without the aid of 

a bilingual text containing names. Many a failure to accomplish 

the decipherment of some writing is directly attributable to the 

lack of bilingual inscriptions or other references. But the possi­

bility of deciphering a script without billingual texts, too, is 

demonstrated by the example of Hittite hieroglyphic writing. Thus, 

it might be more prudent to say when discussing a script which has 

defied all attempts to decipher it, that science has not yet been 

fortunate enough to discover a suitable point of departure for the 

decipherment." 

On p. 172, however, he writes: 

"In any case, there is very little reason for hoping that we shall 

ever be able to reveal the meaning of these tablets of Easter 

Island." 

So long as a dead language is undeciphered, all knowledge contained in its 

texts, e.g. chronicles about the history of the people which spoke that 

language, is inaccessible for us. And if for the sake of argument we assume 

th at some dead language is not only undeciphered, but even undecipherable, 

then all knowledge contained in its texts is as irretrievably lost as if all 

texts in th at language had been destroyed. 

An entirely other case of undeciphered documents, far less important for the 

history of science, is that of the anagram, by which scientists established 

their priority for some discovery in the early modern time (Meadows, 1974; 

p. 57). But this method soon got in disuse. If a scientist claimed the prio­

rity for a discovery by an anagram and afterwards died before he could re­

veal the secret of the anagram, in this way a scientific discovery would be 

lost. But Meadows does not give an example of a scientific discovery lost in 

this way. 



--- - -- -

12 Knnwle chJe (Dis)Appea rance 

1.6. LOSS OF KNOWLEOGE BY INSUFFICIENT ATTENT ION TO THE FINDINGS OF EARLIER 

SCIENTISTS 

Further it is possible, that an earlier scientist found some truth, that the 

writing in which he communicated that truth has been preserved and can he 

read, but that later scientists find his communication too phantastic and 

therefore reject it, (Manquat, 1932; p. 88): 

"Aristotle had discovered a remarkable pecularity in the copula­

ti on of the Cephalopodes which was rediscovered only in the 19th 

century. "Some persons say that of the arms of the male polype 

which ends by t wo large cavities, bears a kind of penis comme 

nerveuse attached until the middle of the arm and that he makes 

enter it over all its length into the sucking mouth (palleal cavi­

ty) of the female ..... 

A far more important example of an initially not accepted scientific disco-

very is the heliocentrism of Aristarchus of Samos in the 3rd century B.C. 

According to Kuhn (1957; p. 42) some of these speculative suggestions 

(non-geocentric cosmologies; he does not explicitly say, whether this also 

held for Aristarchus' heliocentrism) gave rise to significany minority tra­

ditions in antiquity·. But in this case the ancients had good reasons to 

believe, that the earth was at rest. As Kuhn explains (1957; pp. 42-44) the 

geocentric cosmology is far more in agreement with common sense. Even now, 

more than 4~ centuries af ter Copernicus, we say in daily life: "The sun 

rises" and "The sun sets", not: "Our part of the earth turns toward the sun" 

and ·OUr part of the earth turns away from the sun". Only for an astronaut, 

looking back to the earth, it might be natura 1 to say to a fellow-astronaut: 

"Ncw America disappears in the ni'ghtside of the earth". 

Unlike in the case of loss of documents or undicipherable documents (if 

there are truly undecipherable languages) in this case the loss of scienti­

fic knowledge is not unreparable (at l east, as far as reproducible phenomena 

are concerned). But how much remains to be done for the later scientists to 

establish the correctness of the views of the earlier scientists, depends on 

the character of the discovery. In the case of the copulation of the polype, 

which concerned one observational fact, the 19th-century scientists had to 

do nothing but to ohserve copulating polypes in order to see that Aristotle 
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was right. But in the case of heliocentrism, which required a major reorga­

nization of the scientific conceptual framework, Copernicus could draw some 

inspiration from Aristarchus, but Copernicus and his successors had to work 

hard to refute all arguments against heliocentrism from terrestrial physics 

and stellar astronomy. 

1.7. IN WHICH SCIENCES IS THERE PROGRESS AND IN WHICH SCIENCES IS THERE 

REGRESS? 

Every scientist works within a general conceptual framework (we owe this 

insight to Fleck and Kuhn), starts from certain empirical data (unless his 

science is a formal science, mathematics or formal logic) and elaborates 

them with the aid of mathematics and logic. Since there can hardly be 

science without argumentation, and this argumentation implicitly uses logic. 

Moreover, mathematics is used in all sciences, though sometimes only trivial 

mathematics, e.g. if a historian calculates the age of some pers on by sub­

tracting the year of his birth from the year of his death. 

50 in any science these scientists, who work in the most adequate general 

conceptual framework, who have access to the most relevant data and who 

dispose of the most powerful mathematical apparatus (in so far as it is 

relevant for the problems with which they are occupied) have the best chance 

of coming near the truth. 

The existence of different general conceptual frameworks in the history of 

science and the transitions between them, the so-called scientific revolu­

tions, e.g. from Aristotelian to Newtonian physics, and from Newtonian phy­

sics to relativity theory and quantum mechanics, have sometimes been used 

for the justification of relativistic philasophies of science, as if between 

general conceptual frameworks, so-called paradigms, no rational chaice were 

possible. Actually the scientific community has shifted to new paradigms on 

the basis of thoroughly rational arguments . It would lead too far to tell 

the history of the heliocentric and the relativistic quantum mechanical 

revolutions in great detail, but briefly they can be summarized as follows: 

When Copernicus first launched his heliocentrism, it seemed ta bring about 

a simplification of planetary astronomy, and to cause extra difficulties in 

-
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terrestrial physics and stellar astronomy, because in a heliocentric uni­

verse the fixed stars would show parallax, unless they were very far and 

therefore had a very large real diameter. The latter argument was refuted by 

Galilei's telescopic observations, in which the fixed stars did not show a 

larger diameter than to the naked eye. And in the course of the seventeenth 

century, especially with Newton' s universal gravitation theory, it turned 

out that also terrestrial phenomena were better accounted for in heliocen­

trism. 

The transition to relativity theory was forced upon the scientific community 

by persistent anomalies in Newtonian physics, such as the perihelium reces­

sion of Mercury and the Michelson-Morley experiment (the latter's influence 

on Einstein is his initiation of the special relativity theory is doubtful, 

but it had a decisive influence in bringing the scientific community's ~­

ceptation of the special relativity theory). Relativity theory was confirmed 

by the inflection of a star's light observed during the total solar eclipse 

in 1919. Quantum mechanics was made necessary by the observation of the 

entirely new range of the sub-atomic phenomena. 

In mathematics there has almost been only progress and no regress at least 

sinc e the scientific revolution of the 17th century. The only lost piece of 

mathematical knowledge of which I am conscious is the proof of Fermat's Last 

Theorem. I have already expressed my doubts, whether Fermat did possess a 

proof of his last theorem. Moreover, Fermat's Last Theorem is rather unlike­

ly to have importance for the empirical sciences. 

So the only way in which in practice scientif ic knowledge can be lost is, 

because earlier scientists had access to empirical data, to which later 

scientists have no longer access. In the human sciences there are indeed 

many cases, exemplified before, in which documents are lost, either consti­

tuting themselves the topic of the science concerned (in the case of lost 

literary works) or containing information about situations and occurrences, 

which we cannot supply by independent observation (in the case of lost his­

torical records), or in which earlier scientists disposed of art wo rks, 

constituting the object of art history, which since have been lost. 

In physics, chemistry and the rather young Bcience of molecular biology, 

however, there is also net gain in the amount of relevant empirical data. 
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Since the aim of these sciences is not the accumulation of individual facts, 

? but the discovery of the general Iaws, and we have good reason for assuming 

) that these general Iaws always remain the same (or, in the case of molecular 

biology, so long as there is life on earth). The progress in these sciences 

does not rely on the preservation of all records of physical or chemi ca l 

observations (indeed, the researchers in these fields, in they are not prac-

tising history of science, have very little interest for all but the most 

recent publications in their field), but, besides on the progress of the 

mathematical apparatus f or the elaboration of their data, on the improveme nt 

of the accuracy of measurement and the improvement of experimental techni­

ques, which enabled the scientists to observe matter under the most diffe­

rent conditions. The experiment of Michelson and Morly, which had to be abie 

to registrate minutious effects of the supposed movement of the earth with 

respect to the light ether, was highly instrumental in bringing about the 

downfall of classica 1 physics, and the liquefaction of helium, only possibie 

under extreme circumstances, enabled the discovery of many important quantum 

mechanical effects. 

For astronomy matters are somewhat different. The1r-e aId abservatians pre­

serve their value. E.g. the accumulating deviations of the astronomie sea­

~ons from those according to the Julian calendar, which necessitated the 

transition t o the Gregorian calendar, were due to the difference between the 

tropical year and the year according to the Julian calendar, small for each 

year or period of four years (the period, in which one leap year occured 

according to the Julian calendar), but accumulating over the centuries. 

In biology, e.g. Aristotle is known to have composed zoological and botani­

cal works which have been lost. These works may have contained descriptions 

of plants and animais, which have since become extinct without leaving fos­

sils, and about which we do not have information from other sources either. 

But this is merely speculation. It lies in the nature of the matter, that we 

can have only very general information about the content of lost documents! 

1.8. CONCLUSION 

The belief in the existence of objective criteria for truth is not identical 

with the belief, that scientists nowadays are better informed than in the 
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past. In sciences, especially mathematics and natural sciences, wh e r e all 

three fact o rs de ciding on the nearnes s to truth, the general c onceptual 

framework, the mathematical apparatus, and the emperical data, f a vor the 

present scientists, we should not say for the sake o f false modesty, that 

the physics of Aristotle, of Newton and of Einstein are all three equally 

good or equally bad. On the other hand, in science s, especially human 

sciences, in which earlier scientists had access to data t o which we do not 

longer have access, we should he willing to admit, that they were better 

informed than we. 
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CHAPTER 2 

REAPPEARING KNOWLEDGE 

M. Hetebrij and A. Nijssen 

The lasting of results of s ocial research may he a consequence of 

do minant political preferences and PR-qualities of the investiga­

tor, rather than a co nsequence of the obvious scientific impor­

tance of a research project. As a consequence, an increase is seen 

in the product ion of research on fashionable topics. Research pro­

jects are judged by an unspecified criterion of 'societal rele­

vance' instead of a specified criterion of scientific value. Sug­

gestions are developed on how to obtain accumulation in social 

research. 

2.1. DISAPPEARING KNOWLEDGE: A PROBLEMDEFINITION 

There are, as far as we can see, three ways in which the concept of Itdisap­

pearing knowledge" is defined. In the first possible definition knowledge is 

seen as expressed in statements or predictions, which influence reality. The 

social, or behavioural, changes that follow, result in a situation in which 

the knowledge has lost its validity (the so-called self-fulfilling or self­

denying prophecies). Of course, what really disappears is the situation 

described in the statement, or the situation described in the cp-clause 

accompanying the prediction. 

The seco nd possible definition of "disappearing knowiedge" is a much more 

superficial one. It roughly states, that so much research is done that 

scientists are no longer able to digest the results of these projects. As a 

consequence, the knowledge which is gained durin.g these projects tends to 

disappear. There are no knowledge-carriers, one might say. 

The third possible definition can be placed in the same realm. Knowledge, 

gained by social research, disappears when, as of ten happens , it is not in 
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accorJance with the interests of the parties that should use the knowledge 

to inform their societal activities. 

In these definitions, scientific knowledge seems to be nothing more than a 

loosely connected, or unconnected, set of reports on the results of research 

projects. The existence of such a collection explains the disappearing of 

knowledge: elements in the collection may disappear without affecting the 

whole of knowledge. When these element s should farm a system - which means: 

interconnectedness - the disappearing of elements would be impossible. It is 

this, which has led us to formulate another point of departure. In our view, 

scientific knowledge - the results of research - may he saved, and not dis­

appear, when an accumulation of this knowledge takes place. The accumulation 

of scientific knowledge is seen as a, not yet realized, possibility of 

science. 

We suppose that this possibility points to the existence of a certain, yet 

hidden, structure of science. 

We propose to develop this potency of k nowledge accumulation by using an 

instrument based on a theory of this hidden structure, and therefore on an 

alternative conception of science; aconception which will allow for a sys­

tem definition of social science as an integrated and functionally differen­

tiated pattern of human activity. 

First it will he shown that the concept of 'disappearing knowledge' is not 

satisfactory and therefore another problem definition will be suggested. 

This definition will be followed by a short analysis of the current situa­

tion concerning the social sciences in the Netherlands • In a third para­

graph, an instrument will be developed out of the post-empiricist theory of 

science which enables the reconstruction of research programmes. 

The basic idea is this: Specific, actual research projects may he seen as 

the outcome of a certain research tradition, which contains elements of a 

scientific and of a societal paradigm. These elements can he described as 

the ground for a research programme. In this way, the specific research pro­

jects may be reconstructed as part of a, mostly implicit, research program­

me • Areconstruction which will allow for suggestions for future research 

based on tacit ('disappearing') knowledge. 
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2.2. DISAPPEARING KNOWLEDGE: THE SYSTEM MYTH 

Current seientif ie aet i vi ties, as shown by various inventor ies, may not he 

conceptualized as • paradigms'. There is some consistency between different 

scientifie activities, but not as deep as being a paradigmatic unity. The 

existence of such loosely connected research activities may he described in 

tWQ steps: 

intra-scientific influences, the dominanee of certain conceptions of 

science, and 

external influences, for instance the activities of the Dutch department 

for science policy, the workings of politica 1 ideas, etc. 

In this chapter these two steps will he elaborated upon. 

Dominant Conceptions of Science 

It is possible to separate two aspects of a conception of science. A first 

aspect concerns the most important characteristics of processes. A second 

aspect concerns the product of soeial research, its function in the search 

tor the solution of social problems. 

Now, an analysis of a recent debate on the methodology of (i.e. conception 

of) policy research in the Netherlands shows, that this distinction is not 

customary. What happened is this: The role of science in the finding of 

solutions for social problems is made the central standard; the organization 

of research projects is made dependent on this. 

In the Dutch situation, a very important part of the total of social re­

search consists of policy research. In projects of this kind, the main goal 

consists of the use of information for the improvement of policy. The accent 

is more on the use of research for the solution of policy problems, than on 

a possible accumulation of knowiedge. In those projects, the frame of refe­

rence is given by the specific policy activities. 

Behind the acceptance of this frame of reference, we find a more general 

concept of social science. In the mentioned methodology-debate this is shown 
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by the fact that none of its participants (a few prominent acedemic sociolo­

gists were among them) questioned the standard of 'utility' (the link from 

re su lts of research projects with policy problems), and its importance for 

empirical research. Moreover, 'science' of ten was seen a synonymous with 

'empirical research'. 

From its beginning, a rationalist ideal has dominated in the soeial sciences 

in the Netherlands. This ideal states that scientific knowledge of the soci­

al world may contribute to: 

an understanding of our social world; 

efforts to reorganize this world. 

Coupled with the dominant conception of science this leads to the presuppo­

sition, that the results of empirical research automatically tend to accumu­

late, and inform our activities concerning the organization of the soeial 

world better and better. Knowledge based on scientific research, it is said, 

therefore not only helps us to obtain a better understanding of our world; 

it also allows us to make a better performance in changing this world. 

This is formulated as a presuppositien, a starting point therefore, and not 

a desideratum. The accumulation of knowledge was seen as a characteristic of 

scientific activity, per se. And, until recently, no one feIt the need for a 

structuring of scientific activity to react a goal called 'the growth of 

knowIedge' • 

External Influences on Science 

AS said: 'until recently'. For now the situation has changed and Dutch go­

vernmental agencies decided that, since the results of research do not match 

the expectations (utility), the structuring of scientific activity has to he 

executed consciously. Unfortunately, the problem they felt - the results of 

scientific activity do not apply weIl enough - was not analysed, and a quick 

solution was found. The results are a kind of researchorganization - lahel­

led as 'Researchprogrammes' - in which research projects are centered around 

certain hot (and of ten political) items or specific policy problems. Once 
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the projects dre finished, and (political ) decisions taken or preferences 

changed, scientists should move to another item or problem area. 

During the development of this policy for the social sciences, the presuppo­

sition - inherent accumulation of scientific knowledge - was not really 

questioned. Another phenomenon should also be mentioned. Dur understanding 

of the soeial world - let alone our efforts to reorganize this world - is 

only partially based on scientif ie knowiedge. There is a lot of experienee 

and tradition - the so-called taeit knowledge - in our performance and 

words. 

The dominant empiricist eonception of scienee allows us to forget this tacit 

dimension, since 'the facts speak for themselves'. However, when the scien­

tists frame of reference is defined, and limited, by some policy-speeified 

criterian of 'utility' or 'relevance', a very specific domain of tacitness 

ereeps in his results. The social experienees and knowledge of government 

agencies set the stage and define the framework for empirical research. 

In conclusion 

There is arelation between the disappearing of knowledge and the laek of 

accumulation in the social seiences. This lack of accumulation has to do 

with an empiricist and utilitydominated conception of science, which domi­

nates the thinking of scientists as weil as the policy of governmental agen­

cies. In that concept ion , the accumulation of knowledge is taken as unpro­

blematic; aconception, which resulted in the production of scientific 

knowledge without a clear internal-scientific concept for integration of 

results. 

What we need is a conception of science in opposition to ernpiricism, in 

which these concepts can he defined and in which an instrument may he con­

structed that allows for a systematic attempt to integrate the actually 

existing social scientific research. In the sequel, this will he the subject 

of discussion. 
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2.3. REAPPEARING KNOWLEDGE: A POSSIBILITY 

When knowledge disappears because of desintegration, the search for improve­

ments need a concept of science. In our opinion such a concept should offer 

a scientific structure system, and points by that way at possible actualiza­

tions of th at systern. Same of such actualizations might be improvements of 

the actual scientific situation, and could be used as descriptions of a 

desirabie and realizable state. In the following description we formulate 

our concept of science. 

A new concept of science 

In science three levels of activity can he distinguished: empirica! re­

search, reserach traditions and research programs. The most concrete level 

is that of empirical research. Empirical research is carried out in re­

searchprojects, each of which has its own goal and its own plan. Research 

traditions form the most general level of scientific activity. On that level 

fundamental theoretical and philosophical discussions take place. The most 

important level of this concept of science is the research program, connec­

ting research traditions with empirical research. Each research programme 

consists of a theoretical and a methodical framework, which lends coherence 

to various projects of empirical research. Such a framework allows knowledge 

to accumulate as a result of the development of a succession of theories 

with an increasing theoretica 1 and empirica l content. The theoretical and 

methodical framework of research programs can be seen as the resu l t of the 

elaboration of various theoretical notions that have been developed in re­

search traditions. 

How should it be possible to conceive the three levels of science and their 

interaction, producing accumulation of knowledge, as a structure system of 

science? A specific answer to this question is on this moment still not 

possible for us. Yet we want to give certain indications of such an answer. 

We suppose that the system of three interacting leve ls is a part of a more 

comprehensive structure as core of modern society. In that society there is 

sufficient room for differing opinions, for discussions, for written Commu­

nication that stimulates activities on the level of research traditions. In 
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such societies the re are sufficient instrumental possibilities fo r the col­

l ect ion of new and challe nging data . In such s ocieties there is an institu­

tiona l possibility for contact s between groups who function on the research 

traditional and groups who fu ncti on on the empirical level. 

In the history of the philosophy of science many eoncepts of science have 

been developed. We conce ive sueh conce pts a l l as attempts to specify the 

structure system behind the concrete manifestation of seience. 

When the structure system of seience, in our conception, gets fully actua­

lized, we may expect di f ferent competing research programme s , even in the 

social sciences. Each research pro gramme will have its own framework, its 

own heuristic, and its own series of succeeding theories, more or less grow­

ing or degenerating. 

Although the social scientific scene does not satisfy a full actualization 

of the programmatic scientific structure, our science concept allows for the 

thesis that such an actualization is possible. We suppose e ven that there is 

a continuing tendency in the direction of research programmes in the social 

sciences. This means that it must be possible to conceive the social scien­

ces as a partial actualization of the structure system of science. 

When we make agiobal description of the social sciences as a partial act ua­

lization of the scientific structure system, this may get the following 

form. In the social science there exists a big gap between the level of 

research traditions and of empirical research. On the research traditional 

level this means a lot of discussions between theoreticians, of ten without 

clear concepts, with a lack of mutual understanding, without generally ac­

cepted solutions to conceptual problems, without a growth in theoretical 

insight. On the level of empirical research in the social sciences we may 

find many projects of empirical research, without an explicit theoretical 

framework, without clear indications about datacollection, ways of interpre­

tation, plausible assumptions , etc. On the level of research traditions 

there exists the threat of drowning in continuous discussions, on the level 

of empirica 1 research one drowns in data. We m?y find attempts in the social 

sciences for the development of research programs, sometimes progressi ve, 

mostly degenerative, sometimes explicit, mostly implicit and part of logic-
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in-use. Sometimes the source of such programs may lie in the growing frame 

of references, used by different cooperating resarchers. In other cases the 

dominant souree may be found on the research traditional level. 

2.4. TOWARDS A PRODUCTlVE DIFFERENTIATION OF KNOWLEDGE 

In the first part of this chapter we reinterpreted the problem of disap­

pearing knowledge as a problem of the desintegration of knowledge, the mis­

sing of a system wherein each part of knowledge gets its place and rela­

tions. Speaking about the social sciences, assuming the described scientific 

structure system, a specific problem conception appears. 

If the scientific structure system is fully actualized we will find a ~­

ductive form of differentiation in science: a differentiation between dis­

cussions on the levels of resarch traditions and empirical research, inte­

grated by research programmatic frameworks. The differentiation is necessary 

for an adequate reduction of complexity; the relation with research program­

matic frameworks compensate for the constraints in each reduction. On the 

empirical level we find a differentiation between projects within a program, 

integrated in the same framework. And on the research traditional level we 

find different fundamental styles, but a common concentration on existing 

and concurring research programmes • We always find a differentiation on 

behalf of an effective reduction of too much complexity, in combination with 

integrative possibilities that compensate for the disadvantages of such 

reduction. 

If the scientific structure system is only partially actualized we may find 

a differentiated set of activities and (theoretical) products, but a lack of 

integrative counterforces. It is not astonishing that knowledge on the level 

of empirical research may disappear: the produets do not get a significant 

place in a research program, remain isolated and may easily be forgotten. 

We may now give more depth to the explanation of desintegrated science. That 

explanation becomes an answer to a new question: why is the actualization of 

the scientific structure system in the social sciences of ten partial, and 

are research programmes of ten missing? 
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An answer to this quest ion ma y again he found in the usual science conce pt 

of scientists: their attempt to specificate the scientific structure system. 

An empiricist science concept means that only attention is given to one 

Iayer of science : empirical research. Other Iayers are not seen as belonging 

to science. That means the intentional actualization of one part of the 

scientific strueture system, a lack of attent ion to fundamental theoretica 1 

choices, and a lost possibility of consciously integrating the products of 

empirical resarch projects in one programma tic framework. The accent on a 

direct practical use of research products, in combination with an empiricist 

science concept explains why the formulating of research problems and re­

quirements for research products is delegated to policy-instances. Attention 

for theoretica 1 frameworks is considered as non-scientific: the two other 

l e vels of science are left to the free play of societal forces, mostly the 

field of polities and administration. In that way the partial actualization 

of the seientific structure s y stem opens possibilities for the actualization 

of other structure systems in scientific research. Activities in the social 

science are consequently the product of "co-actualization", wherein the 

scientific structure system plays only a limited role, interacting with 

other structure systems. 

Improvement of this insufficient functioning of the social scienees is pos­

sible. One has to actualize the scientific structure system and its possibi­

lities and tendencies. One way consists of the changing of science concepts, 

held by researchers, although we find a difficulty here. Discussions about 

scienee coneepts find their place on the level of research traditions. That 

k ind of discussions are not easy, when partners in the debates are seientist 

with an empiricist conception of science. These scientists will deny the 

scientific character of discussions over science concepts, OOcause of their 

place on research traditional level. Another way to improve the situation of 

the soeial sciences may be found in the domain of scienee studies. It is 

possible to do research supporting the actualization of the scientif ic 

structure system in specific research projects. In these projects a concept 

of science is used as an instrument for the reconstruction of science. 

In such a kind of reconstruction it is possible to identify and to describe 

beginning research programs. Such programs may 00 judged by their actualiza­

tion of the scientific strueture system. On the basis of that judgement it 
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is possible to improve the reconstructed program in the direction of a high­

er actualization level. 

We expect re construct ion and improvement of partially actualized research 

programs to he more convincing than discussions about various science con­

cepts. By reconstruction of research programs, and by placing their elements 

in a programmatic order, there are possibilities of rediscovering theories. 

Knowledge that was forgotten because of a low programmatic consciousness of 

researchers. 
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CHAPTER 3 

APPEARING KNOWLEDGE FOR POLICY FORMATION: SOME BOTTLE-NECKS 

J.H.G. Uabbers 

For a variety of reasons knowiedge, that exists at one place, may 

disappear when it is transferred to another. For example knowledge 

that is produced by the social and behavioral sciences may become 

falsified because individuals or groups change their conduct. It 

is also possible that preliminary notions from such research may 

cause people intentionaly to follow the rules that seem inherent 

in the early results. In the first case knowledge disappears, in 

the second one knowledge that did not exist formerly, somehow is 

produced. Knowledge may disappear when too narrow-discipline ori­

ented research produces results that do not fit into the domain of 

application, or the other way around, knowledge may disappaer when 

it falls between the scope of adjacent disciplines. 

The views, as expressed above, presume that fundamental scientific 

research generates knowledge as such. In this paper this position 

is questioned. Therefore we will elaborate on processes of scien­

tific knowledge production and on a particular context of use 

i.e., policy format ion processes. The first aspect deals with some 

basic characteristics of scientific inquiry, the second with fea­

tures of policy making and policy makers which form an influential 

group of potential practitioners or users. The focus of attent ion 

. will be the utilization of decision- or maybe better policy-sup­

port-systems. 

3.1. CHARACTERISTICS OF SCIENTIFIC INQUIRY 

Macmillan and Garrison (1984) point out that since Kuhn's 'The Structure of 

Scientific Revolution', philosophy of science has shifted its attention from 

observation statements, theories and generalizations to 'paradigms' (Kuhn, 

fi."iJfi _'I .tulai k i ... 
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1962), 'research programmes ' (Lakatos, 1970) or 'research traditions ' (Lau­

dan, 1978). Research traditions are based upon: 

Assumptions, about appropriate methods of defining the domain, enti­

ties and processes in the domain of study; 

methodologies for investigating the problem (puzzles) and construc­

ting theories of that domaini 

assertions about what 10gic is appropriate in scientific investiga­

tion and justification. 

It will be apparant that each research tradition develops a more or less 

specific language and logics. With respect to the social and behavioral 

sciences familiar research traditions belong to either one of the following 

major philosophical traditions, i.e., logical empirism, interpretive theo­

ries, critical theory and general systems theory. 

Logical empirism as in use the social and behavioral sciences views methods 

and form of the natural sciences as the model for scientific inquiry. The 

language of positivist empirical research in both sciences is very domina­

ting in general. Experimental designs, survey methods and the whole variety 

of statistical tools are examples of the positivist approach. 

Interpretive theories seek to understand ('verstehen' ) human and social 

phenomena instead of trying to reconstruct them in terms of causa 1 relation­

ships. Examples of this tradition are: phenomenology, analytic language 

analysis and hermeneutics. Interpretive theories seek objectivity and value­

free inquiry into the human realm of intersubjective meaning. In this regard 

they agree with logical empirism which also looks for value-free inquiry. 

Critical theorists reject the idea of value free research. They consider 

logical empirism as an ideology. Criticial inquiry is value-laden and tasks 

into account the historical-ideological context we live in. 

General Systems Theory, or GST, crosses traditional disciplinary boundaries 

in search for a synthesis of views, emphasizing patterns of similarity. GST 

is considered a rea ct ion to the narrowly discipline oriented approach mostly 

on the basis of logica 1 empirlsm, that focusses lts attentlon to aspects of 
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reality. GST stresses the great variety of reality to which science has to 

address itself with requisite variety. Therefore GST is problem-oriented, 

for it deals with future circumstances as a consequence of historie and cur­

rent decisions and actions of various actors. In developing a systems per­

spective, methodology is applied as rigorously as possible, but models that 

are considered to be appropriate-to-the-problem leave room for judgement and 

intuition (Klabbers, 1982). The frame of reference that GST provides inte­

grates in principle aspects of logical empirism, interpreti ve inquiry and 

critical theories when applied to the study of social systems. For instanee 

during the development of an image or model for a social system, interpre­

tive and critical theories play an important role throughout the initial 

conceptualization 

During the subsequent formalization and operationalization a positivist 

approach is more adequate, while during utilization of the model as a system 

compensatory to the k nowledge, skilis and experience of a so-called client 

system, again interpretive and critical theories are more appropriate, espe­

cially in a policy- or action-oriented social environment. As GST is pro­

blem-oriented, in the development of a 'model for' there are no separate 

rooms for either one of the philosophical traditions mentioned above. They 

all constitute limited views on complex and equivocal reality. Each of them 

is more or less fruitful, depending on different scientific and social con­

victions. It is for philosophers of science to quarrel about them. 

Each of the philosophical traditions pointed out earlier, generates more or 

less typical research traditions, research programmes or paradigma. They 

produce domain specific knowledge. An interesting question is, what is meant 

with domain speclfic knowiedge. 

3.2. ASPECTS OP' SCIENTIFIC JCNOWLEDGE PRODUCTION 

It seems reasonable to assume that scientists favor research traditions for 

their problem solving effetiveness, and so does society. Effectiveness de­

pends on the number and importance of the problems a research tradition can 

solve, and on the rate at which problems are being solved. Thus we are in 

good shape, for comparison and choice of a favourable research programme 

seems straight-forward. What is not so clear yet is, whether we are talking 
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about real life problems, with which people are struggling or with theory 

driven problems that are advanced by a certain philosophical tradition, 

because they look interesting and anyhow keep scientists occupied. 

By taking problem sol ving effectiveness into consideration it is not so 

obvious what is meant by 'the problem'. What is seen as problematic depends 

on the position a person finds him- of herself in, on the attitudes, 00-

liefs, interest, etc. of that person. Consequently the knowledge th at is 

produced via a certain research tradition to tackle a specific problem may 

not he regarded as knowledge, for two reasons. Either science is trying to 

give answers to problems that do not exist as such for a number of people, 

or the knowledge is presented in a way that does not fit into the assump­

tions, methodologies and assertions of a person, group of persons or a for­

mal group af scientists. Ta he able to deal with this ambiguity in the con­

text of knowledge production, the following thesis is proposed: 

o Research traditions produce specific scientific data, such as statistics, 

findings from a study, a metaphor, etc. 

• These data, anly when constructed by a domain specific theory, hecome 

information. Decisions are made or actions are taken on the basis of this 

information. 

• Information confirmed by the results of actual decisions then hecomes 

knowledge. Therefore, knowledge is the condition of knowing something 

through experience. Knowledge is a reconstruction or rationalisation of 

past experience. It is a guide for future action. 

There are many reasons for supporting this thesis. We focus attention on the 

following ones. We agree with Vickers (1965) that policy making actually is 

a process of appreciation. It is the linking of two types of judgements" 

i.e., judgement of fact (reality judgement), and judgement about the si9Oi­

ficance of facts to the appreciator. Judgements about the si90ificance of 

facts are value judgements. They define what concepts will he used to denote 

the content of the social system. They depend on the context or frame of 

reference af the appreciator, which is based on his social theory and social 

knowledge (Klabhers, 1985). Man is mainly interested in creating a sense of 

order and meaning in life. Facts must fit into his reference frame, other­

wise they run the risk of heing rejected. 
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The difficulty with knowledge-production as presented by this thesis is even 

more aggravated by the not ion that scientific information can only he con­

firmed scientifically if and oniy if theory and practice (or application) 

stay embedded within the same research tradition. This condition generally 

holds for the natural sciences s uch as physics. Information is confirmed 

(repeatedly) by testing it under circumstances that fit into the frame of 

refere nce of that particular research tradition. As a consequence , in phy­

sics theory and practice ohey the same rules of conduct of scientific inqui­

ry. However, what complies with the natura 1 sciences does not apply to the 

sociai sciences as weil. Regarding the social sciences the community of 

scientists and of practitioners differ. The community of natural scientists, 

theorists and practioners, appears to he more closed, mo re subject to ritu­

als, rules of <:onduct and pecking order than we are familiar with in the 

social sciences . For those reasons physics presents itself more as a disci­

pline, with a more explicit reward and punishment system than any of the 

sociai and hehavioral sciences. 

Policy makers are users and practitioners of social-sciences-information 

usually have few obligations to stay within the specific domains of social 

science research traditions. It has heen pointed out already that 'knowledge 

is information confirmed by the results of actuai decisions'. Therefore it 

is obvious that scientific knowledge can only he generated within a close 

community of theorists and practitioners, who oblige to the same assump­

tions, methodologies and assertions. As soon as this so-caiied scientific 

knowledge crosses the borders of that community, it no longer can lay claim 

to be knowiedge . Outside the particular scientific community, scientific 

knowledge becomes data or information. This applies to knowle dge from phy­

sics , that enters the r e alm of the social and behavioral sciences, or that 

enters society, as weil as to knowledge from the social sciences, that is 

provided to practioners such as teachers, policy makers and therapists, as 

weil. 

These data from sciences become information for policy makers when they are 

arranged by a particular politicalof soc1al theory. Af ter being tested, 

preferably repeatedly, this information becomes social knowledge. If a poli­

cy maker by hie former education is inclined to a particular paradigm, re­

suite, generated by that scientific community, that support that paradigm, 

have a reasonable chance to become information to him. Othentiee they run 

iJ lh _ I ,ww Uil I I i_iI .it 
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the risk to he considered of no significance, as they do not reinforce the 

existing intellectual orientations of a policy maker. It is appropriate now 

to draw some conclusions. 

1. The test of social knowledge, based on data and information from the 

social sciences, is social or political action. 

2. Natural sciences are able to produce knowledge concerning a limited do­

main, because theorists and practitioners obey the same rules of scienti­

fic inquiry. 

3. Social and behavioral sciences do not, and maybe cannot, produce scienti­

fic knowiedge, because practitioners such as policy makers, generally 

apply other frameworks than social scientists, based on political mo­

tives. 

4. Even if policy makers, or practitioners in general, apply similar frames 

of reference, the context of use will hamper a 'controlled' testing of 

theory. 

The consequences of the third conclusion may give rise to further frustra­

tions if one realises that there are some problerns with the definition of 

the policy domain too. Policy makers tend to attack specific problems in the 

light of a certain political ideology. It is th at particular perspective 

that controls and limits possible explanatory presumptions and the range of 

policy measures that have been considered regarding drug prevention in the 

Netherlands, Europe and USA, vary widely and so does the influence of diffe­

rent research traditions in this area. Certain research traditions tend to 

re-inforce certain policy objectives, and vice versa certain policy objec­

tives tend to re-inforce certain research traditions. 

Suppose we stick to Laudan's (1978) conception of science as problem sol­

ving. The test of the value of a scientific tradition then is its ability to 

answer the questions that are crucial in its domain of investigation. Sup­

pose also that in the context of the GST we are interested in developing 

anticipation models (Niemeyer, 1983) or 'models for'. In such case the do­

main of investigation and the domain of utilization become interwined. Can 

both or should bath he separated or should we try another approach? Let us 

try to figure out this bottle-neck by tiptoing through the world of compu­

ter-assisted support systems, in particular pollcy support systems. 
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3.3. CHARACTERISTICS OF POLICY SUPPORT SYSTEMS 

For our present needs it is convenient to represent policy support systems 

by two types of assumptions: institutional and behavioral. Institutional 

assumptions refer to the physical properties of the policy formation situa­

tion, for instanee how many actors are involved, when is what information 

available to whom, what is the time horizon, what actions may when be taken 

by whom, what are the outcomes or payoffs, etc. The behavioral assumptions 

concern the properties of the actors (policy makers), their cognitive sche­

mata, their negotiation skilis, political faith, etc. A complete model of 

policy formation contains bath types of assumptions. Putting the behavioral 

assumptions aside for a moment, policy support systems mainly map out ins ti­

tutional assumptions of the policy format ion situation. To be able to esti­

mate outcomes or payoffs of policy actions and to anticipate consequences of 

the various policies, support systems usually contain information that des­

cribes the states of the social system involved. This information may refer 

to economie, demographic, technologieal, cultural aspects of the system. It 

may be represented by a data-base system, that is up-dated regularly. It may 

be a model th at simulates economie, demographic or technological processes. 

It mayalso be a knowledge-base system, that adds to the simulation model a 

cognitive representation of how to make inferences, diagnoses or plans of 

action. In the last case interactive simulation is supplemented with an 

artificial intelligence interface. In short, information is provided by a 

reference system that is being shaped as a data-base- or a knowledge-base 

system, which in its turn may consists of a representation of physical or 

material properties, as is the caSe with simulationmodels, and/or a cogni­

tive representation such as in expert systems. 

It will be obvious that developments in the realm of artificial intelli­

gence, computer-assisted design, and interactive simulation of social sys­

tems will have an increasing impact on shape and content of individual and 

social problem solving, to which policy formation also belongs. The nature 

of steering and self-steering of social systems will be highly influenced by 

these technological advances OGabbers, 1985). Although these support sys­

tems contain elements that describe parts of social systems, for example 

macro- or micro-economie processes, and thus reconstruct partially the re­

cent history of a particular social system, they also may contain elements 
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that depiet a future situation. as for instance is currently being applierl 

in computer-assisted-design. As more and more elements are included that 

anticipate on expected or desired future circumstances. support systems 

become models for various purposes. The basic question then no longer is the 

validity of the model (model of). but much more its usefulness (model for) 

to improve expertice and skilis in negotiation, policy formation, etc. Cri­

terian for judgement are answers to questions like: "Have our problem 801-

ving capacities improved by using such systems?" or to paraphrase this ques­

tion: "Have we gained knowiedge. that we otherwise would not have ac­

quired?". It is clear that answering these questions by policy makers for 

example is not a purely seientif ie endeavor, for there are many other fac­

tors that also influence policy mak ing. The constitueney being just one of 

them. Therefore (policy) support systems should not be evaluated by the same 

scientifie standards that are used for 'models of'. They do not fit into 

research programmes that belong to the domain of logica I empirism as maybe 

clear for apparant reasons. However an interesting paradox arises here. 

At the level of use, more or less intelligent support systems are meant to 

improve the way individuals. groups and organizations manage their affairs. 

This leads to the appropriate question of 'are we doing a better job?' If we 

include also behavioral assumptions. as mentioned earlier, at least in prin­

ciple we are able to construct a complete 'model of' a social system, that 

consists of bath institutional and behavioral assumptions, at a higher level 

of abstraction. At that level, the question is appropriate; "Is this parti­

cular model a good representation of the system?" 

For our purposes we stick to the use of support systems as 'models for' some 

more or less well defined purpose. because even if we would succeed in spe­

cifying behavioral assumptions satisfactorily, in policy formation situa­

tions it is more appropriate to allow the actors to act in whatever way they 

choose. Sueh a situation provides a better learning environment as a basis 

for improvement of self-steering (Klabbers, 1985). Policy makers mayalso 

put more th rust into such a setting. 
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3.4. DEVELOPMENT AND INITIAL USE OF A POLICY SUPPORT SYSTEM: THE CASE OF 

PERFORM 

Recently a project was finished, whieh aim was to design a policy support 

system for manpower planning (hurnan resource planning) at Dutch universities 

(Klabbers et al., 1984). When the project started the Boards of universities 

and faculties realised that: 

1. There exists a lack of knowledge both by the government and the boards of 

universities with regard to the long term consequences of current man­

power policies. 

2. It is obscure to university administrators how the various measures of 

the Minister of Education are interrelated. 

3. Manpower- or personnel policies are carried out at several distinct orga­

nizational levels, i.e., the Ministery, the Board of the university, the 

Board of each faculty, departments and units. In this hierarchy top down 

allocation of financial resources on the basis of short term and many 

times ad hoc policies has to meet bottom up demands for hurnan resource 

planning by faculty members to improve competence and expertise. In times 

of diminishing financial resources it is obvious that both vertical pro­

cesses in the hierarchy cause many frictions, especially when a compre­

hensive personnel policy on a long term basis does not exist. Several 

administrators expressed that they were flying blind. 

On the basis of these difficulties in managing universities, support systems 

were developed that are able to perform the following tasks: 

,. To forecast future size and composition of the personnel formation of 

universities, and faculties, depending on the various hiring, firing and 

promotion policies. 

2. To show how future size and composition of the faculties, with a time 

horizon of twenty years, depend on: 

- the initial size and composition of facultiesl 

- yearly hiring, firing, and promotion rates of the distinct pesonnel 

categoriesl 
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- financial constraints due to budget cuts that force a re-allocation 

over different faculties. 

3. To show the consequences of alternative policies, that resulting from 

negotiations between the university board on the one hand, and the facul­

ties on the other. Those negotiations can he carried out bilaterally or 

multilaterally. This implies that the support system should be able to 

improve hierarchical, multi-level manpower policy formation processes. 

Two related support systems have been developed. One is called FORMASY, 

which is a conversational planning system. The other is PERFORM, which is a 

multi-level interactive simulation, in which FORMASY has been ernbedded as 

will be pointed out later. 

FORMASY actually is a set of tools for conversational planning regarding 

categorial aspects of manpower planning. With this set it is possible to 

model categories of personnel acording to rank, age, sex, full-time or part­

time appointment, etc. Also possible flows of personnel between these cate­

gories are defined. Af ter running the model on a computer, distribution of 

faculty mernbers over ranks and age can be estirnated on the basis of hiring, 

firing and promotion rates. It is possible as well to forecast the (total) 

nurnber of personnel of faculties, and universities and to estirnate the total 

yearly budget. As FORMASY has a user-friendly interface it can be used by 

clients without technical skills. 

The conversational planning system has been built into the structure of the 

interactive simulation PERFORM as illustrated in Fig. 1. Although PERFORM is 

a framework for interactive simulations with actors on different organiza­

tional levels, for demonstrating its potential -utility a transparant struc­

ture has been chosen. It is loaden with data from two different faculties. 

One with a tradition in research, the other primarily occupied with teach­

ing. Both faculties differ with respect to size and distribution of faculty 

mernbers over the various ranks. Consequently the budgets for salaries vary 

considerably. Enrollment of freshmen to the research oriented school is 

expected to level off and may even decrease. Enrollment of the other faculty 

reflects the situation of a faculty of law, the research oriented faculty 

reflects the situation of an actual faculty of chemistry. This version of 

PERFORM is also loaded with the assignment to cope with decreasing govern-
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ment finding. The frame of PERFORM can be loaded with more faculties, op­

tions and policy scenario's. It is also possible to add a third organizatio­

nal level, that represents the Ministery of Education. What particular 

structure is chosen depends on the options that are interesting for the 

client-system. 

University level 

/0-----0 
BOARD COU NCIL 

~TAFF o PLANNING 

1 r 
0- -0 

P~E 4artment A 

FORMASY 
University & 
Dept. A + B 
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Figure 1: Structure of PERFORM. 
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PERFORM as it is nowadays can be used for demonstration purposes only to 

function as an eye-opener. It can be used as an integral part of a manage­

ment development course for administrators, board members and deans in order 

to learn to deal with strategie management issues and to learn to negotiate 

on allocation of human resources. Finally PERFORM can be used as an integral 

part of poliey formation processes i.e., operationally. 

ouring operational use, PERFORM enlightens potential consequences of the 

poliey alternatives that are brought forward during the negotiations. All 

actors involved are confronted with each others congnitive schemata, lmpli­

citely or explictely. They learn to realize that the same data will lead to 
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different inforrnation upon the basis of different social theories, ideolo­

gies, political fai th and/or competeti ve and conf licting interests • Conse­

quently social knowledge of all actors develops during the subsequent rounds 

of negotiations and computerruns. It potentially can be improved because of 

the continuous mutual experiential learning process. The experiential learn­

in9 situation not only offers an opportunity to learn new concepts, it shows 

a180 the way this acquired knowledge can he used while being in one or seve­

ral positions during asession . 

The way collective structures evolve during PERFORM sessions, may give poli­

cy makers a better opportunity to cope with long term consequences; of out­

cornes of negotiations during which short term interests tend to dominate the 

discussions . Experience with PERFORM during several one-day sessions has 

learned that r epresentatives of different faculties, with different disci­

plinary background, tend to demonstrate different styles in handling data 

and information and thus in applying social theories and social knowiedge . 

From these preliminary observations it is assumed that actors with a back­

ground in physics feel more the need to collect data, before they are confi­

dent to formulate a policy , than actors with a background in humanities. The 

forrne r seem to be more data driven instead of theory driven. Especially 

during rounds of negotiations these different styles produce much confusion 

and misunderstanding due to different cognitive styles of the actors. 

3.5. BOTTLE-NECKS WITH IMPLEMENTING INTELLIGENT SUPPORT SYSTEMS 

In linking science production and - utilization, two types of bottlenecks 

appeared, one related to the investment by the adopting organization , the 

other to the culture within the organization, especially the policy-making 

climate. 

Regarding initial investments the adopting organizations like the Ministry 

of Education and all Universities, which were the sponsors of the project, a 

'make-or-buy' decision was not necessary anymore, af ter FORMASY and PERFORM 

had been developed. 

The initial investment that has ncw to be made is the convers ion of both 

support systems to the host-Computers of the adopting ·Universitles and of 



the Ministry. To facilitate this convers ion process, the initial specifica­

tions for the software design were such that the computer programs had to he 

highly portable. For this reason bath FOR}~SY and PERFORM have been embedded 

in a Virtual Operating System (VOS), that emulates the UNIX-operating-sys­

tem. It was estimated that on the average it would take a software engineer 

th ree months to complete that conversion. Operational use of bath support 

systems implies that a personne l department has to adopt them, to maintain 

them and to utilize them for various policy problems that envolve over time. 

To run both systems the adopting organization has to invest at least in two 

types of expertise, one in software engineering to maintain them and to 

develop new versions within the context of the frame-instruments. The second 

type of expertise that is needed is related to the ability and s"i11s to 

trans late issues of human resources, manpower and personnel into the frame­

works of FO~SY and PERFORM and vice versa. 

Dependent on the scale and intensity of use, which can vary widely, initial 

investment in bath types of expertise could start on a part-time basis that 

is, one or two days a week. Together with the decision to make this invest­

ment, a department has to be chosen that is responsible for the suppot sys­

tems. As a consequence FO~SY and PERFORM have to be included in a well­

defined management- and control-structure. It has to be clear who is respon­

sible and entitled to utilize them. At this very moment the policy-making 

culture and organizational climate come into play. 

Currently bath FO~SY and PERFORM are being converted to a computer of one 

university and of the ministry , with the intention to make use of them. 

Appearantly it is assumed that the necessary investment as mentioned above 

is worthwhi1e. However an interesting distinction is being made between the 

application of FO~SY and PERFORM. Conditions for using FO~SY operation­

ally are rather simpie. As soon as it is clear what department is entitled 

to maintain and use it, the management- and control-structure is weIl de­

fined. This department defines who will have access to it and what the con­

ditions are for its use. It is resonable to assume that the person who is 

ultimately entitled to use FO~SY gains in controlling the manpower plan­

ning of that university. He is able to outmanoeuvre the respective faculties 

in bi-Iateral negotiations. 
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Conrlitions for operational use of PER~'ORM are 'slightly' different. In the 

specifications of the design of PERFORM it is foreseen, th at each faculty 

controls its awn version of FORMASY, and that on the basis of the skills 

acquired in using it, faculties engage in multi-lateral negotiations concer­

ning human resource- and manpower planning. This structure implies that more 

than one management- and control-center is responsible and entitled to use 

PERFORM and FORMASY, but they may share the technical expertise to maintain 

them. These multi-lateral negotiations on the basis of PERFORM has been cal­

led by one of the members of the board of the university , that is planning 

to adopt the support systems, a meta-game. He has made clear not to be in 

favour of such a game, because it does not fit into the existing policy 

making culture. As Dutch universities increasingly tend become bureaucratie 

organizations it is obvious that FORMASY fits better into bureaucratie pro­

cedures, while PERFORM violates them. FORMASY does not intrude into the 

existing departementalization, while PERFORM does. We guess, however, that 

appropriate use of PERFORM does increase the total amount of control as 

defined by Tannenbaum (1968). 

Suppose that FORMASY is being implemented for operational use, while for the 

time being PERFORM is put into the refridgerator. The planning department 

that supports the board of the unviersity will he responsible and entitled 

to use FORMASY. In such a case the university board can take advantage of 

FORMASY by trying to out-manoeuvre the faculties in bi-lateral negotiations. 

If that wil! happen, it may be possible that also faculties will start im­

plementing FORMASY to take advantage of it. It may he possible a s well, that 

faculties lack the resources, which by the way are allocat~d by the univer­

sity board, to implement FORMASY and that they reluctantly accept the situa­

tion. In that case deans of faculties may put false colors on FORMASY as a 

support system and on such support systems in genera!. If faculties decide 

to implement their awn FORMASY systems, and bring their expertise into the 

negotiations with the university board, gradually a PERFORM-type structure 

emerges, and attention will hecome focussed on the quali ty of the policy 

formation process. 

Thus if implementing PERFORM via the university board is hampered by the 

top-down bureaucratie procedures, it mayhe more suitable to support the 

faculties in their long term human resource planning bottom-up. 
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3.6. CONCLUSIONS 

It should be realised that support systems like PERFORM are interventions 

that influence the existing collective structure of a social system. As 

'models for' or anticipation models they are aimed at supporting knowledge 

creation, -diffusion, and -utilization by all relevant actors (Klabbers, 

1985) • 

Operational use of support systems as described here, provide social situa­

tions in which science product ion becomes intertwined with science utiliza­

tion. Purposes of use are improvement of policy format ion processes, of 

handling available information, as compared with previous by existing situa­

tions • If applied appropriately, those support systems can enhance self­

stee ring capacities that are built-in in all social systems, but for various 

reasons are being suppressed. 

Development of intelligent support systems based on General Systems Theory 

and - Methodology, as anticipation models of 

progress made in the fields of interactive 

social systems, building on 

simulation of social systems 

(Klabbers, 1983, 1984), artificial intelligence, expert systems, etc., is an 

emerging research tradition. 

Especially muIt i-actor, multi-Ievel support systems like PERFORM offer the 

opportunity to couple science production (concepts and data) with utiliza­

tion (development and testing of social theories and social knowledge), 

because they create a social situation in which theory and practice are 

linked together in an experimental and possibly operational setting. It 

should be stressed that built in algorithms comprising opeations research 

models should he avoided, as can he observed from the use of several deci­

sion support systems. 
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CHAPTER 4 

BASIC STRUCTURAL PROPERTIES OF KNOWLEDGE AND OBSERVATIONS 

AND THEIR IMPLICATIONS FOR EXPERT SYSTEMS IN SCIENC! 

Maria Nowakowska 

Basic structural properties of knowledge in science are analysed, 

through interrelation of two processes, which represent the 

changes of two basic components of the discipline: factual and 

theoretical. Logical mechanisms of interaction hetween these pro­

cesses, and also their stochastic version, are shown. In the se­

cond part of the chapter, basic problems of networks of observabi­

lity, in particular joint observability, are considered. The con­

cept of mask, representing the observer's choice of temporal pat­

terns of observation of variables, is introduced and analysed. 

4.1. INTRODUCTION 

One of the possible ways of deepening the theoretical foundation of expert 

systems is through understanding of logical structure and dynamics of devel­

opment of a given domain of knowledge, bath by the constructor of the sys­

tem, and by its user. This will allow to show not only how the information 

about new fa cts or new knowledge may affect expert' s opinion, but also to 

better understand how a scientist, in particular an expert, can change the 

areas of knowledge and its content, by rejection or introduction of new 

concepts, hypothesis or theory, which hetter explain the collected facts and 

hypotheses. In other words, one can show how the expertise changes the state 

of information in a domain or problem, by design of change, or keeping sta­

tus quo, if it is considered optimal. Consequently, the automatization of 

expertise in science or technology (as opposed to expert systems built for 

medical applications) would have to take into account to a larger extent 

certain wider characteristics of the domain (e.g. trends, controversial 

issues, hypotheses tested thus far, models for methods used, etc.). More­

over, among others, the constructors of expert systems must he well acquain-
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ted with the process of judgement format ion and opinion, as well as with 

cognitive limitations and biases connected with these processes. In particu­

lar, it is important to understand the distortions of judgements connected 

with the difficulties of discrimination a nd identification, implying varia­

bility of judgements and opinions in time. It is worth stressing that sta-

tistical properties of judgements and opinion, were, until now, almost enti­

rely neglected in many important areas of research, such as decision theory, 

experirnental research on subjective probability and, in general, measurement 

theory. 

In recent publications concerning expert systems (see for example Hayes Roth 

et al. (1983): Nowakowska (1984): Pearl (1984», while there exists the 

awareness of the importance of these topics (not only in construct ion of 

expert systems, but in evaluation of their efficiency), there is na deeper 

analysis of the process of expertise formation - the basic cognitive, ethi­

cal and social processes involved in it. 

Observability is, for the constructor of an expert system another important 

group of problems. In particular, in scientific expertise, the way of ob­

taining the database is essential, because of the possibility of rnany sour-

ces of errors. 

4.2. BASIC STRUCTURAL PROPERTIES OF KNOWLEDGE IN SCIENCE 

We consider the following model of development of structure of know l edge of 

a given dornain or discipline. It is namely represented as a process 

{F(t),T(t»), where the components are interpreted as the factual and theore­

tical components of the domain. As regards {F(t») it is the process of accu­

mulation of empirical facts. Each fact is represented in form of a statement 

(description) so that at each time t, F(t) is a set of propositions. The 

situation is idealised by accepting the postulate that the set F(t) is con­

sistent for each time t. This means that no facts are ever discarded (as 

false), and that they never contradiet themselves (although they may contra­

diet theory). If we denote by CF(t) the set of all logical consequences of 

conjunction of elements of F(t), than CF(t) also increases and is consistent 

(i.e., it never contains a pair of statements, one being the negation of the 

other) • 
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Next, T(t) is the set of theories existing at time t, where the term "theo­

ry" means any consistent set of propositions that explain ~ facts F(t) 

known at a given t (this means that the concept of theory corresponds to 

something wider than one normally understands under this term). Thus, a set 

of propositions H is a theory at time t, if H is consistent, and CH ~ CF(t). 

Clearly, if H is a theory, than one can introduce the concept of minimality: 

HO is minimal theory for H, if HO C Hand HO is a theory. Thus a minimal 

theory is a parsimonious set of assumptions that explain all facts. 

The interaction between F(t) and T(t) can be explained as follows. Suppose 

that T(t) {Hl, ... ,Hn} where Hi'S are competing theories existing at 

time t. Suppose that between tand t' some new facts are discovered, so that 

F( t) increases to F(t') ~ F( t). To describe the possible effect of such a 

discovery of new facts may have on theories, 

concept, namely the set K of all hypotheses, 

we shall introduce one more 

conjectures, etc., that have 

been introduced at some time prior to t (and possibly discarded as false, 

replaced by their modifications, etc.). Generally , K is not a consistent 

set, since it would typically contain conjectures, together with their nega­

tions, etc. 

Let now H be some theory in T(t) and denote F(T') - F(t) = A, with A being 

the set of new facts being discovered between tand t'. By assumption, 

CH ~ CF(t). Various possibilities that may occur may now be summarised as 

follows 

(a) CH ~ C[F(t) u Al. 

This means that H is a theory at time t' also: all new fa cts are explained 

by H. 

(b) C[F(t) u Al is not contained in CH. 

This means that H is not a theory at t' I since there are same new facts that 

are left unexplained by it. 

Various contingencies may now be summerised as follows. 
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A It is enough to add some new prol'ositio ns to H to make it a theory: that 

is, there exists a set, say N, of propositions, such that 

C((H U N)l ::> C(F(t) U Al 

and HUN is a consistent set. This means that HUN is a theory at time 

t' • 

B It is also necessary to remove some parts of H (and add new assertions 

N). This means that there exists sets Me Hand N such that 

C((H-M) U N] ::> C[F(t) U A] 

and (H-M) U N is consistent. 

Contingences A and B describe two ways of "repairing" a theory - one always 

has to add new hypotheses (postulates, assertions, etc.), and possibly also 

resign from some other hypotheses. Further classification can now be obtain­

ed depending on whether: 

1. The set N appearing in A and B can be chosen so that NeK. 

2. No subset of K can serve as a set N satisfying conditions A or B. 

In the first case, once can "repair" the theory H by finding some hypotheses 

that have already been suggested at some time. In the second cas e, one needs 

real invention of some entirely new hypotheses. 

Thus, the cases are (a), Al, A2, Bl and B2. Their arrangement according to 

"degree of seriousness" is presented on Fig. 1. 

Fiqure 1. 

'Hil '" M wa I' iN _____ l~L.U. ii']I i.t 
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Indeed, (a) requires only presentation of an argument that "old" theory 

explains the new facts. Next, Al requires finding some hypotheses, among 

those that were offered at some time (and possibly discarded) which explain 

new facts. Situation A2 requires inventing such new hypotheses - since no 

old hypotheses can explain new facts. On the other hand, in Bl one can again 

find the necessary new hypotheses among already suggested ones at some other 

occassions, but one is alse ferced te remeve some of the hypotheses in H as 

false. This may amount to admitting th at one was wrong. Finally, in B2 all 

of the above are combined: one not only has to resign from some previous 

assertions but also invent some entirely new hypotheses. 

Now, if at t there are some competing hypotheses, then at t' for each of 

them the situation becomes one of the five kinds (a), Al - B2, and the state 

may be categorï'zed according to the most serious of the possibilities. The 

following tree depicts these consequences: 

NEW FACTS 

No theories existed which ~ Theories explaining F(t) 

facts,~ ~ existed before. would explain known 

so that science is still 

in search for theoretica I 

explanation. 

At least one of these theo-

the case AI. 

For at least one theory 

the case is A2 or al. 

Figure 2. 

None of these theories 

new facts. 

of the theories 

the case is Al. 

For all theories the case 

is B2 (need for a scienti­

fic revolution). 
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The above scheme describes the effects of the factual process F(t) on the 

theoretica I process T(t). The interaction in the opposite direction is due 

mostly to "competition" of the existing theories: to choose one of them, one 

cannot refer to known facts (since by definition, each of them explains all 

facts). Thus, new facts are needed and the scientists would usually select 

the experiments that offer highest chance of deciding in favour of one theo­

ry against the others. This affects the stream of new facts that are heco­

ming discovered. 

One ought to mention here that there is a third component of knowledge gene­

ration, namely the methodological component, that is a set of instruments, 

techniques, etc. that are used for collecting information, generating hypo­

theses, inference, etc. in a domain. This component changes typically more 

slowly than the factual and theoretical ones. The principal changes are of 

two types: a new method may he invented or brought from another domain; an 

old method may reach its "ceiling of applicability" or its cognitive limits, 

and becomes gradually less used or a method may he less used because change 

of fashion. 

At the end of this section it is wor th while to mention that the (rather 

stringent) requirements of the above communication can he easily relaxed. 

Firstly, as regards theories, they are assumed to he consistent sets of 

propositions that contain all set F(t). As regard consistency, there does 

not seem to he any sens ible way of relaxing this requirement. However, the 

condition that a theory, say H, explains all facts known at a given time is 

not realistic. Most of ten a theory explaines some facts only, so that (drop­

ping for simplicity index t, i.e., writing F for F(t» . one requires only 

that 

CH n CF ! ~ and CH n (CF)c ~ ~. 

There are two important possibilities here. Firstly, there may exist p such 

that pECH and -p E CF, so that we may say that H makes contra-factual 

assumption. Secondly, if no such p exists, we have a theory that leaves same 

fa cts unexplained. 
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It is worth stressing that contrafactual assumptions are more frequent than 

one could expect: for example, any model that treats a discrete varianle as 

continuous, or vice versa makes a contrafactual assumption. 

Suppose now that we have a class of theories in the above sense, i.e., class 

of consistent sets H, such that CH n CF 'I lil. Let this class be A. We can 

than distinguish the class A* of those theories in A which satisfy 

eH () CF ::= CF. The elements of A * are theories in "complete" sense of e x -

plaining all facts. "Incomplete" theories can be ordered as follows: Hl is 

"better" than H2 if CH I n CF ::> CH 2 n CF, so that a better theory explains 

more facts. Elements of A* are, of course, all equal in the sense of this 

relation. The sets 

n (CH n CF) and u (CH n CF) 
HEA HEA 

may be called the ~ and coverage by set of theories A: the first contains 

facts that are explained by all theories in A, while the second contains all 

facts, that explained are by at least one theory. Naturally, if H is such 

that CH n CF 'I lil, than for H to be called a theory, it is necessary that 

the set of fact-s explained by H, should be "sufficiently large" and retains 

"important" facts. 

The expressions in quotations require introducing fuzzy class of "large" 

subsets, and "important" facts. 

To do such a fuzzyfication one needs to define the appropriate membership 

functions. The first step consists of introducing a uni verse W of proposi­

tions, and two mappings a,b: W .. [0,1), with alp), p E W reflecting the 

degree to which p is a "reliable" fact about the domain, and b(p) reflecting 

the degree to which p is "relevant" for the domain. Moreover the functions a 

and bare timedependent so that the facts can change their relevance in 

time, and their knowledge may become more or less reliable. The intersection 

of fuzzy sets corresponding to a and b, i.e. the fuzzy set with membership 

function min(a,b) corresponds now to the process F(t). 

Such definition of facts F(t) requires explanation of the concepts of con-

sistency and of a consequence. As regards consistency, as already mentioned, 
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no relaxation of stringent requirements for non fuzzy case appears reason­

able. Thus, one must require that if some proposition p belongs to set CF in 

a positive degree, than its negation -p does not be long to CF at all. This 

means that 

where f
eF 

is the membership function in the set CF of all consequences 

of elements of F. The latter function may be defined in various ways, for 

instance by postulating the "weakest link" principle: consider all sets of 

prernisses, say PI"",Pn' that imply p, and then define 

fCF(p) - sup min{a(Pi),b(Pi) : Pl"",Pn I such that Pl"'Pn + pl· 

In words , the degree to which p belongs to the set of consequences, is com-

puted as follows: take any set of premises which imply P, and compute the 

degree to which their conjunction belongs to F. Than take the supremum of 

such members , over all sets of prernises. 

At the end, let us return to a non-fuzzy interpretation, with two interac­

ting processes {F(t), T(t) I as a description of a theory. Suppose that at 

some time we have k theories, and that a new fact was discovered. This fa ct 

can then be classified, with respect to each theory into five categories 

(a), Al, A2, Bl and B2. Moreover, each fact may be "generated" by some other 

facts. Such an interpretation may serve as a basis for treatment of the 

process F(t) as a sum of a branching process. One can namely classify facts 

into three categories: those which are generated by exactly one fact ("pa­

rent"), those which are generated by two or more facts ("hybrids"), and 

those which are not generated by any facts (to he called "migrant" facts). 

Consider first only facts of first class, called "normal". Clearly, they 

form a tree, with all facts, except the t op one, having exactly one parent. 

If Pk (k = 0,1, • •• ) is the probability of k facts heing generated by a 

normal fact, we have here a branching process with generating function for 

the nurnber of offspring G(s) = Po + PIs + P2s2 + •• , Denoting by Zn(p) the 

sizes of successible generations of the process originated by a fact p, the 

generating function of Zn(p) is the n-th iterate of g(s), i.e., gn(s) 

g( s). Also, the probability that the process will 

terminate is the smallest root of the equation x = g(x). 
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No", the whole process F( t) of fa cts can he regarnen as a sum of branching 

processes of the above kind, each (perhaps) subcritical, i.e., such that 

m = EkPk < 1, and each generated by a "migrant" fact, arriving (say) ac­

cording to a Poisson stream. 

This model may he now related to the classification of facts: one can namely 

conjecture that a fact ",hich helongs to the category (a) with respect to 

each theory (i.e., does not disprove any of the theories) belongs to a sub­

critical process with m < 1. On the ether hand, a fa ct that belongs to cate­

gories A1-B2 with respect to at least one theory, would belong to a super­

critical process with m > 1. Naturally, the "cascade" of facts, induced by a 

super-critical process, will not grow indefinitely due to cross-breeding 

mechanism. 

On can apply the same branching process ideas to the process of formulating 

theories, regarding a new theory as a modification (or "offspring") of an 

older theory. In fact, ",hen a theory is in a state A1-B2 with respect to a 

fact it has to he modified, hence replaced by a new theery. Let now 

Po ,P l ,··· he the probability distribution of the number of "offspring" of a 

theory. We have here Po + P l • 1, so that typically a theory will give ri se 

to one theory only, or become abandoned. Typically, therefore these proces­

ses will be subcritical, and the whole process will be supported by "mi­

grant" theories, orioginated according to some Poisson-type stream. 

From the above analysis it appears that the process will, in general have a 

tendency to decrease; there will usually he fewer theories in the next time 

unit than in the preceding one, and we willobserve a "convergence" to a 

single theory. On the other hand, there will alse be periods of high preli-

feration of theoriesi this wi11 occur, in general, when the process defined 

for facts has relatively few elements. There is then a scarcity of new 

facts, and those which appear are covered by theories. This, intuitively 

speaking, gives rise to theorizing, hence to an increase. 

The assumption that migrant theories appear according to the Poisson process 

on somewhat higher level suggests a negative association hetween the proces­

ses of facts and theories. Letting X(t) he the number of facts kno",n at t, 

and by y(t) the number of theories at t ene could conjecture that X(t) and 

Y(tl are negatively related, so that (pretending they are continuous varia-
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bles), their derivatives are of the opposite signs: if X' (t) > 0, then 

Y'(t) < 0 and c o nversely. 

One of the above implications was justified. The other may he justified by 

the argument that whenever there are many alternative theories, each new 

fact has a hi gh chance t o "cause trouble" f or a number of theories. Thus, as 

the number of facts grows, the number of theories will tend to decline due 

to their elimination. One may amplify the above by connecting the rate of 

elimination of theories with the rate of appearance of fats which lead to 

situations of type B2 as opposed to "easier" situations Al, A2 and Bl. 

One of the goals of these considerations was to analyse the effects of "so­

cia 1 filtering" of facts, that is, their over- and underestimation. Here the 

situation is as follows: suppose that two groups of scientists advance two 

theories. Suppose that a new fact was discovered, and that one group under­

estimates and the other overestimates this facto Such a situation may hap­

pen, e.g., in a case of cornpeting centers in one domain. Generally underes­

timation of importance of facts tends to slow down the branching process of 

fact accurnulation, while overestimation has an opposite effect on theories; 

over- and underestimation will have a tendency to delay or hasten the pro­

cess of replacement, modification or abandoning a theory. 

4.3. BASIC PROBLEMS OF OBSERVABILITY 

Problems of observability may he represented as follows. The phenomenon to 

be observed is assumed to he described in terrns of n attributes, say 

y 1' •.. 'Yn· Ta determine the state of the phenomenon at any given time , one 

needs to know the values of all components. 

The constraints on observability may be of three types. Firstly, it is quite 

common that va lues of a given variabie can be known only up to some preci­

sion • In other words, instead of the true value y 1 say, we observe some 

values * Yl, where E is the error of observation. Typical 

assumptions that are made about E, to he found in any statistic textbook, 

are that E has normal distribution, with some mean (zero, if measurements 

are unbiased), and the standard deviation equals one • 



Another kind of restrietion on observability is of conditional character: it 

is typified by aeonstraint that if Yi assumes a value in some range, then 

one eannot observe the value of variabie Yj (here j may be equal i). In 

practice such a situation occurs when some va lues (usually the extreme ones) 

cannot be observed at all, or prevent observations of some other variable or 

variables. 

Finally, the third type of constraint concerns joint observability; it is 

typified by the situation where Yi and Yj may each be observed, but not 

jointly: if one decides to observe Yi (in a given instance of the phenome­

non) then one cannot observe Yj' This means, that (in statistical con­

texts), one may observe only marginal distributions of Yi and Yj' but 

not their joint distribution. 

Of course, all three kinds of constraints may operate at the same time in a 

given phenomenon. Of most interest is here the third type of constraints. 

Suppose that one wants to study a random object, such as "epidemie", "infla­

tion" , etc. Such objects may be characterized by a (perhaps fuzzy) set of 

states of a certain system, such as society described in terrns of a specific 

disease, contacts between infectives and susceptibles I etc. I or economy I 

described in terms of supplies of various goods, prices, demands, etc. It 

will be convenient to refer to the "system" under consideration as carrier. 

Thus, a specific carrier may he in a state of an "epidemie", or in a state 

of "no epidemic"; another specific carrier may be in a state of "inflation" , 

etc. The set of states of the carrier, which are characteristic for an epi­

demic may be fuzzy or not; we shall return to this point in the subsequent 

parts of this section. 

The main issue now is simply that in describing the state of the carrier at 

any given time, one has to decide as to which attributes are needed for the 

description of the state, and which are not. To continue with the example of 

epidemie, the state description should be sufficiently rich so as to enable 

one to study a wide class of phenomena covered by "epidemic theory", and 

yet, sufficiently parsimonious for making it practically usable. 

-
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For instanee. if we restriet the analysis t o one particular disease. say Q. 

the state description might involve: 

(a) the specification of the state of health (regarding the desease 0) of 

all members of society. This information has the form of a subset 

S' C S, where S is the set of all members of a given society, and S' is 

the class of all members wo have the disease 0; 

(b) the specification of all contacts hetween members of S' and members of 

S - S'. or more generally. between members of S. within some period of 

time. e.g •• last 14 days. etc. This information has the form of a rela­

tion CeS x S. where sCs' means that s and s' contacted each other in 

the period of time under consideration; 

(c) the location of each member of the society at a given time. This infor­

mation has the form of a function. say F. which assigns locations to 

elements of S. 

Clearly. such a state description may he too rich for some purposes. and not 

rich enough for some other purposes. This example illustrates the fa ct that 

ucompletenesst' of the state description is a concept relative to the given 

goal of analysis. 

Observability networks 

Suppose that the decision about the choice of state description was made. 

Regardless of the particular form of this description (e.g •• specification 

of the set S'. relation Ces x S. and function F. as in the case of an 

epidemie). it may always he assumed that the state description is reducible 

to the form of a vector (x1 ••••• xn ) of attribute values. Here 

N {1.2 ••••• n) 

is the set of labels of attributes. and for each i N, we have 

Xi Vi u (.). where Vi is the set of possible values of the i-the 

attribute. with • denoting the fa ct that i-the attribute is "not applicable" 

in a given situation. 
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The constraints of observability consist of the fact that not all attribute 

va lues may be observed jointly: it may happen that observing a value xi of 

i-th attribute in a given instance may make it impossible to observe the 

value Xj assumed by j-the attribute. Such observability constraints may be 

related to various causes. Sometimes observations o f one variable (attri­

bute) may make it physically impossible to observe some other variable or 

variables; sornetirnes the constraints may he due to econmical reasons (e.g., 

limitations of costs), etc. 

Generally, the observability constraints may be characterized by specifying 

a family, say G, of subsets of N. The interpretation here is simply that if 

A E G, then it is possible to observe all values of attributes from A, in a 

given instance (in another instance one may select some other attributes to 

observe). Naturally, the family G may be time-dependent, for simplicity, 

however, we assume that G is time-invariant. We assume that G satisfies the 

following. 

HYPOTHESIS 1: If A E G and B C A, then BEG, 

This hypothesis states that if a certain set of attributes permits joint 

observability, then the same is true for every subset of this set . To justi­

fy this assumption on intuitive ground, it sufficies to rephrase it, by say­

ing th at one can always resign from observing some attributes. 

DEFINITION 1: We shall say that the attribute i E N is observable, if there 

is an A such th at i E A and A E G. 

Let N* denote the class of all observable attributes. Hypothesis 1 allows 

us to define a natural concept, namely that of maximally observable sets. 

DEFINITION 2: A set A G will be called maximally observable, if the condi-

tions A C Band A f B imply B f G. 

Thus, a set is maximally observable if its attributes are observable joint­

ly, but addition of one more attribute to this set makes it not in G. Clear­

ly, the maximally observable sets are not unique; there may exist several of 

them. Generally, let G* be the class of all maximal sets. We have then 
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------------------------ -----------------------------------

THEOREM 1: If A,B E G*, then A c: D implies A B. 

This theorem asserts that maximally observable sets are not comparable with 

respect to the relation of inclusion. It turns out that the class G* of 

maximally observable sets determines uniquely the class G of observable 

sets; we have namely the following theorem. 

THEOREM 2 : We have the following identity: 

G = {A such that there is a B E G* with AC Bj. 

We may now describe some of the most important contingencies which may oc-

cur. 

DEFINITION 3: If i A, we 

versally observable 

say 

and 

the that 

the set 

called the ~ of observability . 

i-th 

C 

attribute 

DG* A 

is ~­

will be 

Each rnaximally observable set is therefore representable as a union C U B, 

where C is the core, and B may be assumed dis joint with C. Let H be the 

class of sets obtained in this way, so th at 

G* {CUB:BEHj. 

DEFINITION 4: We say that a set of attributes A' with A' n C 

ly constrained, if 

(a) A' contains at least two elements; 

(b) C U A' E G; 

(c) B H => A' C B or A' n B 

i2l is uniform-

DEFINITION 5: We say that the sets A' and A" constitute a mutual tradeoff, 

if they are uniformly constrained, and for every B E H 

[A' C B => A" n B i2l & A" C B => A' n B 

To explain the introduced concepts , it is best to use an example. Let 

a,h,e, •.. denote the labels of attributes. and suppose that the class G* 

of maximally observable sets contains the following sets 
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{a,b,c,d,e}; {a,b,e,f,g,h); {a,b,f,9,h,i}; {a,b,f,g,h,j) 

Then a and b belong to every set in G*; in fact 

c n * A 
AEG 

{a,bl, 

50 that a and bare universally observable, and C {a,b) is the core. 

Next, {c,dl and {f,g,hl appear always together: either all of these elements 

or none of them belong to very element of G* This means that {c, dl and 

{f,g,hl are uniformly constrained. Moreover, if c and d belong to the obser­

vable set, then f, g and h do not belong to it, and conversely, hence {c,dl 

and {f,g,h} constitute an observability trade-off. In practice, it means 

that if one decides to observe both c and d (or one of them), then one can­

not observe any of the attributes f, g and h. The remaining elements, e, i 

and j do not belong to any constrained set. 

An example of observability constraints in the social sciences may be pro­

vided by the well known experiment of Asch concerning the resistance to 

social pressure. There are 8 subjects in the experiment, but only one of 

them is being tested, while the remaining seven are especially instructed to 

give deliberately false answers (e.g., to some question about length discri­

mination, etc.). The pers on tested replies as the last, and he mayor may 

not "give up" under social pressure, replying as the others, or may follow 

his conviction. Now, before the experiment starts, the resistance to social 

pressure may be tested for each of the 8 subjects. However, the decision to 

observe it for one pers on makes it impossible to observe it for any of the 

remaining seven, since they must be instructed in a special way, preventing 

the measurement at any time later. Thus, the maximal observable sets here 

are singletons, or sets consisting of one person only. 

The consequences of observability constraints are best seen when one con-

siders their affect on collection of statistical data. 

Suppose that the values of attributes (xl' ••• ,xn > characterize the objects 

from same population. The elements of the population are sampled, and there-
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fore the attribute values may be treated as random variables, say 

(XI, ••• ,Xn ), with some joint probability distribution. 

This probability distribution represents, in asense, the complete knowledge 

about the laws governing the attributes, their statistical interrelation­

ships, etc. 

Now, observability constraints, as specified by the class G of subsets of N, 

make it impossible to estimate certain joint distributions. For example, 

assume for simplicty that xl and x 2 are observable separately, but not 

jointly, so that 

(tor all A E G): 1 E A => 2 f A. 

Consequently, for each sampled element we must make the decision whether to 

record the value of Xl or x 2 (or perhaps none of them); one cannot observe 

both of them for the same element of the sample. This means simply that 

there is no access to the joint distribution of (X I ,X2 ), even though we may 

estimate their marginal distributions. 

A similar situation occurs for joint distributions of more than two random 

variables : the observablity network G, and in particular the class G* of 

maximally observable sets, determines for which sets of random variables we 

may estimate their joint probability distributions. 

In subsequent sections, the concept of observability network will he cornbin­

ed with the notion of a ~, which specifies (within the observability 

constraints) the temporal pattern of collecting information, in case when we 

deal with a dynamically changing random object. 

Further constraints on observability 

This section will concern some additional constraints on observability, 

which operate, so to speak, within the observability networks. Suppose that 
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the observer decided, in a given instanee, to observe all attributes with 

indices in a set A, that is, all attributes xi with i E A. Naturally, we 

must have A E G, i.e. all attributes which the experimentor intends to ob­

serve must he jointly observable. Let 

A 

We may regard xA as a realization of a vector-valued random variable XA• 

The constraints on observability which we shall consider in this section 

consist simply of the fa ct that the experimentor observes not the value of 

XA' but some (possibly random) function of XA' say 

Here h is some function, not necessarily numerical, and ç is a random dis-

tortion of observation (with ~ and xA not observable separately). 

The above ·scheme is sufficiently general and rich to cover most cases which 

may occur. One typical case occurs when xA represents a numerical value of 

an attribute, which one tries to measure by means of a certain instrument 

(e.g. a physical measurement tool, a psychological test, etc.). In this 

case, ~ is a random error and 

y 

This simple additive model, according to which the observed value y is the 

sum of (unobservable) true value of the attribute XAI and (unobservable) 

error F;, serves as a basis for large number of statistical techniques of 

estimation. 

Note that in the above setup xA may be one-dimensional or multi-dimensio­

nali the random disturbance ~ has as many components as XAI and addition 

is interpreted as addition of vectors. 

Another fairly typica1 examp1e is simp1e the grouping of the data. To i1-

lustrate the point, assume that ~ is absent, and that the observations are 
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grouped (i.e. assigned to classes of some classification). In this case we 

have 

y label of the elass to whieh xA belongs. 

Typically, instead of learning (say) a person's age, one obtains the infor­

mation that he belongs to the class labeled "Between 25 and 30" etc. In this 

case, denoting 

y} 

we know, af ter observing y, that the attribute value xA belongs to the 

above set. 

A very CQmmon situatien here is when h assumes linguistic values, and the 

set h-1(y) is fuzzy. Returning again to the exampie with xA being the 

person's age, the observer Iearns, instead of the value xA' only the value 

h(xA) ~ old, etc. Here h- 1 (old) is a fuzzy subset of the real axis, with 

membership function discussed extensively by Zadeh, starting with his ear­

liest papers on fuzzy set theory. 

Generally , when the observations are disturbed by the function h( xA'~ ), 

the situation may be described as follows. In all cases of practical impor­

tanee, one is either af ter some "truth", or one is trying to make a deci­

sion, which is to be optimal from the point of view of some criterion. The 

truth may be identified here with the (unobservable) value xA of the at­

tribute of attributes, or alternatively, with the probability distribution 

of xA' The function h( xA' ~) represents then the restrictions conderning 

the access to the truth: the effects of random deviations from the truth, 

and the effects of destroying information by grouping, classification, use 

of fuzzy terms, etc. 

If one uses the knowlegde of xA for making the decision, the situation may 

be described as follows. Suppose that if xA were known, then the optimal 

decision (from the point of view of a given criterion) would also be known. 

Since xA is unknown, and only y ~ h( xA' ~) is observed, one cannot, in 

general expect to do as weIl as if xA were known. 
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Suppose tor simplicity that the function h does not invo lve random compo­

nent, 50 that y = h(XA)' and that the se t s h- 1 (y) defined by (*) are not 

fuzzy. Numerous ways have been suggested for measuring the loss of informa­

tion due to the use of function h. To present one of them, based on the 

principle of "regret" from decision theory, assume that the available deci­

siens ferm a set D, and that with each decis ien dEO and attribute value 

xA ene rnay associate the "10SS" L(d,xA) which ene suffers if one makes 

the decision dunder the "true state" XAe 

In the sequel, we assume that the function L is nonnegative. Moreover, as­

sume that for each xA there exists the "appropriate" decision d(xA) with 

o. Thus, if l<A were known, we would be able to find the 

decisien which yields no 1055 (hence is optima1, since L is assurned to he 

nonnegati ve) • 

Now, hecause of the constraints of observability, the decision d has to be 

based on the observed value y h(xA). Let us denote this decision by 

d(y), so that the decision procedure is a function which maps the set of 

values of h into D. In other words, the decision procedure must he defined 

on the class of all sets of the form h- 1 (y), or still differently, must be a 

function of l<A which is constant on sets of partition generated by h. 

Now, if we make the decision d(y), while the va1ue of the attribute is xA 

(and such that y = h(xA»' then the 10ss is L(d(y), xA', and the maxima1 

1055 which may cccur is 

R(y) sup L(d(y), x ). 
x

A 
E h- 1 (y) A 

One may then take as a measure of the loss of information due to the use o f 

function h, the value 

R sup R(y). 

Y 

The measure above is somewhat pessimistic. in the sense that it assigns the 

same weights to all xA E h- 1 (y). In reality, ene can usually consider the 
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conditional probability distribution of xA given y, and then take the 

expected value of L(d(yl, xAl, instead of supremum. 

4.4. THE CONCEPT OF MASK 

Generally , when studying a certain phenomenon, the observer faces the fol­

l owing situation. The phenomenon may be represented by a family of interre­

lated random variables, say {XW1 W E w}, where W is some parameter set. 

The elements of Ware labels of observable random variables, and the values 

of these random variables represent the results of experiments or observa-

tions. Sometimes the observed value is regarded as "distorted", or biased, 

observation of some underlying "truel! value. 

The observer's first choice is to define operational ly the phenomenon which 

he studies. This choice depends on the goal of research, and even for the 

same goal the choice need not he unique. This choice consists of selecting a 

finite nwnber of elements of V, which he intends to ob-

serve, and which (in his opinion) "cover" the phenomenon. Ta give an exam-

ple, suppose that the phenomenon in question is generally termed "measles·. 

Various variables which ane might wish to observe concern the individual 

course of illness, dynamics of appearence of symptoms, various facts per­

taining to immunity, etc., epidemiological properties, like spread of 

measles in a given community, and so on. The choice of variables depends on 

the goal of study, and for the same goal, two researchers are likely to 

choose different variables • Whether or not the selected variables "cover" 

the phenomenon, in the sense that they provide information sufficient to 

attain the goai, is usually impossible to determine a priori with full cer­

tainty. 

Suppose now that the researcher made his decision, say vI"" ,vN of labels 

of variables to observe, so that his object of interest are variables 

[x (tl, x (tl]. This set of variables provides then a 
vI vN 

state description of the phenomenon. As a rule, these variables are interre-

lated, i.e. constitute a system. To collect information about the interrela-
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tions, one needs a sample of data about the values of these variables for a 

given set of maments. The temporal patterns of a sample point is a mask, as 

defined by Klir (1972). Thus, assuming for simplicity that time is discrete, 

a mask is a set of pairs 

some nonnegative integers. The 

of the form (vi' k
ij

), 

intended interpretation is 

where 

such 

variable with label vi is to be observed at each of the times k ij • 

k.. are 
l.J 

that the 

For example, if the mask consists of pairs (v l ,2), (v l ,3), (vl,S), (v3 ,0), 

and 

served at times t = 

(v
4
,S), then the random variable X 

vI 
is to 

2, t = 3 and t = 5, the random variable X 
v 3 

be ob-

is to 

be observed at t = 0, and the random variabie X 
v 4 

is to be abserved at 

times t = 0, t = 1 and t = S. Other random variables are not observed under 

this mask. 

Denote now, for a given mask M 

and 

min 
i,j 

k .. 
l.J 

max(k
ij 

- t
M

)· 
i,j 

The moment t M will be called the ancharing time of the mass M, and hM 

will he called the horizon of mask M. We shall say that mask M strictly 

precedes mask MI, if 

This condition means that the collection of data according to mask M' begins 

af ter the collection of data according to mask M is terminated. It follows 

in particular, that if M strictly precedes M', then the sets of pairs in 

masKs Mand MI are disjoint. 
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Formally, a mask is simply a finite subset of the Cartesian product V x T, 

where T is the time axis. Let FM be the class of all masks M such that the 

set of variables (Xv(t), (v,t) E MI is jointly observable; the elements of 

FM will be called feasible rnasks. In the sequel, all considerations will 

he restricted to feasible masks. If M is the mask, let 

V(M) Iv E V: (v,t) E M for some tI, 

so that V(M) is simply the class of all variables which are to he observed 

under mask M. Furthermore, for v E V(M) let 

{t E T: (v,t) E MI 

he the temporal trace of the variable with label v. 

Finally, we introduce the following definition. Two masks, Mand M' are said 

to be temporally equivalent, M - M', if there is a t* such that 

(v,t) E M iff (v,t + t*) E M'. 

Obviously, the temporal equivalence is an equivalence relation, i.e. it is 

reflexive, symmetrie and transitive, so that the class of all masks may he 

partitioned into subclasses of temporally equivalent masks. We have the 

following theorem. 

THEOREM 3: If M - M' , 

then V(M) V(M'), and the temporal traces of each variable 

v E V(M) are translations of one another by the amount t*. 

We have also 

THEOREM 4: If M - M', and t* > h M, 

then M strictly precedes M', and if < then M' 

strictly precedes M. 

To appreciate the variety of situations in which different types of masks 

are applied, it is best to consider some typical examples. 
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1. Systems with reset possibility. 

Consider a simple system wi th two components, labeled v j and v2 ' and a 

control variabie labeled v 3 • In the deterministic case, the state of the 

system at t, i.e. the triplet 

determines uniquely the values X (t+1) 
v j 

[X (t), 
v j 

and X (t+1), 
v 2 

X (t+1) 
v

1 

f
1
[t, X (t), X (t), X (t)] 

v
1 

v
2 

v
3 

and 

X (t+1) 
v

2 

X (t), 
v 2 
sa that 

Typically, the functions f j and f 2 are not known, and one of the main 

issues is to determine such properties of fj and f 2 which would enable 

one to optimally control the system, i.e., find a rule d ~ dIt, X 
v j 

X ) 
v 2 

of setting the control variabie at time t+1, which optimizes 

the performance of the system, the latter measured by some known function 

IX (t), X (t), t 
v j v 2 

the sequence , I 2, ••• }. The problem of 

stated in such two variables, and more than one control variabie. 

Obviously, if the unknown functions fj and f 2 depend on t, there is not 

much that can be done. However, of ten one may aSSume stationarity, in 

which case they do not depend on time. 

The functions fj and f 2 may he determined, at least partially, if one may 

reset the arguments X and . v
j 

X (inputs) 
v 2 

and X (control) 
v 3 

at some values of interest, and observe the subsequent va lues 

X (t+s) and X (t+s) for a given control sequence. The mask 
v j v 2 

tells us which va lues to record. 

In case of a deterministic system, one such observed pattern may he suf­

ficient to determine the va lues of the functions fj and f 2 for given 

inputs. In case of non-deterministic systems, one may need a series of 

"identical" observations, i.e. apply each time a mask which is equivalent 

- rilM i I i 111_ 1 11 J 1 IJ I. II Illlilli.lll0 
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to the original one in the sense of time translation. For such observa­

tions one needs to he able to "reset" the system at will for some desired 

set of initial variables. 

Of ten the system which one studies may appear in a number of independent 

"copies·' , in which case one may think of each copy as being "reset", but 

without the possibility of controlling the input variables. For instance, 

in ass e ssing the long-term effects of some medical treatments, the pa­

tients are asked to report to the hospita 1 for a follow-up study. A mask 

may require that they report for a checkup (and measurement of some vari­

ables of interest) at specific times, such as every two weeks during the 

first 3 months, then one a month for a year, and then every 6 months, 

etc. Here the masks for each patient are the same up to the choice of the 

initial moment, so that they are equivalent. In this case, the masks do 

not have to precede one another, as in the case of one system which must 

he reset when new observations start. 

2. Stationary processes. 

Resetting the system may be possible in cases of some instrument of de-

vice which may be "s topped tl and observed, 50 to say, "from the begin­

ning" • Of ten this is not possible. Imagine, for instance, a system of 

price changes of some commodities, weather characteristics in several 

localities, etc. Here we deal with a process (which mayor may not he 

under partial control) which occurs only once, and cannot he repeated. In 

such a case, a reasonable sampling scheme would call for masks Ml'Mz' ••• ' 

with Mi Mi+1 fopr each i 1,2, ••• , and such that t* is posi­

tive. Whether or not each mask Mi ought to he strictly preceding 

Mi+1 depends on the statistical procedure employed. In case of 

strict precedence, the sample points do not overlap. In the opposite 

case, it may happen that n and the sample points 

may be linked into a chain. 

3. Random maslts. 

Of ten the mask becomes changed in the process of taking the observations, 

i.e. one may decide to take some additional observations, of new vari­

ables, or of the variables observed until a given time. Such a situation 

may occur, e. g. in case of fOllow-up medical studies mentioned above. 

Thus, one may deeide to inerease the frequeney of cheekups, or take some 

::r:= ... :a: __________ ..... ~-
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additional me asure me nts when observing some abnormal or otherwise inte-

resting results. In this case , the plan calls for amending the mask, 

depending on the results of obs ervations. 

To describe it formally, such a random mas k may be characterized inducti­

vely by a function K, whose argume nts are sets of values observed up to 

time t (including the empty set), and its value s a r e pairs (V',t') with 

VI c V and ti > ti or with value ~. 

The rule K is to be interpreted as follows. Let K( ~) ~ (V', t ' ). This 

means that we are to take the observations of variables Xv(t'), v E V'. 

Given these values, let K[Xv(t'), v E V')] (VU,t U). This means that, 

having observed the va lues at t', we should now proceed to observe t h e 

values Xv(t"), v E V", and so forth. Eventually, when the value of K at 

some set of arguments is ~ , we stop taking the observations. The result­

ing mask, i.e . the set of values to be observed and the times of taking 

these observations, is random, and depends on the actually observed 

va lues • A typical example of such a mask is the process of sequential 

testing of hypotheses, where the mask is simply (assuming one observation 

per unit time) t = (1,2, .•• ,NI, where N is the random number of observa­

tions. 

The collectionof data observed through a mask or a set of masks is the data 

base for the study of the phenomenon in question. 

The variables observed through a mask are on various levels of generality. 

Given a mask Mand the set VtM) of observed variables, the latter partitions 

among various generality levels. If VtM) is contained in one level of gene­

rality, the mask may be cal led homogeneous , in the opposite case it may be 

called h e teroneneous (with respect to generality levels) . Since masks are 

sets in W = V x T, one may consider various set-theoretica 1 operations, so 

th at one can speak of intersections, unions, etc. of masks. In particular, 

if one chooses a subset of a mask on a given level of generality, one ob­

tains a homogeneous mask. 

A maak may be called faithful, if the set VtM) containa all variables which 

are relevant for a given phenomenon, or for a given goal of study. In this 

eenae, faithfulness is a goal-dependent concept. 

"ii I i iJlt m_ d'._ WM r i _I_tiJ • 
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Given a class of semantically interrelated goals, and a class of faithful 

masks, one may consider their intersection, and call it the base of faith­

fulness. In this set, each variable helongs to each goal, hence one may call 

such a mask invariant with respect to the change of goals. If the estimated 

value (on the basis of a mask) is close to the true value, we sya that the 

mask is statistically faithful, or a posteriori faithful, as opposed te the 

prior faithfulness discussed above. 

Still another type of faithfulness may he identified with the robustness of 

the used method of estimation, i.e. the sensitivity to the deviations from 

the true value of the parameters of the phenomenon. 

The relevance function may change in time, and also as the result of expe­

riments, so that the concept of fai thfulness also changes: the mask which 

was faithful at a given time need not have this property at some other time. 

Finally, let us mention that since the masks are used sequentially, they 

form strings of masks (for the same phenomenon). The class of all finite 

strings of masks which are admissible for a given phenomenon constitute the 

language of masks, in the sense to he found in Nowakowska (1984). In fact, 

we have here a fuzzy language of masks, if ane considers grades of admissi­

bility. One mayalso, using the criteria of admissibility, select subclasses 

which satisfy to a given degree the criteria of faithfulness and exactness. 

One could imagine further restrictions of these languages , by ethicalor 

deontic valuations. 

It is important to mention that in this case one can carry over some of the 

ideas of formal action theory (Nowakowska, 1973) especially in its fuzzy 

version, e.g. concepts of decisive moments, praxiological sets of masks, 

complete possibility, periodicity, and in particular, the analysis of homo­

nymity and synonymity. 

One could hope that the outlined theory of masks and observability may turn 

out to he fruitful in the foundations of statistics, where the notions of 

observability and theory of experiments are still not uniformly developed, 

and there is a lack of unified formal foundations of the theory of observa­

tions. Also, the above concepts may prove useful in the theory of mathemati­

cal modelling. 
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CHAPTER 5 

STAGGERING KNOWLEDGE IN A PARALLEL EXPERT SYSTEM 

H. Jaap van den Herik and Henk Koppelaar 

With an increasing nwnber of rules in a knowl edge - based system 

the process time will slow down. A paralle l processing approach 

would seem appropriate for speeding up performance. This paper 

aims at selecting the appropr i ate parallel architecture which will 

produce a required throughput for the minimum increase in cost. 

The decision can be made most rationally by simulating alterna­

tives , t o see what performance can be expected from them. The 

results are based on the simulated parallel knowledge -based system 

at Delft University of Technology: HYDRA. 

5.1. PARALLEL KNOWLEDGE-BASED SYSTEMS 

A characteristic feature of expert systems is that the inference mechanisms 

and the knowledge are treated separately. In most expert systems, knowledge 

is stored in the form of rules. This approach has the advantage that the 

knowledge is easily expressible and expandable. Rules, being modular, allow 

augrnenting the knowledge incrementally and so to improve the model' s veri­

similitude. 

The most prominent reason for parallelization is increase of speed. Using 

this technique, a given problem is split into subproblems, which are solved 

by processes operating almost independently and in parallel. The difficul­

ties lie in achieving independenee (Waldinger, 1977) and in handling condi­

tions adequately. These difficulties are worth sol ving because paralleliza­

tion can result in surprisingly good performance (Kornfeld, 1982). 

Among the early writings in this area are papers by Corkill (1979) and Kono­

lige and Nilsson (1980). But to our best knowledge none of the proposals 

have been implemented. Corkill generalized NOAH by allocating varioue high 
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level goals among processes. This is immediate since NOAH assumes indepen­

dence among goals. The Konolige and Nilsson paper generalizes STRIPS by 

permitting multiple robots to model each other's planning process. In rule­

based expert systems, the rules are loosely coupled. In the next section we 

point out that we have adopted the architecture of one inference engine 

parallelized over an adjustable number of rule processors. Remernber: the 

rules themselves are loosely coupled. 

An Agenda-Driven Parallel Knowledge-Based System 

When building a parallel knowledge-based system the designer must he on the 

alert not to introduce a bottleneck in the farm of a Master Contral gov­

erning all (mutually parallel) inference engines. A centralized-control 

approach with such a Master Control is expected to he overloaded by the rnany 

tasks concerning jobs (selecting, assigning), control signals (receiving, 

sending), results (accepting, bookkeeping) and adrninistration (updating, 

interrogating). Therefore, we have developed a decentralized approach to 

parallel KBSs (Groen et al., 1985 a). 

The chief idea is to parallelize one inference engine into several adrninis­

trative processes and a nurnber of rule processors, performing only very 

specific tasks. In the expert system, termed HYDRA (HYpothesis Deduction 

through Rule Application), this idea is realized. lts fundamentals will he 

briefly discussed helow; an extensive description can he found in Groen et 

al. (1985 a, 1985 b). 

In an agenda-driven parallel knowledge-based system, the following data 

structures are important: Data Base (DB), Rule Agenda (RA), Rule Base (RB), 

Question Agenda (QA) and Question Queue (QQ) . Five different processes can 

he distinguished: Data Base Manager (OBM), Rule Agenda Manager (RAM), Rule 

Processor (RP), Question Agenda Manager (QAM) and User Interface (UI). With 

the exception of the RPs, the processes appear anly singly, the RPs rnay act 

with any nurnber af capies allowed by the architecture. 

In figure 1 the design of an agenda-driven parallel knowledge-based system 

with an inference engine consisting of a Rule Agenda Manager (RAM) and a 
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number of simultaneously operating Rule Processors (RPs) is presented. The 

RPs find their tasKs in the Rule Agenda (RA) administrated by the RAM. When-

ever a RP can find neither a proof nor a disproof of a rule, nor other rules 

in the Rule Base (RB) which might be of help, it sends a question to the 

Question Agenda Manager (QAM). The QAM arranges the Question Agenda (QA) and 

communicates with the Us er by means of the User Interface (UI). 

The Rule Agenda 

The rule agenda is a concept adopted from Lenat (1982). lts structure has 

been kept simpie. For every rule in the rule base, an entry with two fields 

is created: a status field and a priority field. Each status field may as­

sume one of three values (0, or 1, or 2): 

0: meaning that the ru ie is neither proved nor disproved, and therefore is 

due for processing; 

1: meaning that the rule is being processed; 

2: meaning that the rule has been proved or disproved, and therefore its 

conclusion acquires the status of a facto 

Rationally, we only allawasingle rule to be processed by one rule proces­

sor at a time. The value of the priority field (a measure of the importance 

of the ru ie to be processed) is dependent on the strategy implemented. Of 

cou.rse, an optimal priority function is related to t he structure of the 

domain (Davis, 1982). In the current implementation, however, a plain stra­

tegy is employed. Due to parallellization, interruptions of the search pro-

/i cess may occur even when acting in a promising part of the search space. 

This type of interruption is called the staggering effect. In order to pre­

vent staggering special strategies might be deve loped; although they lead to 

more complex structures they have proved to be suitable in same domains 

(Henseler et al., 1986). 

-
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Figure 1: An Agenda-Driven Parallel Knowledge-Based System 
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The Tasks of a Rule Processor 

ln the parallel knowledge-based system described above, a rule processor is 

generally engaged in trying to (di s )prove a ruie. As soon as a ruie proces­

sor is free, it consults the ruie agenda for the next ruie (with highest 

priority) te he precessed. A rule processor performs its tasks in the fol­

lowing o rder. 

1. ~ a rule with the highest priority from the RA. 

2. For all clauses inspect whether they are (dis)proved facts. 

3. lF definite answer THEN send results to RAM and OBM 
[rule is proved or dispr~j , and terminate. 

4. lF no definite answe r TH EN 

~---inspect RB for 
~send result to 

further applicabie rules and 
RAM 

[the rules selected will be included in the RA with their priority values 
updatedj, and terminate. 

5. IF no further rules are applicable TH EN ask the user via the QAM, and 
terminate. 

Oepending on the results of such a rule processor one or more of the fol­

lowing actions have to he executed: 

- updating the data base; 

- updating the rule agenda; 

- updating the question agenda. 

Accessibility 

It will be obvious that access to the RA is exclusive to the RAM and the set 

of RPs. We allow concurrent reading but exclude all reading while writing. 

Concurrent reading in the data base is permitted to the RPs. Writing in the 

data base is the privilege of the OBM receiving its information from the 

rule processors or the user interface. In relation to the QA the RPs' output 

is serialized by the QAM. 

i J i .WII _W" .i. lil".. iW i i.U=== 
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5.2. HYDRA 

Parallel computers and parallel programs de aling with knowledge are still in 

their infancy; therefore, many researchers resort to simulating a parallel 

computer for their parallel programs. The methodologies for designing the 

best, e.g., optimal in time, parallel algorithms are still in discussion. 

While looki n g for an optimal algorithm the investigation of the o verhe ads 

caused by extra search, conununication and synchronization must be combined 

with an analysis of the scheduling strategy (Marsland and Popowich, 1985). 

Efficient parallel computer programs are shown to be dependent on organiza­

tional structures as well as on heuristics guiding the order of the proces-

ses. 

The absence of an appropria te multiprocessor architecture induced us to 

simulate t h e parallel KBS on a uniprocessor system. The program HYDRA is 

written in Modula-2 (Wirth, 1985) and runs on a PDP 11/45 of t h e Computing 

Centre of the Delft Uni versity of Techno logy. Inputs to HYDRA in its present 

form are: 

- the number of RPs; 

- the length of QA queue; 

- the name of the initial data base to be considered; 

- the name of the rule base to be considered. 

HYDRA with one RF and with the RAM strategy outlined is, almost, a conven­

tional backward-chaining system with the due acceptance of staggering. 

Still, eve n in a backward-chaining system, the order of questions asked 

depends on its strategy, which may vary all along the path from depth-first 

to A* or AO* (Rich, 1983), hence staggering, though inconvenient, is not 

at all peculiar to HYDRA. 

Relations between processes and data structures 

In order to improve the performance of a parallel KBS or even to optimize 

it, a careful examination of the organization structure with respect to the 

relations between processes and data structures is required. For this pur-
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pose, it is important to know whi ch processes operate on the distinct data 

structures. Which process is reading (R) or writing (W) in a data structure 

and how is this action performed: by direct access (0) or by sequentially 

following the complete data st ructure (S). In tab ie 1 an overview is pre-

sented. 

~ tr. DB RA RB QA QQ 
process 

DBM (W,D) 

RAM (W,D) 

Rf' (R , D) (R,S)(W,D) (R,S) 

~Ah i i (R,D) (w,S) 

UI (W,D) (R,S) 

Table 1: How processes make use c F the data structures in HYDRA 

Legend: (R,*) means reading 
(W,*) means writing 

(*,0) means direct access to the 
data structure 

(*,S) means sequentially follow­
ing the data structure 

In table 2, the communication and the direction of the information flow 

between the processes in HYDRA are outlined. 'rwo types of communication are 

distinguished: direct (X) and indirect (*). When the communication is di-

rect, the receiver will process the information as soon as possible; in case 

of indirect communication the receiver itself decides on when to process the 

information delivered. 

DBM RAM RPi RPj QAH UI 

process 

DBM • • 
RAM • 
RPi X 

RPj X X 

QAH 

UI X 

~: The communiation between processes in HYDRA. 

Legend: X means direct communication * means indirect communicatinn 
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In table 2, it is made clear that HYDRA's decentralized - control approach 

leads to a structure of loosely coup led processes. Experiments have demon­

strated that increasing the number o f RPs r,lises the work load of the RAM 

(Groen et al. 1985 b). In a parallel environment, the RAM's access time to 

the RA is in competition with any RP's time. When every RP has to wait 100 

msec due to the RAM's activity, t he so lution is postponed with 100 msec. 

5.3. EXPERT DIAGNOSES 

Before entering upon a more detailed description of the simulated architec-

ture, we will provide some performance results. Consider, as a small but 

telling example, a FIFO case with a QAQ length 1 and a single processor, 

actinq on a well-known anihia~-KnowleLi.ge base (Winston; i~34) of 17 rules. 

There are 13 hypotheses and 43 dis t inct premises. Assume ~t lS to he proved 

that the anima 1 in question is a penguin. 

HYDRA now reaches its goal by successively asking the eight questions 

- Is the animal a bird? (yes) 

- Is the animal milk-yielding? (no) 

- Does the animal have hair? (no ) 

- Is the ani mal oviparous? (yes) 

Cao the animal fly weIl? (no) 

Is the animal long-necked? (no) 

- Can the animal fly? (no) 

- Can the animal swim? (yes) 

By varying the parameters, we obtain an indication of the efficiency of 

interrogation under various assurnptions. Results are sumrnarized in Table 3. 

Th most important remark is that the correct hypothesis always is proved in 

the end I A star in the table indicates that the question last posed was 

irrelevant hecause the final answer was found previously by another branch 

of the search graph. The difference, etc. in the nurnber of questions needed 

may he explained by the staggering effect discussed above, when the system 

is acting on a human interrogee. 

I 

J 
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& ---Iqi\ '"' R~~ 1 2 3 4 5 10 15 20 

len.':J~h. 
1 8 7* 7* 7* 7 8* 8 8 

2 9* 10* 9* 10" 9* 9* 8 9* 

3 9· 8" 11" 11" 9" 9" 11" 10" 

4 9" 8* 14" 11 13" 8* 10* 10" 

5 9" 9* 15* 11* 12* 9* 10* 10* 

Table 3: Numbe r of Questions Asked. 

A second example reveals an unexpected but essential consequence of our 

parallel approach. HYDRA turns out to impose high demands on the consistency 

of the rule base. Whi l e a s equential machine ran the flora-knowledge base, 

it always found one definite answer, due to implicit sequentialization of 

the rules within the rule base. However, this ranking being explicit by the 

a ccidental fact of ~ single RP, was not a true characteristic of the system. 

Hence, HYDRA running on 7 parallel RPs came to a different conclusion; de­

tails can be found in Groen (1985 b). 

5.4. PARALLEL COMPUTER SIMULATION 

On our way to achieve the aim o f evaluating a parallel knowledge base compu-

ter, three different simulation architectures have been implemented and 

examined on their merits. The first attempt, a 'Concurrent Process Handier' , 

was to simulate a parallel program by means of concurrent programmi ng tech­

niques (Ben-Ari, 1982). Subsequently, to enable recording runni n g versus 

idle times, a 'Time Slicer ' was developed. This approach revealed severe 

drawbacks, pointed out below. Finally, a 'Parallel Computer Simulator' was 

designed and implemented. All three approaches are similar in their mecha­

nisms for mutual exclusions and synchronization, but differ in transfer 

mechanisms. In all approaches, the processes to be parallelized are put on a 

(circular) process list in order to provide the scheduler with easy access 

to the processes. 
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Concurrent Process HandIer 

Ini tially, a Concurrent Process HandIer (CPH), determined the order of the 

processes: RAM, DBM, one of the RPs, etc. The scheduler of the CPH uses a 

random number generator to choose which process is to be activated next. 

When a running process calls a procedure f o r perforrning s ome actio n critic al 

for synchronization, this proce dure in its turn will call the schedule r for 

transfer of c o ntral. 

The main disadvantage of the CPH approach is the impossibility of including 

a clock and subsequently of estimating the impacts of parameters, such as 

the number of rule processors, the number of ports to the data base, the 

s crat.egy in - t h e ·· RAM, the. l e ngth of t he QA queue, e tc .' Such an e s t imat e p r e ­

supposes exact measurings of the run and idle times of the parallel proces­

ses implying that a clock device is required. So the Concurrent Process 

HandIer approach was dropped. 

Time Slicer 

In order to estlmate the parameters' impact a time ,s licer was built (Varke­

visser, 1986). It counts slices in multiples of n-hundreds of IJS, n to be 

set by the user. It accumulates delays before individual actions take place 

and it records them as idle times. Moreover , it provides estimates of the 

various processes' idle times. As said the processes are placed in a circu­

lar list and the scheduler inspects them in a round robin order, imposed by 

the list. The scheduler is a c tivated by a clo ck interrupt af ter a full slice 

has passe d. The transfer of control is by a clock interrupt, thus avoiding 

one of the CPH drawbacks; this transe r mechanism is therefore implicit. 

In most experiments, we have assumed the slices to be of the same si ze for 

every process; we have experimented with time-slice sizes which may vary 

with the nature of the processes, but this only complicates matters. In all 

cases, the time slicer turned out to be accompanied by disadvantages, ari­

sing mainly from the fact that the results a~e dependent on the way in which 

the processes are ordered in the process list. From laborious experimenting 

with this order dependency we concluded that the method of a time slicer 
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does not yield reliable simulation results ' of parallel proce sses. Therefore, 

a new method was introduced. 

Parallel Computer Simulator 

To avoid the disadvantages of the time-slicer approach, another way of sche­

duling was developed in order to obtain more reliable estimates of the vari­

ous processes' idle times. The approach, named the Parallel Computer Simula­

tor (PCS), is based on the allocation of an own time space for every pro­

cess. 50 far, no shortcomings have been discovered in this approach (Stoop 

and Varkevisser, 1985). Since the PCS strategy results in a rather complex 

transfer of control, partly due to the presence of loosely coup led processes 

as weIl as independent processes, we shall elucidate its behaviour applied 

on the parallel processns given in figure 2. 

PROCESSI 
.0 

PRlCESS 2 

- -. 1 ___ 1-"-_=-wa_It..;.('..:;t;.._~ 

re<O<dOd 
id1e rime seond(s) 

--.2--- -----
d.la)' du. ! 
toidle 'ime f----=='-I 

----- --13---1------

Figure 2: Two Parallel Processes and its Real Simulation 

Execution time (run time and idle time together) can be measured in absolute 

time units (abstime), indicating to what point processes have advanced. The 

abstime of each process, accordingly called abstime ' \ abstime 2, etc., is 

initialized at zero. The general strategy of scheduli'ng is to select the 

first non-waiting process with the smallest abstime. 

For convenience we have placed some rnarks in the time space, e.g. to = O. 

Initially, abstime and abstime 2 are bath zero. The scheduler selects 

process , to be activated. Execution continues until wait(s) is called. The 

call wait(s) is a two-stage procedure. The first stage serves only to an­

nounce the "reai" wait(s) execution. In the first stage of the wait(s) pro-
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cedure the scheduler is actillated. According to its general strategy, pro­

cess 2, nO\ol with the smallest abstime, is selected. Process 2 is executed 

until wait(s) is called, the first stage of which activates the scheduler 

again. The scheduler sees that abstime 2 is still smaller than abs time 1 and 

therefore (re-)activates process 2. The second part of its wait(s) call is 

executed and process 2 can perform its critical actions until send( s) is 

called. The procedure send(s), also built up of two stages, activates the 

scheduler before executing the "real" send( 5) procedure. Since abstime 1 is 

smaller than abstime 2 the scheduler activates process 1. Process 1 proceeds 

to execute the "real" wait(s) procedure (the second stage of wait(s» and 

finds the semaphore s occupied (in this instance by process 2). Process , 

puts itself in a wait positio~ and activates the scheduler; meanwhile abs-

. time 1 - should increase as betore (o{ course, run time and idle time are re­

gistered separately). Since only· process 2 15 non waiting it is activated. 

It executes the second stage of the send(s) call (the "reai" send(s) call) 

and sets the semaphore s free. With the information available, it is easy 

to establish the abstime 1 and so the idle time of process " and thereafter 

to change the state of process 1 from waiting to non-waiting. The idle time 

of process is equal to the difference hetween abstime 1 and abstime :2; 

abstime 1 becomes abstime 2. 

The rest of process 2 as shown in figure 2 is not coupled with process 1 

and, therefore, treated as an independent process; process 2 may finish, 

th en the scheduler is activated. Since process is non-waiting and has 

evidently the smallest abstime, it is activated and performs its delayed 

critical action. At the end of the critical action it passes the two-stage 

send(s) procedure via the intermediate actions of the scheduler as described 

above and finishes all its actions. 

In figure 2, the shaded area indicating the idle time of process 1 is iden­

tical in size to th at of process 1 in case of rea I parallelism. Furthermore, 

it is situated at the same moment of time. The exampie presented gives in­

sight in the way in which complex cases with n loosely coupled processes are 

treated by the PCS. Although no formal proof can he provided that the PCS 

always performs the simulation correctly, it seems to us that the PCS appro­

priately simulates a parallel computer with n (loosely coupled) processes 

(Van den Herik, Stoop and Varkevisser, 1986). 
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Finally, we would like to remind the reader of the potential presence of 

independently acting processes. To deal with these processes we have also 

adopted the technique of implicit transfer of control by time slicing in the 

scheduling mechanisms. 

5.5. PERFORMANCE ANALYSIS OF THE PARALLEL COMPUTER SIMULATOR 

In order to exarnine the impact of different processes we ran HYDRA with a 

variable nurnber of RPs. At every run we let HYDRA deduce the same item in 

the flora-knowledge base; in the examples helow it is the black pine tree. A 

statistics program was built for analyzing performance of the PCS. Time is 

me asured in rnult2ples of n-hundreds of us. Ta eliminate influence of human 

feed-back in tne results, all answers to questions to he asked by HYDRA 

(concerning the black pine tree) are stored in a file accessible to the user 

interface. The statistics program also measures the idle times. In table 4 

we list measurements on the processes when HYDRA runs with 1,2,3,4,5,7 and 

15 rule processors . 

# of cumul. user in-

RPs TOTAL RAM QAM DBM RP terface 

1 58975 4931 1881 4400 58049 8810 

2 43424 6275 2319 4514 73492 9738 

3 39100 7358 2248 4605 83895 10187 

4 39076 7148 2181 4585 116325 9825 

5 39251 6714 2178 4536 150223 Ç,630 

7 42498 6539 2037 4311 225363 9199 

15 ,57225 9403 2050 4281 520271 9288 

~: Run and Idle Times with a Different Number of Processors 

Table 4 shows that the use of two processors decreases the time it takes for 

HYDRA to solve the problem substantially, namely from 58975 to 43424. How­

ever, the idle times of the rule processors incresse, resulting from the 



84 Knowlec1ge (Dis)Apl'earance 

-----------,-----

RPs' obliged waiting. The total run time o f the RAM shows that with more 

than one RP it is more of ten updating the rule agenda. 

This tendency is continued in case of th ree RPs, where the solution time is 

further reduced to 39100 and the idle time of the processors further in­

creased. Although the solution time is approximately the same with four RPs, 

the load balancing (not in the table!) over all rule processors is not as 

good as with three RPs, neither is the idle time as well-balanced as with 

four RPs (Groen et al., 1985 b). 

In case of five RPs, the load ba1ancing for the RPs is improving and the 

id1e times are decreasing. Still, the solution time is slightly increasing 

even though there are more rule processors to do the job. 

Augmenting the number of rule processors worsens the situation; as can he 

observed in Table 4, the solution time increases slowly. The more rule pro­

cessors are invo1ved, the more work wi11 have to 00 performed by the RAM. 

When as many as fifteen ru1e processors are in use, the run time of the RAM 

increases considerab1y. The reason is that the rule processors do not on1y 

search the fruitful branches of the search graph but also enter blind a1-

1eys. 

The primary goal of the architecture is to paral1e1ize the inference engine. 

A first result aimed at when studying a model simulating this architecture 

is to predict the RP utilization for the work-load. The problem is kept 

constant over all experiments, so that the RP utilization only tells how 

much the rule processors are OOing used; this does not provide us with in­

sights on the behaviour of an RP when fol10wing a succesfu1 path. 

Given the PCS as described in Section 4 it is possible to determine RP uti­

lization, and thereby relate hardware cost to performance. Determination of 

the performance of alternative configurations is a first step in the design 

process. Of course, we want to achieve maximum performance improvement at 

minimum cost. The utilization U of the RPs is therefore computed from the 

data of Table 4 by the formu1a 
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n RUN TIME(i) 
U E 

N i=1 TOTAL TIME(i) 

where N is the number of RPs. The results are displayed in Table 5. The 

speed-up factor in abstime related to the number of RPs is listed in Table 

6. 

No. of RPs UTIL. in , 

98.4 

2 84.6 

3 71.5 

4 74.4 

5 76.5 

7 75.6 

15 60.6 

Table 5: Numbe r of Rule Processors 

and their Utilization 

Percentage . 

No. of RPs SPEED-UP 

2 1.36 

3 1.51 

4 1.51 

5 1.50 

7 1.39 

15 1.03 

Table 6 : Number of Rule Processors 

and Computational Speed-up. 

The utilization percentage of RPs also represents the cost-effecti veness. 

But if speed-up is a prime requirement then weighting utilization with 

speed-up yields the relative ma xima at N = 2 and N = 5 rule processors. 

5.6. CONCLUSIONS 

A remarkable result of our experiments is that n simulated parallel rule 

processors do not only improve the processing speed, but also influences the 

accuracy of the deductions. The HYDRA concept for parallel machines there­

fore imposes high demands on the consistency of the rule base as a whole. 

Moreover, it is shown that additional rule processors lead to an increase of 

deduction speed up to a certain point. We can cOnclude that the optimum 
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number of rule processors is to be found at two or five. In chess-tree 

searching the concept of each processor working at the same depth begins to 

fail beyond four processors (Hyatt, 1985). OUr experiments wit~ HYDRA's QAQ 

length provides a small but telling indication that storing questions in a 

queue may stimulate the staggering effect in stead of decreasing it; the 

latter could be assumed by expecting a clustering of connected questions, 

which turned out not to be the case at all. When using more than four pro­

cessors it is shown that, with the present algorithm and the flora-knowledge 

base, the performance cannot be improved by adding more rule processors. 

However, the complexi ty of the search graph, determined by coherence of the 

rules, may vary between domains, implying that other domains can have an 

other optimal number of processors. 

We may conclude, that simulation of a parallel machine on a sequential ma­

chine using the Parallel Computer Simulator provides an excellent testing 

ground for unstructured models. 
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CHAPTER 6 

APPLYING THE METASYSTEMS PARADIGM TO IMPROVE 

OUR mOWLEDGE ABOUT mOWLEDGE 

John P. van Gigch 

The difference between ordinary knowledge and metaknowledge is 

outlined. Because of its nature and how it is produced, ordinary 

knowledge is fleeting, whereas metaknowledge is creative and 

leaves an impact upon scientific discovery and what is known about 

the world. To be an innovation, knowledge must be the' result of 

paradigrnatic rationality which can only take place at higher le­

vels of logic in the matesystem. We first explain the metasystem, 

several knowledge producing processes and proceed to demonstrate 

the necessity of the intervention of metasystemic levels to obtain 

metaknowledge. The question of disappearing knowledge must be 

qualified. Ordinary knowledge or object level knowledge is bound 

to disappear, whereas metaknowledge which results from higher 

level inquiring systems will have more staying power. 

6.1. THE METASYSTEM FRAMEWORK 

The metasystem framework sterns from the metasystem paradigm developed in 

Kickert (1980), Kickert & J. P. van Gigch (1979, 1984, 1985). Therein the 

organization is conceptualized as a hierarchy of control systems. A control 

system consists of a controller (CR) which exercises control over a control­

led system (CS) which, in turn, interacts with an environment (E). At the 

same time, there exists another controller - a metacontroller (MCR) - which 

exercises control over the control system C made up of CR, CS and E. The 

addition of a metacontroller (MCR') defines control at the second level of 

recursion where MCR' exercises control over the control system C' made up of 

CR' , and CS', and E'. It is to be noted that MCR from the first level of 

recursion becomes CR' at the second. Similarly, the control system C becomes 
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--------------------- ---------

CS 1
• Environments E and Et are not necessarily equivalent or isomorphic (see 

Figure 1), control systems C and C' define two levels of recursion. In each 

control system, control exercised by the controller (CR) is called control 

at the object level, whereas control exercised by the metacontroller (MCR) 

is called control at the metalevel or metacontrol. The same denomination 

applies to CR' and MCR' and subsequent levels of recursion. 

Figure 1: Control systems C and C' with their respective metacontrollers MCR 
and MCR' define two levels of recursion. 

The term "level of recursion" is borrowed from Beer (1979, 1981, 1985) to 

designate the control system and its metacontroller at each level of logic. 

Levels of recursion do not, necessarily carry implications concerning autho­

rity or ethics, i.e. higher levels of control do not have more authority or 

are better, in the moreal sense, than lower ones. 

The metasystem paradigrn embodies some of the methodological requ i rements 

which are missing in the science and the systems paradigrns. In particular, 

the metasystem paradigrn (van Gigeh , 1979b, 1984, 1985; Kiekeri & van Gigch, 

1979) counters some of the eriticisms leve led against the other two by in­

eorporating: 
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1. a hierarchy of problem-solving levels in whieh higher system levels can 

judge and rate solutions of lower systems levels; 

2. a framework to provide evaluation criteria in metalanguage terms, i.e. a 

language appropriate to judge lower systems solutions; 

3. a guarantor of truth at eaeh systems level, exeept the very last (or 

highest) • 

It is important to note that the eharaeterization of the enterprise accor­

ding to con trol systems at several levels of reeursion does not neeessarily 

eoineide with the traditional model where the form consists of operations, 

taetieal and strategy /poliey levels. Differenee between these two models 

should be noted. 

6.2. THE INTERVENTION OF HIGHER LEVEL INQUIRING·SYSTEMS (IS's) 

The use of a hierarehy of inquiring systems ean be examplified in several 

ways. 

The first example refers to the hierarehy whieh consists of the inquiring 

systems to applied seience (lower level IS), pure scienee (object level IS) 

and philosphy of seience (metalevel IS). 

Pure seienee, at the object level, must deeide on what problems to work and 

it must make ehoiees among alternatives seientifie programmes. Pure seienee 

is not tied to utilitarian objetives and, to be ereative must be, as much as 

possible, constraint free. Pure seienee reeeives its epistemology from the 

philosophy of scienee IS whieh eonstitutes its metaeontroller (MeR). In 

turn, applied scienee (at the lower level) reeeives its metarationality from 

pure science. 

Wbat is provided trom higher levels of Logic? 

To anSwer this question one must refer to an inquiring system (see figure 

2). Eaeh inquiring system IS is a convers ion proeess whieh takes evidenee 

from higher and lower levels and eonverts it into deeisions. Eaeh IS is 

guided by its own epistemology whieh is made up of the world views of its 

partieipants and by rationalities and metarationalities wfl4-eh stem from 

metalevels of inquiry. 
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Metarationalities 

Rationalities From 

From Metalevel 

Object Level 

Epistemologogy of 

Environment ~ System 

I. I Input ~ 

lEvidencl t---------fD~ ecisio1 

Output X. 

Inquiring System 

Metarationalities 

for Lower Level 

Inquiring System 

Fiqure 2. 

As has been stated elsewhere (van Gigch, 1985), four rationalities/metarati­

onalities play a role in this conversion process: Structural rationality 

(Rs), evaluative rationality (Re) substantive rationality (Rc) and procedu­

ral rationality (Rp). They provide respectively structure, goal criteria, 

content and procedural form to the decision outputs. A decision is not 10gi­

ca1ly complete (i.e. it is not "intelligent") unless it is constituted of 

these tour rationalities. For the most part, the structural (Rs) and the 

evaluative rationality (Re) stem from higher levels of logic and thus pro­

vide metarationality to lower levels IS·s. 

6.3. TUE BIERARCHY OF INQUIRING SYSTEMS IN TUE PROCESS OF J:NOWLEDGE FORMA­

TION 

The hierarchy of conceptual levels were higher levels of logic lend metara­

tionali ty to lower levels, can also be found in the process of knowledge 

formation as postulated in van Gigch (1982). The hierarchy consists of four 

levels: 
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=L~e~v~e~l~ __ ~I: Or user's level, provides us with FACTS from OBSERVATIONS of the 

real world. The problem of universe of discourse of level I, 

consists of making choices among these facts to prepare a DES­

CRIPTIVE MODEL of the universe of discouse (see Table 1). 

Level 11: (the observer's level), the descriptive model is elaborated into 

an EXPLANATORY MODEL. Here, the problem consists of making 

choises among descriptive models to elaborate HYPOTHESES and the 

most plausible EXPLANATORY MODELS which accounts for the observed 

facts. 

Level 111: (tr.e designer's level), explanatory models become PRESCRIPTIVE 

MODELS. The designer's universe of discourse or problem is to 

convert explanatory models into PRESCRIPTlVE MODELS OR THEORIES. 

The role of an explanatory model is to merely account for a sys­

tem's behavior ex-post, whereas the role of a prescriptive model 

is to anticipate its behavior ex-ante. 

Level IV: (the epistemologist's level), choice among prescriptive models or 

theories lead to the elaboration of an EPISTEMOLOGICAL MODEL OR 

PARADIGM. 

Logic IS (Inquiring Universe of Discourse Output 
Levels Systems) or Problem Addressed 

Meta Level Philosophy of Choice Among Epistemo- Epistemologi 
Science logical Models or Alter- cal Model 

native Approaches to Ac- (PARADIGM) 
quire Knowledge 

Object Level Pure Science Choice Among Explanatory Prescriptive 
Models Model 

(THEORIES) 

Lower Level Applied Science Choice Among Descriptive Explanatory 
Models Model 

(HYPOTHESES) 

Level of Real World Field of Appli- Choice Among Observed Descriptive 
cation Facts Model 

Table 1: Hierarchy of Inquiring Systems with Corresponding Universe of Dis-

course and Outputs. 

"'_._'W.'iI 
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WORLD VIEW 

epistemologist's level 

EVIDENCE EJ-
EPISTEMOLOGICAL 

IS MODEL 

I
~ _ PRESCRIPT1VE 

designer's level ----- EVIDENCE i~MODEL 

oberver 's level ---- EVIDENCE 

user's level ---- EVIDENCE 

D-
EJ-

EXPLANATORY 

MODEL 

DESCRIPTIVE 

MODEL 

PARADIGM 

THEORY 

HYPOTHESES 

OBSERVATIONS 

Figure 3: The hierarchy of inquiring systems in the process of theory refu­

tation. Source: Van Gigch (1982). 

The crux of the process of new Jmowledge format ion and the progress of 

thought rests at the interface between the designer's level, level 111, and 

level IV - that of the epistemologist, where the PARADIGM is elaborated. 

Seen from the perspective of the designer, the paradigm constitutes meta­

knowledge. It is at this interface that the dialectic debate, between the 

epistemologist and the designer on the one hand, and between the paradigm 

and competing scientific theories on the other, are engaged. 

The processes of theory refutation and of paradigm displacement are essenti­

al to an understanding of the problem of disappearing knowledge. When a 

theory resulting from a particular scientific programme is postulated, it 

will endure until it is successfully refuted and replaced. As explained by 

Kuhn (1970), when object level knowledge at the designer's level no longer 

fits the prevailing paradigm (metaknowledge from the metalevel) or is no 

longer relevant to it, it will be displaced by new knowledge which fits and 
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is relevant to the prevailing world view. It is worthwhile to note that the 

dialectic debate may work in the other direction: the paradigm itself may 

lose its credibility and slowly give way to a substitute. 

Thus knowledge disappears and is replaced by substitute knowledge as a re­

sult of the interplay between prescriptive and epistemological models or 

between the theories and paradigms. As confirmed by Kuhn (1970), whereas 

these processes are rather easy to describe, they are in reality frought 

with complexity and serious conflicts. 

Agrell (1983) also described a similar hierarchy from ~ to methods to 

prograrnmes and finally to paradigm' De Zeeuw (1985) makes similar distinc­

tions when referring to the role of ·'models !!2:f." and of "models oft! in the 

formulation of new problems. 

6.4. THE LEVELS OF IS IN LEARNING, CONSCIOUSNESS AND INNOVATION 

Bateson (1979) provided us with two excellent examples of how the hierarchy 

of inquiring systems works in the training of dolphins and dogs. He stated 

that "intelligent" animals are capable of learning at two levels. At the 

lowest level, they can learn a single task. The capability of a dolphin to 

learn or to understand th at the trainer wants to change the task or the 

sequence of tasks, lies at the next higher level of learning (learning about 

learning, or learning to change learning). The same can be found in a dog 

and, presumably, with other animals such as monkeys and other primates which 

display higher levels of intelligence. 

The trainer or anthropologist who teaches these living beings, must be capa­

ble of higher levels of logic than those exhibited by those he(she) trains. 

Thus we can also apply the not ion of levels of inquiring systems to knowl­

edge formation in a learning situation. 

rndeed, the hierarchy can be used to model the integrative process by which 

the human communication channel integrates "uni ti zes" or "relates· new 

knowledge ·with old. There, creative knowledge was found to be an information 

processing function which takes place at the metasystemic level of inquiry 

(van Gigeh, 1979 a). 
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The hierarchy of inquiring systems can also he used to model levels of con­

sciousness (Battista, 1985) and of complexity. Indeed, what we mean by in­

telligence can, in part, he construed as the mind's capacity to generate as 

well as comprehend conceptualizations at an ever increasing level of ab­

straction. 

Finally, the difference between mere intervention and change in organizatio­

na! development can he explained in terms of the dialectic debate which 

takes place hetween the old organzational logies and those that the inter­

vener seeks to introduce (Agrell and Hatchuel, 1984). 

Innovation takes place when, as a result of this debate, the organization 

makes a move and adopts an innovative stance. 

A change is a reconceptualization of the existing organizational logies. 

This reconceptualization can only occur at a level of logic higher than that 

of the conflicting logies from which it originates. Indeed, this reconceptu­

alization in the context of the organization is similar to that which we 

descrihed earlier , in the context of knowledge format ion in the scientific 

community, as the process of paradigm displacement and/or theory refutatiml. 

The adoption of an innovation is a form of paradigm displacement which can 

only occur at a level of logic above th at of the existing conceptualizations 

which they seek to replace. 

The adoption of an innovation sterns from the dialectic debate between object 

l evel knowledge and metaknowledge or hetween the prevalent paradigm and the 

competing theories. If a theory is refuted or a paradigm is displaced, they 

will he substituted by another theory or another paradigm. 

6.5. THE NATURE OF METAKNOWLEDGE 

The application of the metasystem paradigm to the process of knowledge 

change has emphasized the need to consider the hierarchical nature of infor­

mation and decision processes. 
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Regardless of the level of logic which we choose to consider, a change to 

knowledge results from the dialectic debate and ensuing reconceptualization 

between object level knowledge and metaknowledge. 

As knowledge is reconceptualized through the interplay of ever higher levels 

of abstraction, it becomes more complex and hence less liable to modifica-

tion and change. Therefore, we contend that knowledge pertaining to higher 

conceptualization levels (metaknowledge) is more difficult to change than 

knowledge from lower conceptualization levels (object level knowiedge). 

~I 1. why the old paradigm cannot explain the new fact; 

[j 2. why the old paradigm was sufficient to explain the old set of facts. 

The new paradigm has a more complex set of propositions to explain than the 

old one. 

This is tantamount to stating that knowledge from higher level IS's or meta­

knowledge will tend to disappear more slowly or much less than those from 

lower level IS' s. This conclusion places the problem of knowledge disap­

pearance in a different light . 

1. We must differentiate between metaknowledge which exists at high levels 

of conceptualization and abstraction and "object level" knowledge which 

exists at lower levels IS's. Given its nature, the former will be subject 

to less change than t.he latter. We must also notice that knowledge may 

disappear completely only for certain inquirying systems and still exist 

for others, as example Newtonian mechanics is still valuable knowledge 

for an IS whose purpose is to explain the simple collision of two simple 

bodies on earth, but it is obsolete in regard to an inquiring system 

which seeks to explain the deep laws of matter. 
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Apart from its tendency to fade away less, than knowledge from lower level 

IS's, metaknowledge (i.e. knowledge originating from higher level lS's) has 

other characteristics. 

2. Metaknowledge carries the four types of rationality (thus, it is said to 

be logically "complete") and thus contributes to the formulation of in­

telligence which is essential for decision making. 

3. In spite of assertions to the contrary, (see below reference to Gl<>del's 

Theorem) metaknowledge is paradigmatic, i.e. it provides the epistemolo­

gical foundations for lower level IS's, and acts as guarantor of truth, 

i.e . provides the rationality by which lower systems of knowledge can be 

judged. Taken in the broadest sense, the guarantee of truth includes 

consideration of the morality of systems, i.e. consonance between the 

mission of the organization and th at of its clients/recipients. 

4. Gl<>del's Theorem implies that some system's propositions cannot he judged 

(are not "decideable") in terms of the logical system emanating from 

itself. If Gl<>del' s Theorem is applied literally, it appears problematic 

to conceive an outside total guarantor for any hierarchy of IS' s which 

produces knowledge. Thus the point under 3 above may require reconside­

ration. 

5. Most organizations lack a metasystemic IS whose epistemology can be used 

to judge evolutionary changes of lower decision level systems. In other 

words, these organizations do not embody institutionalized evolutionary 

systems which can formulate epistemological models or paradigms by which 

other models or theories can he judged. 

6. The role of IRREVERSIBILITY in the ACQUISITION of KNOWLEDGE process. It 

is important to recall that modern science is rejecting the views and 

assumptions of classical science concerning the fundamental law of time 

reversibility. According to the modern view, irreversibility plays an 

essential role in nature (Prigogine & Stengers, 1979) . Reversibility is 

the denial of the importance of time, whereas irreversibili ty accounts 

for the running of time. Tied to the principle of irreversibility is that 

of randomness, i.e. it is only when a system is random that there can he 
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a difference between past and future (Prigogine & Stengers , 1979). There 

is ~ unique view of the universe. The idealized lawfulness of determi­

nism and reversibility is replaced by a chaotic, stochastic, unruly world 

where chance and probability play a central role. 

The role of disorder was also described by Boudon as the basis of social 

change. Therefore we oppose the deterministic and reversible, against the 

stochastic and irreversible. Furthermore, at bifurcation points, one 

never knows which way the system will go. Increase in entropy, the arrow 

of time, amplification of fluctuation and irreversibility are all re­

lated, and must be taken into account in our brave new world. 

As explained by Prigogine, "irreversibility" brings order out of chaos" 

(Prigogine & Stengers, 1979). We can paraphrase an earlier dictum (van Gigch 

& Pipino, 1980) according to which the world view went "from the absolute to 

the probable", and now, "to the fuzzy and irreversible". 

6.6. HOW DOES THIS NEW VIEW OF THE WORLD APPLY TC THE PROCESS OF nlOWLEDGE 

ACQUISITION AND DISAPPEARANCE? 

It is only in a deterministic reversible and linearly conceived world that 

knowledge is accumulated and that we could ever conceive of going back to 

old forms. 

To talk about disappearing knowledge is very much in line with the view that 

old forms do not help to predict new ones and that the latter are the result 

of stochastic unanticipated events. In those circumstances , knowledge is 

like any other complex system, it develops as an avalanche of unanticipated 

impredicatable stochast ic events whose future is impossible to describe. 

Produced from human intervention, it builds on the foundation of present 

knowiedge, but in the process, old knowledge like old buildings are destroy­

ed and razed. Only some buried remains will stay, to be destroyed and razed. 

Only some buried remains will stay, to be rediscovered as archeological 

treasures by another civilization, several thousand years hence. No doubt 

like old monuments, some milestones from the history of knowledge will re­

main for all to see in the coming generations. These monuments are the im-

- -
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portant scientific laws or the art treasures that we collect from the past. 

Therefore, like important pieces of art or architecture, there is some 

knowledge from the past which endures. 

As an example, in astronomy and celestial mechanics, the dicoveries of Co­

perrlicus, Galileo and Newton, can be considered su eh milestones. While obso­

lete from a scientific point of view, they do not disappear but are pre­

served and revered. Furthermore, they will not disappear from the public 

conscience if they are taught in school to the new generations • Otherwise, 

they will suffer the fa te of those razed buildings we mentioned earlier only 

to be rediscovered by archeologists of the next millenium. 

6.7. CONCLUSION 

The metasystem paradigm provides a hierarchical framework in which the pro­

cess of knowledge formation, disappearance and change can be studied and 

evaluated. It emphasizes the role of the dialectic debate among information 

and decision processes, leading to the elaboration of knowledge and knowl­

edge about knowledge (i.e. metaknowledge) at different organizational and 

eptistemological levels of the hierarchy. 
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CHAPTER 7 

THE EFFECT OF INTERRUPTIONS ON THE PERFORMANCE OF 

INDUSTRIAL AND OTHER REPTITIVE OPERATlONS 

John Rendel de Jong 

Increase in individua1 ski11 and knowledge is of ten attained by 

attenting training courses. Observing others, hints from collea­

gues and superiors, and the repeated1y carrying out of the same or 

simi1ar activities may, however, have an at least as important 

effect. Also engaging new employees, belongs to the usual means to 

increasing skill and knowledge, that are available in an organiza­

tion. 

On the other hand, interruptions of the performing of operations, 

innovations with regard to product design and equipment, transfer 

of personnel and personnel turnover, are usual causes of the dis­

appearing of specific skill and knowledge. 

7.1. INTRODUCTION 

It is a condition for effective functioning of most organizations that the 

effect of increasing or disappeared knowledge and skil1 on the time that is 

required for future operations, can be predicted with sufficient reliabili­

ty: with a view to product ion control, manpower planning and such likes. 

That means that time standards should be available and that learning and 

forgetting - as indicated above - should be taken into account in fixing 

such standards. In wh at follows, firstly some remarks will be made regarding 

the use of time standards. Thereupon the effect of gradual learning on the 

time required per unit of production (piece, cycle) will discussed. Next the 

effect of interruptions of product ion or other operations, i.e. forgetting, 

on the time required, will be considered. 
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7.L. LEARNING AND TIME STANDARDS 

According to von Wright (1963) important aspects of norms are: 

A. Their character: ought, or ~, or must, something be done (or no be 

done)? 

B. Their contents: that which ought to, or may, or must, not be, or be done. 

c. The conditions of application of the norms. 

D. The 'authority(ies), who prescribe(s) the norms. 

E. The 'subject(s)' of the norms : those to whom certain norms are addressed. 

F. The occasions on which the contents of certain norms must or may be rea­

lized. 

Moreover Van Wright mentions as essential in connection with norms: 

G. Their promulgation: the way the norms are made known. 

H. Sactions: the threat of punishment for disobedience of the norms. 

When we analyse time standards as a category of norms in this sense, there 

appear to be quire a number of possibilities regarding their use and effect 

(figure 1). Here particularly their quality (Bb infigure 1) is of interest: 

in how far are effects of gradual learning and forgetting being taken into 

account? In this respect it is important that t ime standards of t en act as 

selffulfilling prophecies: to the advantage of the organization in question 

and the persons concerned, or not. 

Possible relationships, when time s tandards are used, are shown in figure 2. 

From the point of view of the organization, the sense of using the indicated 

possibilities depends on the relative benefits and costs. Of the costs may 

form part the costs connected with determining time standards, performances, 

and bonuses, and supplying relevant information; against these, the motiva­

tion and the performances of the relative employees may be influenced in a 

positive sense. 

8. 1111ft f2,iïr __ oc::::::a:s: ___ :J[ ~----
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Figure 1: A résumé of possibilities regarding the use of time standards (de 

Jong, 1984) . 
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Fiqure 2: Possible relationships when time standards are used (De Jong, 

1984) • 

7.3. LEARNING CURVES 

Figures 3 and 4 show two examples of the effect of gradually increasing 

specific skill on the time required per product ion unit. 
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As appears from data from various inrlustries, a suitable model for indica­

ting this effect, is the equation (De Jong, 1957): 

where 

{ 0,32} T = T M - (I-M)js 
s 1 

= time required for the first unit (cycle). 

= time required for the sth unit (cycle). 

M = factor of incompressibility 0 ( M ( 1. 

0,32 exponent of reduction. 

For S + ~, follows from equation (1) that T~ MT1 , and that 

T 
s 

Eqn (1) 

Eqn (2) 

As appears from film analysis, the fall in Ts is on the one hand caused 

step by step simplification of the perception and motion pattern, and on the 

other hand by gradually increasing rapidity of movements (De Jong, 1960). 

Relationships regarding the effect of the repetitive performing of the same 

or similar activities on specific skills and knowledge (and with that on the 

time required per unit of production or service) are indicated in figure 5. 

I I I I I 
nputs (ra" Information Oecision Acting tproducts 

puiterials, - [processing making 
~tc. ) !work-

station 
~nvironment 

Irime (motivation) (health, 
~tandard r-- con4ition) 
(variable) 

iMechan. Psycho Mental 
ability motor abilities 

abilities 

INCREASING (SPECIFlC) 
SKILLS ANO KNOWLEDGES 

Flgure 5: Relationshlps regarding the effect of the repetitive carrying out 
of same or similar activities on the speclfic skills and knowl-

edges in question. 
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Figure 6: Standard curves, indicating the gradual decrease in time per unit 

(cycleJ Ts ' if merely increasing skill and insight play a part . 

Curves for M = ° ... 0,9. 

Figure 6 shows 'standard curves', based on equation (1J, for various values 

of M. For M mostly values between 0,25 and 0,5 are heing found. M appears to 

he determined above all by cycle time (and, with that, with the diversity of 

the required decisions and movernents within the cycle), and available rele­

vant skill and insight of the worker (which appear to he connected with the 

mutual diversity of the operations the worker has to carry out successive-

lyJ. 

Also other models than equation (1) have been proposed, but the author feels 

that these as a rule are less satisfactory, and that particularly in case of 

large values of s, and also in view of their usefulness in practice. 
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----------_._--------------------------

lf , and as long as, increasing skill and insight go together with continual 

organizational and technological improvements, as a model of ten is usable: 

T 
s 

where m 

Eqn (3) 

exponent of reduction. 

Figure 7 shows relative curves. As an indicator of the rate of decrease of 

Ts ' factor f (i.e. 100 (Ts percentage decrease in unit 

time per doubling of s) is usually preferred to m. For not too small va lues 

of s, the following relationsship applies: 

! 100 - 100/2
m 

60 m Eqn (4) 
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Figure 7: Standard curves, indicating the gradual decrease in time per unit 
(cycle) Ts , if the combination of organizational and technolo­
gical improvements and gradually increasing skill cause the fall 
in Ts • 
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7.4. THE EFFECT OF INTERRUPTIONS 

About the effect of production interruptions on this time that is required 

per product ion unit (piece, cycle) when product ion is restarted, not much 

has been published. Publications that should be mentioned are those by 

Cochran (1968) and Lieban (1981). What occurs af ter a considerable interrup-

tion is schematically indicated in f igure 8. 

I 

.: 

Figure 8: The effect of product ion interruptions on the time per unit (cy­

cle) Ts • 

The effect of interruptions of product ion on the time per unit, i.e. the 

effect of 'forgetting', appears to he influenced by the followi ng factors: 

a. the duration for the interruptions i 

b. the relative factor of incompress ibility of M, from equation (1): 

T
s 

= T
1

!M + (1_M)/S O, 3 2 !, 

c. lot size 1 

d. lot numher N. 

Available data lead to relationships that are shown in figure 9. For the 

case of production i n lots, it can he calculated by means of the curves of 

figure 8, which 'allowance' in case of interruptions of production, can he 

expected to he required ~ the time per unit (piece; cyclel tha t would he 

required, if there was no interruption hetween the product ion of suc cessive 

lots. 

" _= 1*"_= _= I ' __ WWl 
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Figure 9: Curves for determining allowance s because of product i on interrup­

tions. 

This percentage allowance equals : 

A 
r 

wher e b 

v 

b.v . , 

basic allowance (ta be dete r mined by means of figure 9.1), 

multiplier (to be determined by means of figure 9.2). 

Eqn (4) 

In elucidation, the following example is given. Let lot si ze 1 = 100, factor 

of incompressibility M = 0,3 and the duration of the periods between succes­

sive lots i = 2 months, then figure 8 gives the following allowances Ar 

for lot numbers 2, 3, 4 and 5: 

•• 8 MiEJ!i ,_.,. ___ _ 
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• Lot number 2: b 16 v 0,7 Ar 16 x 0,7 11,2%. 

• Lot number 3: b 8 v = 0,7 Ar 8 x 0,7 5,6%. 

• Lot nurnber 4: b 4,5 v 0,7 Ar 4,5 x 0,7 3,2%. 

• Lot number 5: b 3,1 v = 0,7 Ar 3,1 x 0,7 2,2%. 

In conclusion it should he stated, that it is not claimed, that allowances 

because of forgetting according to figure 8, are generally applicable. 

7.5. SOME CONCLUDING REMARKS 

The foregoing concerns for the most part the effect of: 

a. the repeatly carrying out of a certain cycle of work, and 

b. interruptions of that, 

on the time the worker (s) concerned require (s) per work cycle (production 

unit). Interruptions of the performing of an operation (of the order of 

months), appear to attain the partial disappearance of the specific skills 

and knowledges that those concerned have acquired since they started carry­

ing it out. Reliable prediction of this effect, is in many industrial and 

other organizations of importance in view of job estimation, product ion 

control and such likes (figure 2.). 

Against the gradual disappearance of specific skills and knowledges during 

interruptions of the performing of a certain job, there is usually the si­

multaneous development of other specific skilis and knowiedges as aresult 

of the performing of other - of ten more or less similar - jobs. Altogether, 

mostly the skilis and knowiedges of workers increase in the course of the 

years - at least if we look away from the influence of advancing age. 

This does all the same not alter the fa ct that particular skills and knowl­

edges, that are no more in want, for example because of automation, may 

disappear completely. This applies as well to individuals, as to organiza­

tions. 

., I i ij' ii. _, WH i t 
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CHAPTER 8 

USES OF KNOWLEDGE: SOME METHODOLOGICAL ALTERNATIVES 

Michel Thiollent 

Our aim is discussing some problems in the state of the art of 

scientific knowledge and seek methodological alternatives in the 

production and spreading of social and technological knowledge. 

This is done bearing in mind real world applications like communi­

cation, education, rural technology diffusion in developing coun-

tries, taking Brazil as an empirical reference point. 

8. 1. GENERAL ASPECTS OF KNOWLEDGE USE 

In recent years, internationally a rapid growing of knowledge can be per­

ceived in the amount of published information and kept on files, data bank 

and centers of several kinds. Some side discussions have been coming up on 

produced knowledge relevanee questioning even the eventual loss of quality, 

accelerated obsolescence, fragmentation. These are contrasting aspects com­

pared to the earlier years' optimism. 

The knowledge product ion and diffusion systems include unfiled information 

working in interaction with researchers (knowledge structuring) and with the 

users (concretization problem resolution). One part of the filed information 

can have "a revival" by its reinsertion on research and information produc­

tion, knowledge and didactic material. But it can be seen that there is an 

accelerated obsolescence process. New information annihilates the former. 

There is a reduction in the life cycle of ideas and scientific information. 

Beyond that, astrong repetitivity manifests itself in the knowledge produc­

tion. 

In the words of Gomes (1984), all those "dispersion" aspects of information 

depend on the social logies in the communication organization and in the 

generation/circulation of messages and registers. In the wo rds of the author 

I~' __________ ~~~~~~~ __ ~--------------
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"the social division of work would he one of the basic principles of the 

socia 1 logic lt
• 

We can observe that the fantastic accumulation of scientific and technical 

information doesn 't correspond automatically to growth in structured knowl­

edge for the effective solution of problems. Information only makes sense 

and is efficient and profitable if used for sol ving rea 1 problems. 

There is clearly a difference between the effective problems' solution and 

the symbolic use of scientific information. We understand by "symbolic use" 

an information use as a sign of cultural differentiation or group recogni­

zing prestige, ostentation fed by el1tists and populist discourses. The 

symbolic use is also found under the massified form particularly in the 

University channels that are propitious to the "Cultural Consumerism". In 

all those circumstances, knowledge is not put in the condition of a objec­

tive work. 

One of the biggest parts of knowledge is subjected to a symbolic valoriza­

tion. lts detainers acquire prestige positions in the power and communica­

tion spheres in a very disproportionated way compared to their real contri­

bution in equationing the relevant problems in the society view point. 

The obselescence question can he also related with the valorization proces­

ses: "The attributed value to some determined knowledge varies in function 

of the moment in which it is available and usabie to a determinate end. With 

the time, an idea depreciates. The symbolic goods are submitted to obsoles­

cence: There is an acute valorization in function of the novelty or the 

applicability potent ia 1 of an idea in the symbolic system. In some social 

circumstances , past ideas are revalorizated may he hecause there is a lack 

of imagination on the present or the future (Thiollent, 1979). 

Several aspects that interfere in the use conditions of knowledge are made 

by derivate parts of the cultural valorization mechanisms operating on the 

society, particularly under the form of "output ideology", differentiation 

and competition of the individuals and knowiedge. 

' __ I'''. 
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In the knowledge evaluation, quantitative output criteria have a tendence on 

prevailing (amount of publications) and, the qualitative plane, criteria of 

"excellence" or "fame" • Such criteria can lead to a distorted view in the 

measure that the quantitative doesn tt apprehend the social pertinence of 

knowledge and the qualitative, when limited to prestige, becomes dependent 

on badly controlled communication phenomena in which certain persons or 

groups achieve the divulgation of intellectua l product ion in a essentially 

symbolic way, far away of compromising with the real world's problems. Many 

times, excellence criteria are altered by the phenomena which Merton (1973) 

called "Matthew Effects". It has been observed that fame is relatively sepa­

rated of a strictly evaluating scientific production. The valorization of 

the information is influenced by the authors or institutions prestige. Ac­

cording to the t1Matthew Effects" communication attributes credit and pres­

tige in a selective way to the production of scientists in terms of the fame 

they already have. Those who has it, get it more and more. Generally, this 

principle can shift from the prestige plane to the financial resources 

plane. 

8.2. THE KNOWLEDGE CONTEXT IN BRAZIL 

In Brazil, knowledge product ion and diffusions marked by the same phenomena 

formerly pointed, but with several aggravations, due to a series of factors: 

external dependence, elite characteristics leading to a merely symbolic use, 

lack of application opportunities, bad profiting to the researchers potenti­

alities and the available resources (Julius and Gerritsen, 1969), emptying 

of college work for economical and political reasons. 

Knowledge importation is organized by technology transfer and international 

cooperation. There is a1so a more informal disc1osure. In the university 

sphere, this disclosure is manifested through the teachers whose titles are 

obtained abroad and equally through visiting teachers and by the edition of 

numerous translated hooks. 

There are multiple influences from the USA, France, Great Britain and Ger­

many. The access to the product ion of those countries is very unequal and 

varies between Universities and is also affected by the high cost of the 

I 1 t. i MLIIIII _.11_. j )"" •• i_ 'i 11= = 
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imported publications and by th" time needed. There is also the readiny 

capability in foreign languages (Rosenberg and da Cunha, 1983), in which the 

younger generations are finding ever increasing difficulties. 

The knowledge importation, by itself, is not negative. Because it can con­

tribute in the renewal of the approaches and in the outdoing of the rhetori­

cal tradition turned to the past cults, the wis dom of the notable, the exag­

gerated importance given to the bachelors' degrees, and another forms of 

dated wisdom and symbolic use. There is, although, a difficult problem in 

the adaptation of the theoretical reference frames to the surrounding reali­

ty. 

When these adaption problems remain solutionless, the imported knowledge 

contributes to the feeding of the symbolic activity, under the form of 

ostentatious behaviors with elements of erudite knowledge which are rare in 

the context. At the same time those elements are being diffused , their ini­

tial detainers leave them behind, seeking to rene", their prominent position 

acquiring new "rarities". 

The relationship with the knowledge production centers of the more advanced 

countries has other implications. One of them, the most renowned is the 

"brain drain" of a great numbe r of advanced researches towards the foreign 

centers. A second implication, is in the fact that the majority of the local 

scientists, among those who get to reach international level resul ts, are 

compelled to publish them in North-American or European magazines, offering 

scientific information to the foreign patrimonies . 

Beyond the "brain-drain" and these external result spreading which are not 

profited upon locally, there is a third side in question pointed up by ma­

thematician U. D' Ambrosio, who says about the scientific cooperation forms 

in which the researchers and local research centers study "problems worked 

upon universities or foreign research centers" (D'Ambrosio, 1977). 

In Brazil' S particular case, we can see several signa of favorable condi­

tions to the knowledge development in the intellectual environment. Thia is 

manifested under the form of: 

ti "' "'.hll 111' i 
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increase in the researchers numbe r and in the research qualitYi 

autonomy in same intellectual groupsi 

11 ' ) 

perception in the urgency of social, ecologieal, technical and educatio­

nal unsolved problems; 

engagement of a great number of universitary students in the transforma­

tion of the agent situation; 

popularity of research methodologie s which demand a re.search commitment, 

just Iike the case of the participating research methodologies and the 

action-research; 

intensity of interest started by t h e introduction of cybernetics. 

In Dur view point, it is a must to question, at the level of research acti-

vity, the ways of increasing the knowledge commitment with societal pro­

blems. We need to elaborate practical knowledge strategies. 

8.3. SOME METHODOLOGICAL ALTERNATIVES 

The development of a kind of knowledge which can be susceptible of offering 

alternatives in the formerly described context, supposes that research pro­

grams are organized and that new theoretical and methodological frames are 

built in the social sciences and applied fields. 

Without exausting the subject, we point some orientations: 

,. In the matter of cognitive situations diagnosis methodology, we need to 

abandone the unilateral emphasis which, frequently, is given to the 

needs. 

In a general way, the diagnosis methodology incorporated to the social re­

search has been conceived in a non participatory way, establishing a dicho­

tomy between the "expert" who elaborates the diagnosis results and the users 

who must conform to the same. The potentialities are not taken into account 

and the users self initiative. 
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Other critiques to the oiiagnosis concept have been formulated in the pecu­

liar context of rural studies by Scales, Ferro and Carvalho (1984). The 

authors display that the dominant conception, concerning diagnosis, perverts 

the reality of small rural producers, who are always considered at needy. 

The diagnosis always focalizes what lacks: education, resources, technology, 

etc. The producers and their surrounding environment potentialities are not 

sensed. There is also the privilege of the producer's perception as isolated 

individuals, to the triment of their apprehension as grups that pertain to 

the process of collective production. The authors emphasize that concerning 

the knowledge production, the traditional model of diagnosing experts pro­

found distoritions: the knowledge process is reduced to a data collection in 

what the producers are mere informers. We find in the mentioned artiele a 

great quantity of other very pertinent observations to criticize the tradi­

tional concept ion of diagnosis , and to develop "the participatory learning 

perspective" and a way of active collaboration arnong the producers, techni­

cians and researchers' knowledges. In addition, to the area of rural re­

search, this perspective seems to be suggestive and applicable, with adapta­

tions, in several other areas. 

The cognitive situations diagnosis is distorted when is only pointed what 

lacks comparatively to a situation - judged as ideal - to be imitated from 

the developed countries, as if the patterns or rationality and efficiency 

weren't irnrnediately insurmountable. 

It is necessary to establish a certain type of very different diagnosis. 

Instead of underscoring the needs, most important would be the detection of 

cognitive and human potentialities contained in the situation, in order to 

favor the new-methods knowledge and know-how appearance that must be usabie 

for a possible change. Instead of "complaining", it is a matter of cata­

lysing the efforts of several groups to act on the socio-cognitive changing 

situation, the latter refers to the relations with the external product ion 

and manners of internal institutional dependency, being an expression of the 

potentialities, until then restrained •• 

2. According to what precedes and bearing in rnind the utilization of the 

dispositions of researchers, who are favorable to the social research 

methodology (of participatory and active type), we may seek for forms of 
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methodological evolution, taking into account beyond the participatory 

exigencies, exigencies of a scientific nature that must be propitious to 

increase the investigation effort and precision and to remove the pre­

scientific spirit (Thiollent, 1984) that is frequently associated with 

participatory resarch or action-research methodology. 

AS a way of fortifying the scientific tenor, we suggest the establishment of 

a relationship between the methodology of act ion-research and the methodolo­

gy of systems. In a more precise way, in the proposed program of methodolo­

gical research, it' s dealt with the elaboration of a bi-associative struc­

ture, relating the reseach exigencies of a participatory type with the cog­

nitive research exigencies, linked to a systemic approach with integration 

of knowledge derived from the humanistic disciplines (Epistemology, Psycho­

logy, Sociology, etc.) and the disciplines entailed to the artificial 

sciences (design, problem solving, etc.). It seems that this structure is 

capable of promoting methodological innovations of a participatory, active 

and systematic character, guaranteeing the scientific exigencies satisfac­

tion and the maintenance of contact with the real problems and the actors 

and the researchers' (in quest for solutions) involvement. 

P. Checkland (1981) has formulated and experimented the principles of ac­

tion-resarch, adapting them to the resolution of ill-structured problems and 

to the use of systematic concepts , particuiarly the one of purposeful sys-

tems. 

In a discussion about the possibility of a science of autonomy, E. Morin 

(1983) has observed that the contribution of the systemic approach focaliza­

tion may lead to a reconciliation and to a scientific reelaboration of soci­

al research. According to the author, Sociology has been traditionally di­

vided between: 

(a) a scientific Sociology, based on the physical-determinist model, inten­

ding to establish the regularities and laws in the relation of the 

phenomena, from which the actors, the actions I the autonomy of the 

individuals, etc., would be excluded, and 
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(b) a pre-scientific Sociology, with a literary or philosophical character, 

based on the ideas of I'actors", "individuality", "finality~, "taking of 

consciousness", "ethical problems", etc. Still according to Morin, this 

last Sociology, which is frequently considered by participants of the 

former as being obsolete, has kept nevertheless the essential concepts 

of autonomy and actors. 

The situation of social sciences in Latin American and in Brazil is marked 

by the dichotomy between the scientifist tendency (based on quantitative 

techniques) and the humanistic tendency (based, among others, on participa­

tory and active methods). This second tendency - marginalized in countries 

of greater industrialization - still occupies an important space in the 

university ambit and among the latin-american groups, particularly among 

those who are influenced by the church. The scientifist tendency, without 

any relativism, is, nevertheless, promoted in official programs by means of 

established conventions with North-American centers of research. 

The systematic approach is frequently reduced to a "conventional", "functio­

nalist", "technicalist", "technocratie", complicated and closed to epistemo­

logie discussion. In aur point of ,view, su eh situation is not inherent to 

the theoretical and methodological tendency of the systemism, but in the 

particular circumstances of a partial d i vulgation. 

With sufficient open-spirit, the researchers of each line of methodology 

(systemic and participatory) could perceive the insufficiency of their ap­

proach and the need for redirectioning. The cross-breeding of the approaches 

centered in systems and actors may generate a methodological language, pro­

pitious to the elaboration of new tools of research that would be adapted to 

a simultaneous apprehension of the problems and global situations, actors 

action and researchers intervention, with technical implications in matter 

of practical problems resolution in different Helds of technological and 

social actuation. 

3. The prior methodological orientations would be applied particularly to 

the production, diffusion and utilization of intermediate knowledge. 

• ::w::w WK __ i ::s as::: ::a:: 
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In terms of knowledge polities, we may consider that beside the development 

urgency and the basic sciences knowledge diffusion, the need for a politics 

specifically directed to the intermediate knowledge is revealed. By this 

expression is understood the practical purpose knowledge, taking place in 

several areas of actuation among which we detect education, communication, 

organization, rural development, technology diffusion, etc. It would deal 

with fortifying the productions and disclosure of knowledge that, in spite 

of not being much valorized in the cultural-symbolic plane, are of great 

utility in the real world's problems resolution. Moreover, what we under­

stand by intermediate knowledge is different of the simple common sense. 

Such knowledge may be considered as vital for the employment of researchers, 

among which many of them are, nowadays, under-employed in circumstances that 

generates waste and frustrations in the university community. Nevertheless, 

it is a knowledge that does not occur immediately in practice. It is neces­

sary to adapt it in a participatory process in which the researchers (and 

other professionals) and the representati ve interlocutors take part. The 

solution of effective problems is found in the collectivity and can only he 

carried ahead with their member's participation and wi11 be able to he used 

as a way of sensibilization and awareness. In this perspective, we consider 

that the action research methodo10gy constitutes a research form, a ratioci­

nat ion form and a kind of intervention that are suitab1e to produce and to 

diffuse the intermediate know1edge, re1ated with the concrete problems found 

in several considered areas. 

In the adjustment between the knowledge and the action, the reduction to the 

minimal distance existent between the knowledge obtainment and the action 

p1anes formulation is intended. By this way, it would be possible to reduce 

the symbolic uses, that exist on the sphere of conventiona1 knowiedge. It is 

a matter of improving the effective use of know1edge on transforming ac­

tions. 
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CHAPTER 9 

INFORMATION AND KNOWLEDGE IN MODERN SCIENCE: 

SOME ETHICAL AND SEMANTIC ASPECTS 

Roberto Cintra Martins 

The idea of entropy emerged in nineteenth century Physics as an 

indicative of the impossibility to interprete, by'the mechanistic 

conception of the Universe, some phenomena associated to the 

transformation and transport of energy. According to this idea, 

physical reality can no more he considered as entirely foreseeable 

and the hehaviour of matter in movement is no more merely des­

cribed by time-dependent differential equations. The limits to 

understand the microscopic world are put in e vidence; one can only 

describe the statistical distribution of possible states of macro- . 

scopic aggregates of energy and matter. The concept of entropy in 

Classical Thermodynami cs may he taken as a first sign of the radi­

cal changes in the way scientists consider the possibilities and 

lirni ts of the process of knowledge improvement in Physics; these 

radical changes took place later at the beginning o f this century, 

with Quantum Mechanics. 

9. 1. ENTROPY AND ENTROPIC DEATH 

The second law of thermodynamics, according to which the entropy of isolated 

systems tends to grow steadily, indicates the expected behaviour of sponta­

neous physical-chemical phenomena, such as heat transfer, the expansion of 

Itideal tt gases and the change in "free" energy in chemical reactions. Statis-

tical Thermodynamics defines entropy of a system in a specific state as the 

quantity 

n 

S = - E P(Ei) lo92P(Ei), 
i=l 
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where El' E2' En are events that describe the state and P( Ei) is 

the probabili ty of occurrence of the event Ei' In the particular case of 

reversible thermodynamical processes, this definition is coherent with that 

of Classical Thermodynamics (Sonntag and Van Wylen, 1971). 

If we take the classical model of a system of Q partieles of a thermodynami­

cally isolated "ideal" gas, and apply the second law of thermodynamics, we 

can foresee a steady change in the material-spatial configuration of the 

system, until it reaches a final state of maximal entropy, when the probabi­

lity that a specific partiele be found in a specific position in three-di­

mensional space in a specific point in time is identical to the probability 

that anyone of the other n-1 partieles be found there. The material-spatial 

structure of the system is then the least organized and the state of maximal 

entropy is identified with the state of maximal disorganization that the 

system can reach. The state of the partieles is the most indistinguishable, 

and the discrimination among the particles is the most difficult i.e., of 

highest co st (Martins and Bartholo, 1983). 

According to the considerations above, the second law of Thermodynamics is 

associated with the tendency of isolated systems to reach maxima 1 disorgani­

z a tion, which has a a corollary the tendency of the maxima 1 disorganization 

of the Uni verse , which is also called the "entropie death" of the Universe. 

Entropy is a quantity radically distinct from almost all other basic physi­

cal quantities, such as matter, electrical charge, work, energy, linear and 

angular momentum, which are all enforced by conservation laws, when they are 

considered in isolated systems . Entropy, on the contrary, is able to grow 

and tends to grow in such systems. 

9.2 . ACQUISITION OF INFORHATION AS AN ANTIENTROPIC PROCESS 

The assumption that physical phenomena are not completely foreseeable is 

essentially associated with the introduction of probability and information 

as basic concepts of modern Physics. According to Shannon and Weaver, a 

measure of the quantity of information that exists in any event IID.lst he a 

decreasing function of the probability of occurrence of that event. This 

requirement is coherent with the anthropological conception of the most 

unexpected events as carriers of a defiance to Man , as weIl as of potential 

_ii •• _i~_ 
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information and virtual meaning. The emergence of learning processes in face 

of these phenomena is l1nked to the very biological construct ion of the 

human being (Shannon and Weaver, 1982). 

If we de na te by I(Ei) the information associated with the event Ei and 

consider the requirement that P(Ei) > + I(E i ) < the 

quantity of information given by I(Ei) -lag2 P( Ei) measures the minimal 

number of information units (elemental information, binary infarmation or 

"bits") required to univacally describe the event Ei' The quantity of 

information that exists in a system in a specific state is given, according 

to Shannon and Weaver, by 

n 
I - L P(E

i
) log2P(Ei), 

i=1 

where El' E2' "" En are the events that describe the state. This quanti­

ty is formally identical to the measure of entrapy in Statistical Thermody­

namics and the word "entrapy" is of ten used in Communications Engineering to 

denote the quantity of informatian associated with a code or a saurce of 

electromagnetic waves or binary messages. 

The relation between entropy and information is properly expressed in their 

antagonism at the semantic level, despite their forma 1 identification. With 

the classical example of the ideal gas in mind, we can say that the entropy 

of the system is just the quantity of (binary) information required to know 

the state of each partiele of the gas. Thus, the greater the entrapy of the 

system, the greater will be this required information. To better distinguish 

between the concepts of entropy and information, Wiener (1966) proposes that 

the required information, whose measure is equal ta that of the entropy, be 

called the "patential information" existing in the system: 

I 
pot 

S 
n 

- L P(E
i

) log2P(Ei). 
i=1 
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Wiener proposes then the concept of "acquired information" (I ) which 
acq 

is the part of 1
pot 

that becomes progressively absorbed and understood 

by the human being, through historic-cultural processes of acquisition of 

knowledge. Potential information is transformed in acquired information 

through the decrease of the entropy of the system composed by Man as an 

historical-cultural being and his environment. There are two requirements, 

in order that such a process could take place: 

1) that the system be not isolated and 

2) that the entropy outside the system grows, 

i.e., that the system "exports" entropy. Acquired information is considered 

as anti-entropy and the process of acquisition of knowledge is considered as 

an anti-entropie or organizing proeess. Acquired information is not enforced 

by conservation laws; like entropy, 1acq can also grow. 

The process of acquisition of information starts by the observation and re­

cognition of unexpected phenomena, potentially able to falsify an "explain­

ing" system, based on information acquired in the past. In face of these new 

surprising events, new hypothesis are placed, which are equally plausible as 

potential explanations. Through a process of information feedback, control­

led by observation and criticism, one hypothesis finally emerges as the 

explanatory one, and the other are rejected as false. Thus a new explaining 

sytem is organized, which absorbes the new events as explained events that 

progressively lose their "novelty" character and tend to turn themselves 

into "self-evident truths". This new explanation system is then consolidated 

and previals until new phenomena are recognized, which are inconsistent with 

it, and the process of acquisition of information start again. 

The process of acquisition of information starts with the falsification of a 

prevailing explaining system, i.e., in a state where S = 

mal and I 
acq 

is null. From this initial state, a process 

which s I 
pot 

tends to disappear while I tends 
acq 

reach a maximal value, identical to the initialof S 

I is maxi-
pot 

takes place by 

to grow and 

I pot • At each 

phase in this process, the Bum I + I is a constant, unless 
pot acq 

new unexpected events are observed and recognized. This sum is the appropri-

ate measure of the quantity of information that existed in the specific 

events, at the moment when they were observed and recognized, it can be 
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taken as the part of all the information of the Universe stored in those 

events and placed at the access of Man. 

The choice of the hypothesis to he accepted to explain the phenomena is not 

foreseeable from the precedent explaining system. In other words, a theory 

does not include the propositions from the theory that will displace it. The 

socio-cultural fixation of the learning process implies the recognition that 

the prevailing explaining system (or the "scientific paradigms" in Kuhn' s 

(1970) words) conditions the intelligibility of potential information rela­

ted to observed events . This explains the difficulty to recognize the refu­

tation of a theory by means of its inconsistency with experimental facts, as 

weIl as the rapid transformation of "scientific revolutions" in almost self­

evident propositions, i.e., the transformation of "novelty" into "confirma­

tion" , in the words of von WeizsOlcker (1974). 

9.3. ON INFORHATION VALUE 

The measure of information proposed by Shannon and Weaver (1966) may be 

applied to any system and will be determined by the minimal number of binary 

decisions required to know the farm of the system . Information measures the 

quantity of form that exist in the system. According to this conception, by 

human action the quantity of information tends to grow, as Man acts on the 

environment with the purpose of conform it to his perception and his use. 

The production of goods is here considered as the transformation of matter 

by means of the use of energy and information, by which the informational 

content of matter increases. The idea is instrurnental to the development of 

a theory of information value, which integrates human act ion as part of an 

universal process of product ion of information and purposes and interpreta­

tion of techncal progress as a process of acquisition of information (Pfeif­

fer, 1974). 

The information used in the process of production of goeds may increase by 

mcans of the learning -process that is simultaneous to all production proces­

ses. Thus, the increase in the information content of matter does not imply 

the consumption or destruction of the information applied to it I on the 

1 
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contrary, the information available to reuse in figure work tends to in-

crease (see next figure). 

Available 

information 

In general, we have I 
w

2 

to reuse in 

future work 

in matter 

+ I > I 
m
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Before matter Af ter matter 

is 

by 

+ 1 m, 

transformed is transformed 

wark by wark 

I 
w
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I m
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w
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w
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m
2 

> I w, and I > I 
m2 m, 

if we assume the existence of a learning process parallel to the product ion 

process and that the process does not disorganize matter more than it orga­

nizes it. Information presents here its auto-evolutionary character and its 

fundamental role in human action. 

9.4. THE ACQUISITION OF INFORMATION AS A META-HUMAN PROCESS 

According to von Weizs~cker, the existence of information requires a 

language, he it spoken or not, recorded in a living or not-living system. 

Thus, any kind of information requires not only a quantitative and syntactic 

approach, as proposed by Shannon and Weaver ('982), but also considerations 

at the semantic level. The semantic character of information, its meaning in 

specific contexts, presurnes the existence of at least two identifiable sys­

tems: asender and a receiver, whose roles are in general interchangeable. 

The meaning of information is related to the fact that the interchange of 

information is essential to provide the simultaneous transformation of bath 

those systems. Pragmatic information changes both senderjreceivers. 
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Neural communication developed in the animal world has in the human central 

neural system the locus "Par excellence" to its most advanced known manifes­

tation. By the advent of the human species, socio-cultural evolution dis­

piaces socio-biological evolution. Man carries the learning potential that 

enables him to place himself in face of the evolution that precedes him and 

to change the direction of the interactions between living and not-living 

world, as he projects over the world his conceptions, images and ideas, by 

the intermediation of culture and technology. 

The semantic character of information refers to its meaning in specific 

contexts. In its environment the human being generates information that 

provokes an impact of increasing instabilizer effect. Quantitative increase 

of information without significant change at the semantic level, by which 

genuine learning experiences are excluded, has ieaded to a simultaneous 

growth in entropy: the process of acquisition of information is here not 

anti-entropic, but necessarily entropic. 

In modern society, the transforrnation of the natural and social environment 

by human action, free of constraints that old conceptions of the world had 

imposed to it, tends to superate social and natural limits, above which 

social and natural equilibrium rnay he disrupted. As this process occurs 

s imultaneously to an unprecedented growth in available data bases and in­

formation systems, the suspicion increases that the kind of knowledge that 

could contribute to a peaceful future to Mankind and to the natural environ­

ment has been constrained in our times. This kind of knowledge not only 

disappears, but is constrained not to appear. 
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CHAPTER 10 

THE IDEA OF A TRANSCULTURAL PLATEAU 

Arnold Cornelis 

While in traditional epistemology the 

directed passively to knowledge of the 

human understanding 

external world, the 

was 

new 

view is directed towards the human capacity of building active 

knowiedge. The active role of knowledge in my approach stresses 

its constructivistic character instead of a data based and factual 

view of knowiedge. The important point is not to lmow facts, but 

to he able to find them or to reproduce them. 50 establishing 

logical relationships can be situated in this perspective of con­

structivistic knowiedge. 

10.1. INTRODUCTION 

It cannot he deduced from the nature of water how a ship should he build. 

Of course the ship must remain floating, but the question what is a good 

ship receives also an answer from the structural qualities and from the 

intentions for the use of the ship. This comparison is meant to show that 

verification and falsification of knowledge system depends not only on the 

points of contact with the external world-say the natura 1 signs, instead of 

the primitive entities - but also on what is structurally possible in the 

logic of communication and integration of knowiedge. 

Let me illustrate this point by an example from linguistics • A person who 

does not speak French very weIl may attend to a piece of theatre in the 

Coml!die Fran§aise in Paris. On his side is a French native speaker. The 

foreigner will complain that he does not understand weIl what is said on the 

scene, but in fact the foreigner hears, materially speaking, just as much as 

the Frenchman does. Only the Frenchman has learned to reconstruct whole 

sentences from the few words he hears and whole words form a few sounds. 50 

instead of hearing the whole piece, that means instead of databased knowl-
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edge, he constructs the whole piece and this ability is precisely what is 

meant when we talk about a native speaker. 

This constructivistic character of knowledge is also present in the subcul­

tures of people who have studied physics, medicine, philosophy or informa­

ties. The idea of a transcultural plateau refers to this ability of knowing 

what a certain meaning content implies in physics, in medicine, in philoso­

phy and in any subcultural knowledge system. 

The development of money as a sign is a beautiful example - from an episte­

mological point of view - of a meaning carrier totally devoid of meaning 

contents. There is no natural and no conventional relationship left between 

meaning content and meaning carrier. This can become rather dramatic when we 

sell for instanee a house we have been living in. This house was a sign in 

the sense that our memories and our emotions are attached to aspects of its 

physical appearance. We can tell a story about even a scratch in the wall. 

But when the house is sold, we receive only money, the house is repainted, 

the natural signs prove to be disturbing for the new family who moves in. 

OUr money can be used for any new meaning content. In the social communica­

tion form of buying and selling the meaning carriers become emptied from 

their meaning contents. 

Nevertheless the meaning carrier which is money has to be provided with new 

meaning contents in order to function as a sign again in social life. If 1 

want to buy a bread, it is not sufficient to put money on the paying desk. 

Because the money is a pure meaning carrier I have to add meaning contents 

from linguistics signs, saying that I want a bread. On the other hand I can 

explain how good bread is for my organism, but I will not receive the bread 

as long the money is not there. This example shows that money as a meaning 

carrier is necessary just as the meaning content. Together, money and mes­

sage reconstruct the social sign needed for the economie transaction even in 

a simple case like buying a bread. 

If we generalize this result we can see why capitalism and scientific 

thought are twins in the process of innovating and disappearing knowledge. 

Because scientific thought is the complementary part of pure meaning con­

tents generated in societies with a surplus of capital. Capital is a meaning 
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carrier in s earch of new meaning contents to he generated by scientific in­

quire. Capital is floating meaning carriers. While scientific knowledge is 

floating meaning contents. Together they express the abstract nature of 

modern societies. In the history of knowledge we find the surplus of money 

in Ancient Greece, ~n Holland during its golden Age together with the devel­

opment of scientific thought. This illustrate our theory of the abstract 

5i9ns. 

When I started to think about the problem of disappearing knowledge I had in 

mind the disappearance of whole patterns of culture. So I looked for the way 

in which knowledge th at disappears, say specific cultures all over the 

world, become transformed in a transcultural plateau which maintains their 

meaning contents, although the meaning carriers disappear. In this process 

the role of money and capital as a generalized and universal meaning carrier 

plays a decisive role. It is because money becomes the universa I sign as a 

meaning carier that all the specific meaning carriers in the world system 

come to be replaced. So I concluded that I had to go in search for a univer­

sal meaning content system and I thought of the idea of a scientization of 

culture, paralleling the process of its capitalization in terms of money as 

universal meaning bearers. 

When I worked further on the problem I distinguished subcultures not only in 

the form of styles of lif e and scientific specializatons, but also in indus­

trial complexes and in political institutions. As a general definition I 

define now a culture as a knowledge system composed of programs for action 

and thought with implicitly or e xplicitly inbuild goals. This definition can 

be recognized in mode rn farms of management by objectives, in the organiza­

tion of defense systems, in curricula of schooling. In short the idea of a 

culture could be narrowe d down until we recognize in it any identifiable 

self-steering part of the social space of signs. So the question of finding 

a transcultural plateau meant going in search for a hurnan capacity of commu­

nicating over the boundaries of each of these relatively closed subcultures. 

To find such a transcultural plateau is a matter of survival, not only for 

hurnan individuals as members of the social system, but also for the social 

system as such. Because a system of knowledge without logical interaction 

between its constituent parts can never develop a self-steering capacity. 
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The idea of a transcultural plateau is affilitated historically with the 

idea of universal knowledge. It has been said that Goethe, who lived in the 

eightteenth centry was the last man able to overview the whole of human 

knowledge. But this is only true for factual knowledge. In our time we have 

already factual knowledge, because we have data based systems, encyclopedias 

and enormous quantities of hooks from where facts can be retrieved. 50 we 

have learned to think not in terms of facts, but in terms of programs. The 

idea of a transcultural plateau refers to the branch of the scientized cul­

ture as a whole. 

We can illustrate this by a simpie " example of everyday life. When we read 

the newspaper we read only the headlines. How is it possible to read a news­

paper by reading only the headlines? The answer to this question is that the 

rest of the newspaper we write i t by ourself. We construct and reconstruct 

all the knowledge further contained because we have read the newspaper of 

yesterday and the day before and 50 on. This is an example of our transcul­

tural plateau at work in everyday life. Of course when something new comes 

up we have to read intensively and to spell out all the details. But the 

next day our memory is there to regenerate the facts and we can restrict 

ourself to control whether our interpretation is in accordance with what 

happens further. 

10.2. CONSERVATION OF INFORMATION 

Postulating a principle of conservation of information relies on the empiri­

cal results of learning by reward. Reward explains why the results of learn­

ing are maintained by the learning systems. If we generalize this postulate 

of learning by rewards, we can use it as a general principle of conservation 

of information as all learning results wil tend to be maintained as a func­

tion of the system of rewards which we call society. However, as the nature 

of the societal rewards changes, the structure of the knowledge systems must 

also change. 50, although there is a conservation of information, there is 

also a process of qualitative transformation showing the double spring-off 

of disappearing knowledge on one side and innovation of knowledge on the 

other side. We interpret this qualitative change as being an upgrading of 

knowledge towards a higher level each time when an aspect of the problem of 

"--- - ------------ - - - - ---
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communication between incompatible systems is solved. A transcultural pla­

teau able to reach communication between diverging systems at the start, so 

transforming them bath into a converging direction has a higher quality of 

information than each of the incompatible systems considered in itself. 

The idea of conservation of information relies from a logical point of view 

on the principle of recusion. So the empirical foundation that has shown its 

validity in the behaviorist ic research tradition on learning processes be­

comes reinforced by logical theory as r~cusion implies the transformation of 

the results of learning in the past into new knowledge in the present, with 

an openness towards new forms of knowledge in the future • Thus, for in­

stance, the organic unity of a human body is transformed in an operational 

unity of human action. 

The idea of conservation of information casts a new light on old theories 

like metapsychose in the philosophy of Plato and on the idea of archetypes 

in the psychology of Jung. In our approach, introducing the principle of 

conservation of information enables to integrate the pathways of human com­

munication in the same perspective of thought. The social theory of learning 

together with the results of theory of science in combination with recursion 

theory of human consciousness mold together in a modern view of what ancient 

philosphy tried to say. 

10.3. LOGICAL BACKGROUND OF INNOVATING AND DISAPPEARING KNOWLEDGE 

The renewal we propose can be f ounded on a logical analysis of the dynamics 

of signs. We assume as given the postulate that all human knowledge is based 

upon the nature and the use of signs . This postulate differentiates knowl­

edge from organic regulation and abandons the paradigm of evolution when we 

are talking about knowiedge. So we assume that knowledge is encoded in sys­

tems of signs, external to human organisms or rather exteriorized in a soci­

al space. The social space of signs of differentiated at the same time from 

the herditary encoding of the organisms and from the physical external world 

out of our control. The social space of signs is a third world breaking 

through the dualism of mind and matter, it is the realisui generis of the 
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social system, the object of the social science. The social world of signs 

has the characteristic of being under control and external at the same time. 

Whi.le consciousness is internal and under control, at least relatively. And 

while the physical world is external and without control, at least in prin­

ciple. 

EXTERNAL WORLD 

out of control (except 

for technological devises) 

I PUT 

perce ion 

ORGANIC UNITY 

CONSCIOUSNESS 

under control 

the boundaries 

internal logic 

SOCIAL SPACE OF SIGNS 

under control (at least 

in its ideal types) 

SPEECH 

communicatO 

action 

Figure 1: Breaking through the boundaries of dualism between mind and matter 

we introduce the social space of signs as an exteriorization of 

knowledge with maintainance of control. Thus the social space of 

signs represents a transformation of human knowledge by a recur­

sion of the internal logic of con trol combined with the advantage 

of exteriorization which makes knowledge independent from the 

individual life of those who produced it. 

10.4. DYNAMICS OF SIGNS 

We distinguish three kinds of signs, natural signs, linguistic signs and ab­

stract signs. Natural signs are oldest, not only in human culture, but also 

in the individual life cycle. 
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Definition of a natural sign 

We define a natural sign as an undifferentiated intermixture of meaning 

content and meaning carrier. Natural signs are dominated by emotive mean­

ings. Thus, for instance, the meaning of the mother for a child illustrates 

a natural sign. We assume that all new learning processes start with natural 

signs. Being in love implies that the meaning content and the meaning car­

rier cannot he separated. It would he absurd if someone said: 'r am in love, 

but I do not mind with wham'. The emotional layer build up with the help of 

natural signs makes possible the construction of a basic knowledge system, 

as a basic identity or a basic personality. Primitive man as well as civi­

lized man are living in a social space of natural signs by which they have 

transformed the external wor ld. 

The things we are accustomed to and the things we love are natural signs. 

The physical world as such does not have signs. Human heings create signs 

and use them. It is very typical for the oldest theories of signs, as we 

find them for instance in Plato's work, that they can he recognized as tal­

king about natural signs. Thus the idea is that a pers on cannot have another 

name than he has hecause this name expresses the essence of the person. If 

we look at ancient names, this position is very clear. A name like Promethe­

us means 'the one who knows in advance', while his brother Epimetheus has a 

name meaning 'the one who learns afterwards'. 

Linguistic signs: transcultural knowledge of trans lating 

The second kind of sign is the linguistic sign as it has been defined by de 

Saussure. There are two important aspects of renewal here. First de Saussure 

stress es the distinction hetween meaning content and meaning carrier. Se­

cond, de Saussure defines the relationship hetween content and carrier as 

arbitrary. He is right in presenting this renewal, but what has happened 

that enables him to define the nature of a sign in a new way? Essentially he 

approaches the problern of defining a sign from the point of view of general 

linguistics, taking thus a transcultural point of view and moving thus to­

wards a transcultural plateau. General linguistics has the translation from 

one language in another in mind and is in need of an explanation for the 
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transcultural phenomenon of translation. Translations means a recombination 

of meaning contents with meaning carriers. Therefore the distinct as well as 

the arbitrariness of their interrelatedness is logically presupposed. So it 

is the transcultural plateau that has produced the new epistemological inno-

vations. If we compare with the social space of signs in ancient Greece, we 

are aware that tor thinkers even of the level of abstraction of Plato there 

was only one language and only one culture. And trom this perspective the 

natural character of signs is readily at hand. 

What is the nature of the transcultural knowledge we learn by trans lating? A 

same meaning content can become represented by a plurality of meaning car-

riers. Table, tafel, tisch, appear as indicators that a specific line of 

decision has been chosen. The English word 'table' implies that we have 

choosen the strategy of speaking English, following the same line of deci­

sion for the other words we will use in speech. The meaning content can be 

considered hence as a goal setting, permitting a choice among alternative 

systems of means. So, the transcultural plateau of meaning content has the 

logical characteristics of a higher logicalorder compared with the lower 

logicalorder of meaning carriers. Meaning contents appear as goals, meaning 

carriers become means. The transcultural level integrates opposing systems 

in a logicalordering of programs of choice as alternatives for the same 

goal. 

LOGICAL LEVEL OF MEANING CONTENTS (GOALS AS CONSCIOUSNESS) 
Transcultural plateau exemplified by translations: meaning contents become 
exteriorized along alternative lines of choice into systems of signs are 
meaning carriers. 

LOGICAL LEVEL OF MEANING CARRIERS (SOCIAL SPACE OF SIGNS) 
The systems of signs are incompatible and closed as meaning carriers and can 
be integrated only on the higher logica I level of meaning contents. 

LOGICAL LEVEL OF EXTERNAL WORLO (PERCEPTIONS ANC ACTIONS ) 
This level of perceptions and actions becomes transformed into the social 
space of signs as a result of human learning . This transformation process 
determines the boundaries between what is known and what is unknown about 
the external world. 

Figure 2: The logicalordering as developed in the theory of types by Bert­
rand Russell permits to understand the transcultural plateau as a 
higher order integrating of incompatible systems of meaning car­
riers on the level below. Meaning cntents appear as a systematiza­
tion of goals by alternative lines of choice for means. The logi­
calordering integrates the tripartite model of reality (fig. 1) 

breaking through the tradition of dualism of mind and matter and 
specifies the social spa ce of signs as a set of alternative means 
under the control of goals as consciousness. 



A. Co rnelis 

NATURAL SIGNS 

(emotive and artistic 

representations) 

MEANING CONTENT 

intermixture 

MEANING CARRIER 

LINGUISTIC SIGNS 

(arbitrary and conven­

tional representations) 

."!EANING CONTENT 

MEANING CARRIER 

ABSTRACT SIGNS 

(scientization of 

141 

Figure 3: The dynamics of signs can be summearized in three stages of semio­

tic development. In a first stage signs are natural in the sense 

that meaning contents and meaning carriers are intermixed. In a 

second stage apparent in translations from one language into an­

other the relationship between content and carrier becomes arbi­

trary and conventional making possible the permutation between the 

two parts of a sign. In a third state we postulate the separation 

of meaning contents and meaning carriers each organize themselves 

as identity on one side and structure on the other side. The iden­

tity of the learning system goes in search for floating rneaning 

carriers, combining them in accordance with the internal logic of 

meaning contents. While the structure of the learning system as 

the social space of signs remains based on meaning carriers going 

in search for floating meaning contents. The process of innovating 

and disappearing knowledge is isomorphic with the reproduction DNA 

molecules in biology. But the difference is precisely in the inno­

vating and disappearing knowledge process instead of rnutations in 

biological encoding. Thus our theory explains the much faster and 

more systematic changes in epistemological reproduction as com­

pared with the reproduction of biological heredity. 

Definition of an abstract sign 

The third kind of sign we want to introduce is the abstract sign. An ab­

stract sign has the logical characteristic of abandoning any arbitrary or 

natural relationship between rneaning content and meaning carrier. This pro-
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cess of abstraction is characteristic for scientific thought and more gene­

rally for what we call the scientization of culture. Meaning contents and 

meaning carriers are not longer organized by their interrelationship 

either naturalor conventional - instead they develop into two different 

systems, of identity on one side and structure on the other side. 

Identity is a part of the learning system organizing itself on a basis of 

meaning contents and in search for floating meaning carriers. While struc­

ture is another part of the learning system, that means its social environ­

ment or the social space of signs, in search for meaning contents. So, the 

abstract sign generates a twin system of identity and structure which bath 

reproduce themselves in a way isomorphic to the reproduction of DNA mole­

cules in biology, but with the new characteristics of innovating and di sap-

pearing knowledge. 

content 

1 __ c_a_r_r_i_e_r_....J~ 
EXTERNAL LOGIC OF STRUCTURAL LEARNING SOCIALLY BASED 

Figure 4: The idea of free floating meaning carriers and meaning contents 

together with the concept of abstract signa, with a censure be­

tween contenta and carriers of meaning. The difference, however, 
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in the case of knowledge reproduction compared with heredity is in 

the differentiation between identity learning and structural 

learning. The human capacity of creating continually new meaning 

contents organizes the human identity on an emotional basis going 

in search for floating meaning carriers in the human environment 

or taking them from nature like poets do. 

On the other hand the structure of the social space of signs recruits mem­

bers of the community for working in accordance with the accepted meaning 

contents. Thus, for instance when someone accepts a job it is implied that 

the meaning contents (accepted as defining the meaning carriers) will be 

respected. 

10.5. LOGlCAL MODEL OF INNOVATING AND DI5APPEARING KNOWLEDGE 

In building the identity system of knowledge we search for what we call 

floating meaning carriers in the social environment. These floating meaning 

carriers are like bicycles without an owner, standing there ready for use. 

We can for instance say 'you are my darling ' indicating thereby a meaning 

content 'you are my system . I choose your logic'. In such a case we liberate 

the meaning carriers from their strict sense and we use them as metaphors. A 

metaphor is a logical strategy for making a meaning carrier floating in 

order to use it for a new meaning content. 

Although information is conse r ved, there i s a constant innovation and disap­

pearing knowledge by new combinations of meaning carriers and meaning con­

tents. Innovation means to attach a meaning carrier to a new meaning con­

tent. Disappearing knowledge means to detach a meaning content from a mea­

ning carrier, making the meaning carrier ready for use in a new content 

combination. 50 the reproduction of knowledge in the cultural stage of ab­

stract signs differentiates human identity and social structure as two oppo­

sing, but interrelated centers of knowledge organization. The human capacity 

of creating new meaning contents is therefore strongly reinforced in the 

semiotic environment of abstract signs characteristic for the scientization 

of culture in our time. The combination of innovation and disappearing 

knowledge replaces the notion of mutations in the research traditions of 
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heredity and evolution. Human knowledge reproduces itself in a way that is 

i somorphic , but different from hereditary and inborn patterns. Human history 

is not evolutionary, but develops along the lines of innovation and di sap­

pearing knowledge. 

10.6. IDENTITY STEERING DEVELOPS A TRANSCULTURAL PLATEAU 

The interesting point from the perspective of a transcultural plateau is 

whether either identity or structure is the knowledge system with the grea­

ter capacity for variation. As a logical criterion we introduce the question 

whether the goals of the controlled system can he interpreted in terms of 

means by the system that controls. Human capacity has the ability to inter­

prete in terms of meaning contents all the meaning carriers of any social 

structure. The epistemological reason is in the constant product ion of new 

meaning contents as the natura I capacity of human identiy. While the social 

structure . is restricted in the historical limi ts of its meaning carriers 

with their defined meaning contents. Social structure is the social memory 

of a culture. While the human identity is a transcultural plateau able to 

intergrate any social structure in the organization of its meaning contents. 

A human identity living and working ten years in Japan, then years in the 

United States and ten years in Holland develaps a transcultural plateau 

under the pressure of the problems of cammunication generated by the mutual­

ly exclusive systems of culture. 50 the basis of an transcultural plateau is 

in the learning capacity of the human identity. 

We can look at human history from the perspective of bialogy, econamy, tech­

nology, linguistics, art and each point of view reveals aspects of the human 

capacity developing itself. If we generalize this perspective of learning, 

then we arrive at an epistemalogy of human history. But as history is con­

cerned with the past only, we need to enlarge the scope towards the future. 

50 we can speak about the epistemology of human time, incuding the past as 

weIl as the future and of course the idea of a present as the relationship 

between the past and the future • This perspective of an epistemology of 

human time enables to specify what is going on in what we call the scienti­

zation of culture. The general movements is towards the construct ion of a 

transcultural plateau. 
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Human knowledge is organized along two principles of ordering, tranditional­

ly indicated as space and time. In the theory we develop in this paper space 

and hecome transformed in the not ion of human identity. So the twin rela­

tionship hetween human identity and social structure can he recognized as an 

elaboration of the principles of space and time as foundations of organizing 

human knowledge. 

The line of development of human culture in the process of scientization 

starts with naturalism as an epistemology in which space and time hecome 

objectified in the study of the physical world. Next comes the epistemology 

of structure, beginning at the edge of our century, as an epistemology of 

the social space of signs. For the future we expect the advent of an episte­

mology of identity which is an elaboration of the epistemology of time. 

The foundation of the epistemology of identity is based not on meaning car­

riers, like in the epistemolo·gy of structures but on meaning contents as a 

principle of organization. Why is the epistemology of time so late in the 

line of development of culture? The main reason is that time cannot he seen 

in contrast to space and to the structures of meaning carriers representa­

tive of signs. However, meaning contents are just as indispensable for 

signs, as we have seen. Moreover meaning contents have a larger range of 

variability making them suitable for the ' construction of a transcultural 

plateau. 

Time functions as a logical foundation of the meaning contents in the pro­

cesses of communication. Time is implied in the notion of an event, in tel­

ling a story, in explaining the causal succession in processes in the exter­

nal world, in forecasting the future and in prescribing what has to he done. 

Time sumrnarizes the stee ring capacity of human consciousness either by ex­

plaining why happened what could not he avoided or by giving reasons for 

what is or was choosen to beo 

As for what cannot he avoided the idea of a transcultural plateau was easily 

reached in scientific thought. The general character of theoretical physics 

runs through all cultural boundaries. As soon as choices have to he made the 

transcultural plateau can only he reached by taking into account the set of 

alternatives by which socially anchored knowledge is attained. We have rela-
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ted this aspect to the knowledge reached by translations and interpreta­

tions. However, the more serious problems are those caused by opposing inte-

rest dividing knowledge systems and making their integration i!"possible in 

the present state of af fairs of polities, economics and of the financial 

system in the world. The introduction of an epistemology of time permits to 

elaborate further what is avoidable and unavoidable. There are aspeets of 

reality that may seem to he avoidable in the short run, but not on the long 

run. The sclentization of culture conslsts in enlarging the scope of time 

making clear what is inavoidable in steering intentions on a transcultural 

plateau of human · thought. 

TRANSCULTURAL PLATEAU (innovation and disappearing knowledge management) 

IDENTITY LEARNING (INDUCTlVE) 
developing the next higher 
.level of alternatives as in­
novative knowledge 

SOCIAL STRUCTURE (DEDUCTIVE) 
present and past knowledge as 
candidates for disappearing by 
integration or obsoleteness 

Figure 5: Innovation eomes from identity learning using a higher order 

learning and transforming thus existing and past knowledge into 

alternatives that ean he replaced by new knowledge. The idea of a 

transcultural plateau is to he loeated in the superior level of 

the identity learning ready to transform the social strueture from 

above. 



A. Cornel is 147 

----------

10.7. THE TRANSCULTURAL PLATEAU: STRUCTURAL f'ALSIFIERS AND IDENTITY FALSI­

FIERS 

There are two reasons why identity learning arrives at a transcultural pla­

teau. One reason is that identity learning has to master and to play a role 

in more than one structural branch of the social deductive tree of applied 

knowiedge. For instance a woman with a family and children is in the branch 

of education. But she may at the same time have a job. So she is also in the 

branch of labour structure. Maybe she even continues studying or doing re­

search. Each of the branches in the social structure represents different 

subcultures which are mutually exclusive. The working situation ignores 

family life. The organization of studies ignore the working situation. But 

the identity of the woman is obliged, in order to continue the kind of exis­

tence she is engaged in, to combine these subcultures in one transcultural 

plateau. Her epistemological position makes her innovative. Children can 

receive part of their primary education in the working situation and adult 

schooling becomes organized. At the same time older models becomes absolete. 

The second strategy for ar ri ving at a transcultural plateau consists in 

enlarging the scope of time. Strictly speaking the epistemology of time is a 

discovery of falsificaticn. The reason why knc·.11edge disappears is that 

knowledge becomes false. The most dramatic situation is of course that 

knowledge disappears because the person representing and bearing the knowl­

edge dies. In a pessimistic mood Thomas Kuhn has suggested that old para­

digms of scientific thought disappear in this way. But I doubt whether bio­

logical interpretation is a good description of what actually happens. Of 

course death is a falisfier in time in the field of economies. To loose a 

war or a political position is another form of falsification in time. Now, 

what is the role of scientific thought and more specifically what is the 

role fo cybernetic research and systems theory in this process of falsifica­

tion? 1 suggest that this role is to anticipate by avoiding such disasters. 

Therefore a transcultural plateau has to be designed as preventing real 

falsification. 

Aa a .. ; __ wa. 
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10.8. THE TRANSCULTURAL PLATEAU AND SOCIAL POLICY 

The renewal in thinking that is implicit in our approach to the problems of 

disappearing knowledge emerges most clearly if we apply it to the relation­

ship between scientific thought and social policy. The view that scientific 

research is unable to formulate value statements is one of the most impor­

tant examples of knowledge that has to disappear. Instead the innovative 

approach is indicated by the idea of a transcultural plateau. 

1 have tried to show that there is nothing special about the problem of 

values, which is in fact the problem of making choices in a way that can be 

logically and epistemologically justified. The general strategy of scienti­

fi'c thought, already formulated by Karl Popper is to formulate knowledge in 

such a way that it can be, in principle, falsified. We can notice that Pop­

per introduced the idea of an epistemology of time without mentioning it as 

such. Because a hypothesis remains valied as long as it has not been falsi­

fied. But here we introduced a new element in the discussion by asking 'what 

kind·of falsifiers do we admit?' 

In Popper's Logic of Scientific Discover 1 see one type of falsifier, that 

is those phenomena produced in the extern"l ' .• orld. I want to add two other 

types of falsifiers: structural falsifiers and identity falsifiers. This 

will make clear why I have introduced a three partite model of reality. As 

reality is build up from three eategories of existenee, the external world, 

identity learning and the social space of signs called strueture, we can 

expect also three kind of falsifiers corresponding to each of them. Struc­

tu re is a social transformation of space, while identity elaborates time. 

What is a structural falsifier? In the social space of signs such a structu­

ral falsifier defines what is possible and impossible in individual action 

and in soeial poliey. As soon as we have this notion of a structural falsi­

fier in our mind we ean go in search for empirical manifestations of it. Is 

it structurally possible to install rockets in the most densely populated 

part of Europe? Look whether struetural falsificators are coming up. Is it 

structurally possible to economize in developing countries in order to dimi­

nish inflation? Is it strueturally possible to continue the pollution of the 

sea? The idea of struetural falsification can guide social policy. 
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Along the same line of thought we search for identity falsifiers. It is in 

the logic of scientific thinking that we shall not do certain things that 

may be structurally possible - which is already arestriction compared to 

what is physically possible - precisely because we bear in mind the situa­

tions of the future. The identity falsifiers take into account the dimension 

of time, not only be looking at the past, but also by making the future 

possible. The identity falsifiers contribute in a scientific way not only to 

guide towards specific innovations, but also to make certain models of ac­

tion disappear. The problem of disappearing knowledge becomes thus a problem 

of scientific inquiry. 
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CHAPTER 11 

OISCOVERY OF THE DISAPPEARING KNOWLEDGE BY THE ·USOMIO"* METHOOOLOGY 

Matj.!lZ Mulej 

Not only Yugoslavia, but actually all underdeveloped countries 

(industrial latecomers, former colonies, now economic neocolonies) 

seems to he in trouble due to their lack of knowledge (Stanovnik, 

1984, 1985). More or l e ss the same is true for the less industria­

lized members of OECD (OECD, 1984). On the other hand, the USA 

study transition from the s c i e ntific leadership to technological 

l e adership (NSF'jIS'l'I, 1 98 1~) and are afraid of their own economie 

situation and prospective s. So do many other countries all around 

the world. 

We study a facet of this problem. I will deal only with situations 

which I face daily. Their common de nominator rnight b e twofold: 

- the rate of growth of productivity (effectivenes s and efficien­

cy) lags far behind the rate o f growth of the number of persons 

finishing their education (of any level up to Ph.D.); 

- still, nobody (to best of my knowledge) has ever got in trouble 

for never proposing anything new. 

11. 1. FORM DIALECTICAL SYSTEMS THEORY TC USOMlD - AGAINST THE RIGHT OF IR­

RESPONSIBILITY 

Over a decade ago I started to interlink creativity and systems theory from 

a methodological viewpoint which led to establish!!\ent of the Dialectical 

Systems Theory (Mulej, 1979). It was to assure methodologically that the 

demand of the General Systems theory for wholism becomes possible at an in-

* USOMlD is the Slovene abbreviation for: Oriented, Wholistic, Co-opeative 

and Organized Invention and Innovention Activity of the Masses. 
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terdisciplinary level. Soon, it was clear that the formulation was not sim­

ple enough for the DST to be applied, which led to USOMlD (Mulej et al. 

1981, 1983, 1984, 198~). 

The five components of DST are: 

1. the law of the hierarchy of s uccessioni 

2. the ten rules to provide innovative starting points of p e rsons invol­

ved; 

3. the ten rules to provide wholism throughout the entire process from 

definition of starting points till the final result; 

4 . the methods of modelling creative work processes to ffiilke the cr"ative 

work' and co-operation easie r; 

5. the law of entropy (as the natural tendency toward distruction), a per­

manent souree of the need for creativity. 

I will not elaborate upon them, this was done in several conferences (EMCSR, 

Vienna, Austria, 1976, 1978, 1980, 1982, 1984; Amsterdam, 1979, 1983; Ra­

leigh, NC., USA, 1984; Hartford, Co., USA, 1984; etc.) and is available in 

proceedings. 

The ten components of USOMlD are: 

1. education for creative co-operation with short courses (of which 80 were 

given from June 1981 until March 1985) and practical experience; 

2. developme nt of "being considered" as the basic value guiding people 

toward creativity, and sa a precondition for their motivation for crea­

tive co-operationi 

3. charting the processes which take place in the organization, in co-ope­

ration with workers who do them and know most about them, including also 

the processes of creative work, in framework(!) programs, compiled into 

a It·programmoteque"; 

4. possibly, a computer-aided programoteque, de eper in quantitative insight 

into the basic process (supply-production-marketing); 

5. the USOMID/SREDIM procedure as the method of creative co-operation; 

6. deliberate seeking for possible changes as the basic orientation of such 

a creative co-operation; 
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7. application of "management by objectives" which include support and 

constant care for creative co-operation as a whole and its strategies 

for innovation with objectives of every (middle) manager and foreman; 

8. proceeding from the general insight toward details in order to fight 

unavoidable one-sidedness by interlinking the specialists I viewpoints 

into a (dialectical) system of all essential viewpoints; 

9. studying the process and their environment, not the organizational 

structure and the hierarchy of subordination, and following the links of 

their steps with the "causes tree" (based on Arthur Spinanger' s idea of 

the elimination chart); 

10. the USOMlD circle as the organizational possibility for a permanent 

creative co-operation; they work in the regular and extended staffing. 

The result can be called a sort of a transition from the level of the basic 

science to industrial technology; the (dialectical) systems thinking enters 

the heads and hearts with no single word of philosophy, system science, etc. 

This proved to be very useful as a tooI to re duce the disappearing of (pre­

viously unused) knowIedge. 

Namely, such a disappearing takes place permanently due the general applica­

tion of the so-called Scientific Management (Taylor, 1957). It causes the 

classification of people into the "thinking ones" and the "working ones" and 

gives them both the right of irresponsibility which is incorporated into 

their position in the hierarchy of subordination. "The working ones" are not 

supposed to think, but to obey blindly, the "thinking ones" cannot he con­

trolled because they do the creative work. Besides, the thinking ones com­

mand and do not have much time left for acquisition of new knowledge as weIl 

as for creativity, and the working ones are alienated and need no new knowl­

edge or creativity, or at least do not feel such a need. 

This situation, obviously, need a dramatic change of mentality, social and 

industrial relations . Therefore the starting points have to he influenced, 

e.g., like by USOMlD: 
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/1. education subjective starting 

points in general 

2. consideratio 

/3, programotequ 

va lues 

~-----4knowledge of content 

4. poss.compute 

aided progra 

moteque 

knowledge on metho-

5. USOMID/SREDli-----1dOlOGY 

procedure 

- work by: 

1. select ,- objective starting 

2. record data points - organizatie 

3. evaluate data nal possibility 

4. determine one 

choise 

5. implement the 

innovation' 

6. maintain the 

innovation 

- co-operation by: '------------, 

1. individual brain-writing 

2. circulation of notes for 

additional brain-writing 

3. brain-storming 

4. minutes 

- (plus all necessary techniques) 

6. deliberate seeking 

for possi.ble changes 

7. Policy, strategies 

and MbO with innova 

tion incorporated 

8. proceeding from the 

general insight to­

ward details 

9. causes tree 

10.USOMID circle 

- 5-12 members 

- 12 organisational 

roles 

- regular and ex­

tended compositio 

- facilitator 

- collective author 

- within (all) the 

basic work units 

Influence of the (dialectical) systems thinking over the Bubjec­
tive and objective starting points through the methodology for 
creative co-operation of the many USOMlD. 
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11.2. SOME EXAMPLES FROH THE EXPERIENCE WITH USOHID 

In one of the first organizations wherein we applied USOMlD 

(though still in its rudimentary form), we were contracted to help 

them to solve the problems of job description and wages. They had 

a very poar insight into their process of work and co-operation in 

it, due to the Tayloristic stressing the hierarchy of subordina­

tion and work units rather then their common process. So we found 

an engineer who signed the statement th at he has no defined task 

to perform. We also found a lady a few months before retirement, 

who was the only person to do foreign exchange bookkeeping. She 

has never been asked what is her opinion about anything. When we 

approached her with su eh requests and questions about her own 

work, she kept telling us about the procedures and contents of her 

work for three days. Without USOMlD her knowledge would disappear 

when she retires. 

In another factory we were contracted to help to solve the organi­

zational problems which came along with the growth within years 

without reorganization. A part of their production process was 

performed by a group of poorly educated, but weIl experienced 

workers ",ith a lot of routine. They were soon able to co-operate 

with us, we charted their process together and they provided a lot 

of information. Their production manager, when he saw the results, 

did not believe it: "They cannot think", he maintained. 

1<;5 

Af 4er these two examples of one type of our experience, let me give an exam­

p le of a positive and productive attitude and behaviour of the manager who 

is not Tayloristic. 

In a factory with which we still work, managers believed in their 

workers • capabilities before our co-operation. One of their pro­

jects was the transition from quality control to quality assure­

ment by co-operation. They formed quality teams and soon found a 

lack of capability of co-operation. This brought us in. We gave a 

series of USOHID courses, and in one division we worked the model 

out with all details. Again, we could dig out a lot of knowledge 

by Buch a co-operation. 
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A wholesale warehouse moved from many obsolete small facilities 

into a large and modern building with no additional training of 

their workers. The results lagged far behind the expectations, 

though their new manager used to design such warehouses for eight 

years, including this one. He was far from satisfied, but he had 

no new ideas anymore himself, neither did he fiund any solution in 

literature or in consultancies, nor has any of his workers ever 

been an inventor. He still had no other way but relaying on them. 

Due to the previous Tayloristic management they new nothing but 

their own jobs in a very narrow sense of the world. They were on 

constant fight with the commercial department about the issue who 

has caused the mistakes which occurred daily. They blocked the 

computerization of their work. They used to go on strike for a few 

hours almost weekly. But the manager was not only a college guy , 

he started as a plain worker and studied part-time. So he under­

stood the situation and feelings better. Sa he started looking for 

a solution. We hapened to meet a few months later, when he already 

had his first results, but saw the limits. He started applying 

USOMlD in combination with his own experience and ideas. They 

charted their organizational environment, their work processes, 

found out the interdependencies with the commercial department and 

with the computer, they got those guys involved in a co-operation, 

the manager himself supplied the information from professional 

literature and experience, etc. Af ter two years, the results were 

surprisingly: the best economie result we have ever had with 

USOMlD, clear mutual relations, no more strikes. They have a per­

manent panel to speak out and to be actors in an action, they are 

creative inventors. 

I could give several other examples from the three years of a broader ap­

plication of USOMlD in organizations. But in essence this would he repeti­

tive. 

==--= =- __ ti • I 
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11.3. TAYLORISM INSTEAD OF A (DIALECTICAL) SYSTEMIC CO-OPERATION - THE MAIN 

CAUSE OF DISAPPEARING OF KNOWLEDGE IN BUSINESS ORGANIZATIONS 

I believe that there is no reason for the limitation to the business organi­

zation, since my first goed experience was in my tennis club when we pre­

pared our first Davis cup matches sixteen years ago. But, officially, USOMlD 

so far was applied in business organizations only. 

Taylorism was created with a very good intention, nearly a century ago, to 

bring more science into engineering in order to diminish the selfwill of the 

owners in relation to the work load of the workers. This happened, but not 

the relations which Taylor wanted. The real relations which surf aces , di­

vided the companies body into the thinking part and the working part, the 

owners left aside more and more. 

This last element has a lot to do with socialism. Though Taylorism in such a 

version has nothing to do with the basic paradigrn of socialism or self-mana­

gement . Lenin's practical troubles incorporated the "scientific management" 

into socialism (Merkie, 1980). Lenin dismissed the owners af ter his October 

Revolution and found Taylorism the best manager ia 1 technology in his circum­

stances with no owners and no knowledge with the workers, and only few ex­

perts. So, he had to install them, Taylorism backed him best of all. In 

those circumstances 1 would not blame him, nor the Arnerican and Westeuropean 

development in the same direction. Besides, the mass production of stan­

dardized products demanded and still demands a lot of order (Reich, 1984), 

but it also kills room for creativity and knowledge but the repetitive rou­

tin~, except for the managing elite. 

Since they need to be understood by their coworkers, and since competitive­

ness has depended more and more on innovation and expertise, now-a-days the 

nurnber of teaching staff at universities and other institutions of higher 

education in the world (and in Yugoslavia) is equal to the number of the 

primary school teachers in Taylor's times 1 1 (Pecujlic, 1980). Technology is 

very different, too, and changes rnuch more rapidly, so it demands rnuch more 

knowledge and even fresh knowiedge, i.e. much more innovation then ever 

before. Two of the consequences are very important from the viewpoint selec­

ted for this chapter: 

\ fT iri ij lil * 
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Taylorism makes us all so narrow specialists that we hardly can be crea­

tive enough any longer unless in co-operation, but the vas majority has 

never been educated or trained for co-operation, only for work; 

Taylorism (in its living, not written author's model) causes imposing of 

the novelties upon the workers, who tend to be against the novelties, 

unless they are their (co-)authors themselves, trusted by their manage­

ment and feeling that they are considered. 

Both consequences cause the following chaia: 

Taylorism - blind obeying of the subordinated ma­
jority without their own thinking and without 
control over the thinking part of the people in 
the organization (and society, as well) 

J 
bureaucracy, technocracy - the right of irrespon­
sibility (of practically everybody) 

1 
less (wholistic) thinking - reduction of the ap­
plied knowledge despite of growing investement 
into education and research to create more knowl­
edge 

I 
innovation felt as a burden, creating partial and 
therefore fictitious solutions - dandger of dis­
appearance of the world 

J 
dark medieval times instead of wholism 

1 
in addition, in less developed countries, neoco­
lonial subordination the countries and (multi­
national) companies with less of disappearance 
of Knowledge - world-wide one-sided Taylorism 

Figure 2: The permanent blind alley due to the dlsappearance of the (perma-

nently created, but not applied) knowledge caused by Taylorism. 
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The famous eight rules, learned in the best - run companies (Peters, Water-

mann, Jr., 1984) help much more against the industrial relations which cause 

the disappearance of knowledge : 

1. A bias for action: a preferenee for doing something - anything rather 

than sending a question through cycles and cycles of analyses and com­

mittee reports. 

2. Staying close to customer - learning his preferences and catering to 

them. 

3. Autonomy and enterpreneurship - breaking the corporation into small 

companies and encouraging them to think independently and competitevely. 

4 . Productivity through people - creating in all employees the awareness 

that their best efforts are essential and that they will share in the 

rewards of the company's success. 

5. Hands-on, value driven - insisting that executives keep in touch with 

the firm's essential busineSS. 

6. Stick to knitting - remaining with the business the company knows best. 

7. Simple form, lean staff - few administrative layers, few people at the 

upper levels. 

8. Simultanious loose-tight properties - fostering a climate where there is 

deciation to the central values of the company combined with tolerance 

for all employees who accept those values. 

From the viewpoint of management, the key to stamp out Taylorism may be best 

expressed 50 (Blanchard, Johnson, 1984): 

"Take one minute out of your day to look into the faces of the 

people you manage, and realise that they are most important re­

sources of wisdom. Recognize the importance of these sourees of 

wisdom! People who work with you as their manager will look at you 

as one of their sourees of wisdom" • 

We found in our experience that, at least in an underdeveloped country with 

a short history of industrialization and democracy, it is true what The New 

York Stock Exchange has weIl documented in 1982: the key is the attitude of 

li ilM Mi i l I, RIII II"=4R i"'j lij WM; 
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the managers, they need a reeducation from Taylorism toward co-operation for 

mutual creativity. The workers hardly do any harm, they come along. This is 

especially hard with those who came to their (middle management) position 

with the following combination: 

1. the soap ru Ie 

2. Peter' s ru Ie 

3. Parkinson's law 

when coworkers can no langer stand a person, they get 

him out by squeezing; 

he got over the ceiling of his capabilities; now he 

needs co-workers to do the job for him; 

the more subordinates he has, the bigger boss he is; 

4. double jacket rule: there is not enough work to he done, sa Dne has a 

jacket on one-self, the other one in the closet in 

the office; af ter arriving there, one puts t he j acket 

from the closet over the chair ("I wil! be back in a 

second!") and off we go. 

Figure 3: The cornbination of rules to produce non-creative (rniddle) manage­

ment with the right of (well-paid) irresponsibility. 

11.4. INCORPORATION OF INNOVATION BY CREATlVE CO-OPERATION OF MANY AS OUR 

WAY FROM THE TAYLORISTIC RIGHT OF IRRESPONSIBILITY AND THE DISAPPEAR­

ANCE OF KNOWLEDGE 

In our most recent research (Mulej et al., 1985) we created the following 

answer how to fight Taylorism and routinism, which bath kill creativity and 

cause the hu ge discrepancy between the potential knowledge and its actual 

application for creativity: 
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(interdisciplinary 

knowledge on the 

process dealt with, 

methodological knowl­

edge on creative co­

operation, knowledge 

on motivating, knowl­

edge on organizing of 

creative co-operation 

and 

Organizational and 

informational links 

and flows and their 

management 

lól 

Societal policy, inno­

vation oriented 

Policy and strategies 

of the organization, 

innovation oriented 

Management by Objec­

tives, including in­

novation oriented ob­

jectives 

Creative co-operation 

of many in e.g. USOMID 

Circles, QC Circles. 

Figure 4: Innovation policy and practice. 

No one of the six elements may miss. In the study we elaborated all of them. 

On the level of the societal policy, things have moved ahead in the recent 

period in Yugoslavia (CK ZKS, 1984 and 1985; Crveni bar jak, 1984; Sabor SRH, 

1984; Yugoslave Federal Assembly, 1985), but less in the financial motiva­

tion acts. Also, some other important problems are still open, which create 

disappearance of knowledge, e.g.: 

the need and possibility for mutual support of R & D departments and the 

oriented and organized creative co-operation is still too rarely per­

ceived, as well as their mutual interdependence, which is extremely 

strong, especially under self-management; 

innovation activity of many, is still bound to the Suggestion System 

only; 

innovation activity is still perceived more as an unimportant technical 

issue, rather than as an important economie, psychologieal, sociological 

and political onel 

etc. 
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All these relations have to he changed if we want to stop the further disap­

pearing of knowledge and to foster its app1ication, e.g. by: 

more creative co-operation, which could diminish their right of irres­

ponsibi1ity, routinism and active use o f 1ess than half of their a c tua1 

c apabilities; 

mo re agreed orientation of creative ef forts, 50 to conce ntrate upon the 

really important parts of the processes on the basis of consideration of 

peop1e as possib1e and va1uab1e co-authors, de1iberately seeking for 

possible changes, in line with the policy, strategies and MbO which are 

all innovation oriented, wherein the programoteque demonstrates the ne­

cessary points of concentration for innovation and offers the (most 

general, not all) basis for creative c o -operation as t h e souree of in­

formation about the processes which are not elaborated in the technolo­

gical documentation; 

more who1ism (= systemic, systematic, realistic and dialectical think­

ing), due to the application of USOMlD. 

11.5. CONCLUSION 

Socia1 and industrial relations oblige an employee to hehave on the basis of 

division of labor (= Tay10rism). Thinking from the viewpoint of management 

is neither important nor desired. 50, creativity is not expected and a1iena­

tion grows. The la ck of a dialectical wholism causes a neoco1onia1 subordi­

nat ion to those who deve10p, prosses and app1y know1edge and to not l e t it 

disappear. That is wh at we are trying to fight against with USOMlD. 
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CHAPTER 12 

THE DISTINCTION BETWEEN 'HARD' AND 'SOFT' SCIENCES 

AS A QUALITY THREAT IN PHYSIOTHERAPY TREATMENTS 

Arno Goudsmit 

We may distinguish between 'hard' and 'soft' sciences, and accor­

dingly between 'hard' and 'soft' techniques and ski lis in health 

care. In this paper 'soft' techniques denote procedures from beha­

vioral and social sciences, in which a humanist, non-technical, 

approach prevails. They are characterized by respect for the pa­

tient's integrity and autonomy. Treatment is first of all 'facili­

tation', not 'manipulation' (cf. Rogers, 1951). In 'hard' techni­

ques, on the other hand, the patient is considered to be control­

lable by correct application of procedures. Both hard and soft 

techniques are of use when treating people. 

12.1. INTRODUCTION 

Generally , soft techniques are about coping with the patient' s motivation, 

his confidence in the therapist, his anxieties and defensive tension (a 

muscular tension that occurs in anticipation of painful manipulations by the 

therapist), the therapist' s use of tact (cf. Reik, 1948) and his abi li ty to 

join the patient (cf. Minuchin, 1974). The vital importance of them is gene­

rally recognized, as most medical and paramedical curricula contain psycho­

logy and social skilis courses. 

This recognition however is rather formal and official. Something curious is 

the matter with these soft skills in physiotherapists' practice (among other 

health care disciplines). The position of soft techniques within physiothe­

rapeutic practice and their relationship with hard, medico-technical, proce­

dures, is far from clear and is even hardly studied (cf. Caney, 1982). This 

may he due to a language harrier that succesfully separates the domains of 

bodily and mental phenomena, diseases and treatment. Now that economie re-

i,lI i i • i Ir yl ii lP 
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cession urges everyone to account tor their activities, physiotherapists 

cannot account tor the use of soft techniques as they can tor hard techni­

ques. And unaccountability leads to can celling, at least to a decrease of 

financial support. This paper attempts to show a way to account for soft 

techniques in physiotherapeutic practice. 

12.2. THE ACCOUNTING PHYSIOTHERAPIST 

In interviews physiotherapists ei ther apologize for using soft techniques, 

or for not using them. Their apologies show they are not able to look upon 

these acti vi ties as compatible wi th their regular tasks, however necessary 

they rnay find them. When they do apply soft techniques, they of ten apologize 

for not doing their proper job. When they do not apply them, on the other 

hand, their apologies concern their not heing able or entitled to apply them 

(e.g. due to their position in the health care network). Apologizing seems 

to he an unavoidable component in physiotherapists' accounts of their use of 

soft techniques, whether they use them or not. What is the matter? Are soft 

social science skills and techniques to he looked upon as mere hobby and 

unproper job aggrandizement for the physiotherapist? Are they elements of 

physiotherepeutic treatments that are necessary, but of unexplicable impor­

tance? A few cases, as they appeared during interviews, rnay illustrate the 

point. 

A physiotherapist emphasizes that he pref ers to deal with people 

without having to treat them as little children. He wants them to 

he motivated for practicing the homework bodily exercises, but 

knows few ways to motivate them, apart from arguing. Using psycho­

logy or psychological skills does not seem to him part of his 

profes sion. He prefers to converse about hockey matches with his 

patients during treatment. 

Another physiotherapist is so much convinced of the predominant 

role of human relationships during therapy, and of the function of 

the patient' s life perspective, that he does not refrain from 

guiding a handicapped patient into the local library, 1n order to 

have him expand his 'life spa ce'. Though very I11Uch convinced of 
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the use of these activities, he is not ab Ie to account for them 

towards his doubtful col leagues. 

A general hospital physiotherapist contends to have a good rela­

tionship with apatient, while it appears that he avoids crucial 

problems. Af ter ten minutes of digressions on the pleasantness and 

openess of the contact with a terminal lung cancer patient, it 

appears that he avoids to get informed about whether or not his 

patient does have knowledge of the terminal state of his lung 

cancer, asking neither his team colleages nor the patient himself. 

It does not impede him from doing his job in the way he wants to. 

AS a contrast, a physiotherapist proclaims at the start of the 

interview to prefer clear and effective techniques in treatments, 

whereas at the end of the interview he deerns the patient's perso­

nal trust in the therapist 'the only thing that really works, 

whatever technique you apply'. 

Finally, what to think of the physiotherapist who considers all 

physical diseases 'physic', keeping utterly vague about what he 

means by it? 

These are examples of the diversity of weights physiotherapists attribute to 

applying soft techniques. These therapists have in common their inability to 

account for combining them with their forma 1 tasks unusually formulated in 

terms of hard techniques). One may consider the physiotherapist's soft tech­

niques as his set of tacit skilis (cf. Polanyi, 1958), important, but hard 

to make explicit even by the experienced user. 

12.3. THE ROLE OF ECONOMIC FACTORS 

Because of the recent increase of economie pressures on the health care 

system, there is a tendency to attach more and more value to those elements 

th at are concrete and controllable. This trend is in schools of physiothera­

py, and in physiotherapist's practices. In curricula more and more emphasis 

is laid on proper techniques and adequate medical knowiedge, whereas psycho-

i i 111 i • ii ,1',111 Wil lJ,iiii I Kir <i, !f 
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logy courses get a subordinate, disconnected status (resuiting in teachers' 

defensive justifications as "psychology is also important"). In physiothera­

pists' practices the personal contact between patient and therapist becomes 

restricted to the necessary minimum, e.g. as patients are treated simultane­

ously and application instruments are use d much more than before. Therapists 

less and less allow themselves to spend time and e nergy t o those activities 

that cannot be defined as a hard technique, and therefore not be specified 

on the declaration list tor the patient's insurance company. 

Furthermore, due to economic pressures, health care sponsors are less and 

less accepting to financially support activities (both therapy and research) 

that cannot be defined in terms of concrete procedures and controllable 

results. This partially explains the dominant place procedural technology 

receives in health care, both in medicine, e.g . developments in medical 

expert systems (Engelhardt, Spicker & Towers, 1979) and in psychology , e.g. 

the emphasis on outcome reserach in psychotherapist (Smith, Glass & Milier, 

1980). Those soft skilis and procedures that do not fit in we l! with this 

language will have to be reformulated in order to accomodate, or will be cut 

short financially or even extinguish. Accountability seems to be of major 

concern; activities loase support, if they cannot be accounted for in terms 

of costs and effects. Soft technique s happen not to have these features. 

12.4. THE LANGUAGE BARRIER AND TUE NEED POR ACCOMODATION 

Apart from economic factors, soft skilis are undervalued because of the 

language in which they are expressed and the unclear rules according to 

which they are applied. Soft humanistic approaches, as they are formulated 

now and cultivated in social sciences, are incompatible to the language of 

concrete technica I procedures. Accomodating the formulation of the soft 

techniques to the prevalent language, would seem to improve their accessibi­

lity to those medically trained, as well as their applicability. A consider­

able linguistic and cultural barrier is of ten feIt to using psychotherapeu­

tic or soclal work ski lIs. What is more, there is a technical barrier as 

weIl. Soft skilis cannot be applied like hard skills: performed technically 

and 'cool1y' they estrange the patient rather than comfort him. A1so mea­

suring their effectiveness (as is tried extensively in psychotherapy re­

search) has been serious1y frustrated by the 1ack of valid criteria. 
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Not accomodating leads to alienation from the mainstream health care. This 

is happening with movements that introduced a new holistic medical view of 

man (e.g. in a.o. bio-energetics, acupuncture or anthroposophy). The same is 

true for various countermovements in physiotherapy (e. g. Col ton, 1983). In 

the Netherlands, Veltman (1977) and others elaborated a branche of physio­

therapy called "haptonomy·. lts ideas are based on phenomenological existen­

tialism, and stress the importance of interpersonal encounter during treat­

ment. 

However valuable these ideas may be, they are not comprehensible to the 

majority of physiotherapists. The language in which they are expressed is 

highly incompatible to the medico-technical language. More generally, one 

may contend that there is a large treasure of useful knowledge (e. g. Mer­

leau-Ponty, 1942; Buytendijk, 1950), that is ignored and neglected, as it is 

concealed behind a web of phenomenological phrases. Here too, reformulation 

seems to facilitate application. 

The accomodation of the formulation of soft skills to medico-technical 

language is not to be the mere appending of one corpus of knowledge to the 

other, as is the case very of ten in psychology curricula for medical disci­

plines. Rather, same interface is needed for the connection to be made. Only 

then soft skills may become accessible to the medical technician, and become 

accountable in terms of clear procedures. What is needed is a translating 

instrument, th at leaves both hard and soft t~chniques intact. 

12.5. TWO SYSTEM MODELS 

Autopoiesis theory, as has been developed by a.o. Maturana (1978) and Varela 

(1979) might be useful as such a translating instrument for two reasons. 

First, it distinguishes between open and closed systems; second, both obser­

ver and observed system being living organisms, they can be modeled by the 

same kind of closed system. This allows us to discuss the structural coup­

ling between two systems, one of which is observing and describing the other 

system according to the open or closed system model. The reader who is not 

acquainted to this theory is referred to Varela (1979) and Zeleny (1981). In 

the following pages first two systems views will be sketched, that can be 
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used for describing living systems (organisms), especially in regard to 

their dysfunctioning. Next, switching hetween these two models will be set 

out as a way to connect hard and soft techniques, and making the latter 

instrumental to the former. 

Illness and treatment according to the open syatem model 

The open system is seen as a set of relations hetween input evens and output 

events. The system can he controlled ('instructed', as Maturana calls it) by 

manipulating its inputs, so that the outputs change. This may be common 

knowledge since Ashby (1956). 

According to the open system model, illness can be defined as a deviation 

from criterion conditions due to a deviation of the system's inputs. Thus a 

bacterial infection may he looked upon as an input, that results in various 

symptoms (outputs). Therapy consists of changing the system's inputs (e.g. 

by means of antibiotics) and thus influencing the outputs by manipulation of 

inputs. Since these notions are too well known, they will not he elaborated 

upon here. 

Illness and treatment according to the closed system model 

The closed system, on the otherhand, is defined as a set of relations he­

tween components, such that state transitions of the system are 'state de­

termined' (Maturana, 1975). A perturbation of these relations will result in 

the system's compensating for the perturbation (with certain limits). Beyond 

those limits, the perturbation will destroy the system, or change it into a 

system that has a different organization. The closed system strives to main­

tenance of its organization. Thus, perturbing events are dealt with in a way 

determined by the present state of the system. To an external observer, 

however, it may look as if the system behaves as an open system, showing an 

output in response to the input (perturbation). A closed system, however, 

functioning autonomously, cannot he instructed and influence as an open 

system. To ask how to influence it, is to aak firs how to perceive the sys­

tem as an open system. The role of the observer is vital in treating the 

-- -----
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system. Switching between (open and closed) system conceptualizations will 

be discussed in section 2.3. 

According to the closed system model, the system continously undergoes per­

turbations that have to be compensated. Maturana (1970) introduces the term 

I description , to denote the closed system's way to restore its equilibrium, 

and thus to compensate the perturbations that work upon it. We will stick 

here to this use of the terms 'description' and 'describe'. Describing the 

environment is seens as a cognitive activity, performed both by the system, 

and by its external observer. Each can be seen as continously generating 

descriptions of his environment that are maximally 'viabIe ' (cf. von Gla­

sersfeld, 1981), i.e. that give the best opportunities for dealing with the 

environment (in terrns of actions, theoretical rnodels, or whatever). As the 

observer' s theoretical constructs (such as his open andjor closed system 

modeIs) are seen as his descriptions of his environment, and, therefore, as 

his compensatory behavior, the not ion of a therapist's intervention optimum 

becomes possible, as will be discussed below. 

••• x" ••• x , (1) 
J n 

( 1) Sequence of compensatory behaviors of system X: xi' etc. compensate 

for perturbations in X, triggered by environmental events and by pre vi-

ous compensation5 x
i

_
1

• 

Each time the system compensates perturbations, new perturbations are pro­

duced, in their turn in need of compensation (1). If the deviations to be 

compensated are decreasing in size, the system is to be considered as con­

structing adequate, or viabIe, descriptions of its environment. The occur­

ring processes then may be called 'health', but a150 'spontaneous recovery'. 

In this way, self-healing processes in an organism are to be seen as signs 

of health. On the other hand, if theorganism's compensatory activities re­

sult in amplification or perseveration of deviations, the system's compensa­

tions are to be considered as inadequately describing its environment. The 

organism can no longer be seen as self-healing. Thus a sequence may arise 

II + 



that cosists of compensations for the e ffe cts of previous compensations, and 

that finally leads to total desintegration, or to a loop of self-compensa­

ting compensations (which are self-describing descriptions) (2). 

• •. x , ... x , X , X , X , X , X , X , ( 2.) 
n pqrpqrp 

(2) Sequence of dysfunctional compensatory behaviors of system X: af ter 

x
p

_
1 

system X is trapped in a loop of compensations triggered by 

previous compensations. 

Since closed systems are by definition not open to instruction or input 

manipulations, interactions between two closed systems have been described 

in terms of a process dubbed 'structural coupling' (Maturana, 1978). Here 

each of bath systems (organisms) develops a domain of behaviors, which are 

compensations for perturbations triggered by the other system' s behavior. 

Interactions between sys tems consist of perturbing events and compensating 

actions, not of mutual inforrnational inputs and outputs (though an external 

observer may prefer to conceptualize them this way). 

al' a
2

, ••• a. 
~ 

(3 ) 
b

1
, b

2
, ... b. 

~ 

( 3) Sequence of compensatory behaviors of A and B when interacting : al 

perturbs B, B compensates with b2 , etc. Also bi perturbs A, A compen­

sates with a 2 , etc. (a 2 and b 2 also cornpensate for other perturbations, 

external to the interaction). 

Now speaking in terms of structural coupling between closed, perturbation 

compensating systems, can one conceptualize One system A' s behavior direc­

ting another system B's behavior instead of merely triggering cornpensatory 

_Lle __ ~_iW UUAiLiW:Ws 
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behaviors in it? I propase one can, namely in respect of the quality of 

their structural coupling. A may behave in a way that leads to minimal per­

turbation in B. The A's behavior becomes complementary to B's compensations 

of some perturbing evens (other than the minimal perturbations due to A's 

behavior itself) in its (B's) environment, and the effe cts of A's behavior 

become to B indistinguishable from its own cornpensations. Ta an e x ternal 

observer they appear as functionally equivalent to BiS c o mpensations. Now 

A's behavior may be called as functionally equivalent to B's compensations. 

Now A's behavior may be called 'joining with B', or A can be said to develop 

'empathy' to B. As a result of A's joining, B will start to depend partially 

on A for compensating of perturbations (Goudsmit, 1984). 

Since we conceptualized illness according to the closed system model, as an 

inadequacy of compensating its environmental perturbations, which results in 

a chain of self-compensating compensations, treatment has to be intended at 

a replacement of his chain by more adequate compensative ways. While system 

A compensates some of system B's perturbations, A effectively overtakes part 

of Bis compensatory chain. Suppose B's 

occur if A and B stop interacting af ter 

sequence 

i th step. 

b
i

+
1 

to b n would 

Now A' 5 behavior may 

be called functionally equivalent or 'joining with B' (indicated with apos-

trophes as in a~), if A's behavior 

triggers in B the same sequence b
i

+
1 

to bn • 

(4) 

••• a. 
J. 

••• b i , b i +
1

, b i +
2

, 

a,' a
2

, ••• a
i

, a i + 1 , a i +
2

, 

b
1

, b
2

, ••• b i , b i + 1, b i +2 , 

Behavior sequences of A 
, 

a n ( 4b) triggers in 

••• b , 
n 

••• a. , ... a , 
) n 

..• b., 
) 

••• b I 
n 

and B. A's 

B the same 

would occur without B's interactions with 

'WWI_===W* I i • __ .. 

, 
sequence a i + 1 

behavior sequence 

sequence b i + 2 to 

A (4a) • 

(4a) 

(4b) 

, 
a i + 1 

to 

b n as 
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Now thdt A e ffecitve ly o vertakes b
i

+
1 

to bn , this has two implica­

tions. First, A partially extinguishes B's generating the sequence b
i

+
1 

to bn (the eff e cts of which are equivale nt to the effects of A's beha­

viors). That is, A' s performance keeps intact B' 5 organization, including 

its inadequate ways of compensating perturbations. B's gain, however, con­

sists of the relief A's performance implies. Thu's B, treated by A as a clo­

sed system, is facilitated to find new ways of perturbation compensating 

behaviors bi to b~, that are different from those that led to 

current, inadequate compensationse this is of interest when b
i

+
1 

to 

b n contains loops like in (2). Second, B' s sequence of compensating beha­

viors does not (or only minimally) change as a result of A' s behaviors, 

though A helps triggering them. 

12.6. SWITCHING BETWEEN OPEN AND CLOSED MODELS: THE INTERVENTION OPTIMUM FOR 

TREATMENT 

What woud happen if A were to alternate his functionally equivalent (join­

ing) behaviors with hehaviors that are not functionally equivalent to B' s 

compensations? Then B's behavior would again consist of compensations for 

A's behaviors, as in the case in (3). Suppose in (5) A switches at time j to 

a non-joining hehavior aj' B generates b
j
+

1 
leading to b

j
+

2 
etc. 

These may he behaviors that would have otherwise (without joining episode by 

A) been much more difficult to trigger by A. Without joining episode, B's 

behaviors b
j

+
1 

and further were evokable without dealing with 

pensations for earlier behaviors of A • 

•. . a . , a i + 1 ' a i +2 , ••• a. 
~ J 

... b 0' b 
i+l ' b i +2 , ••• b 0' b 

j+l ' 
b 

j+2' 
... b , 

~ J n 

B's com-

(5) 

Just like the external observer, it is possible for A to construct a model 

of B bath as a closed system and as an open system. Treated as a closed 

_[i.I ___ ~_1LU&AiiWW2tWa 
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system, the quality of the structural coupling can be influenced by A in 

generating more or less functionally equivalent behaviors. Treated as an 

open system, A may devise behaviors aq in order to trigger certain beha­

viors in B, thus constructing 1/0 relationships between his own and B' s 

behaviors. Now whenever B' s behavior appears to he in a direction not de­

sired by A, the latter may switch back to generating functionally equivalent 

behaviors l before deviating from them again. 

Then bath for A and for an external observer, A' s generation of behaviors 

that are functionally equivalent to B's behaviors, amounts to A's treatment 

of B as a closed system, whereas A's generation of other behavior amounts to 

treating B as an open system. Thus A's alternations between functional equi­

valents and other behaviors amount to switches between two roodels of B. When 

A intends to change B' s way of functioning, i. e., B' s way of compensating 

perturbations, A's alternations may be composed into an optimal mixture, 

consisting of interventions th at are based on both models. 

12.7. THE USE OF MODEL SWITCHES 

One rnay wonder which of bath systero roodels, the open or the closed, is most 

appropriate to use as metaperspective from which one is to look at the act 

itself of switching between the models. It seems, as if bath can be used. 

Switching between system roodels, as an observer may do, is to be classified 

as constructive behavior, i.e. as switching between the different descrip­

tions of the environment. Here the closed systero roodel seeros the appropriate 

roetaperspective to behold the observer's actions. On the other hand, switch­

ing between roodels may offer a useful mixture of joining and non-joining 

behaviors that rnay be used as an input to the observed system and steer it 

in a desired direction. Now 1 switching between system models can be consi­

dered as a manipulate procedure, compatible to other hard techniques. Here, 

the open system model seems to offer an appropriate metaperspective. And 

switching between metaperspectives is like switching between systero models! 

Forroulated as in the abave paragraphs, switching between open and closed 

system roodels, is to be seen as valuable tool for chaning a living system's 

inadequate coropensations, i.e. its illness. As a switching technique, it is 
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comparable and compatible to other instruments and procedures the medical 

technician disposes of. Switching be tween models may hecome part of the 

clinician's repertoire of dealing with patients, now treating them according 

to the open model, than to he the closed model. Paradoxically, however, if 

the therapist is to he use this technique , he is first to place his familiar 

open system model hetween brackets, and to look at the patient in a way that 

does not seem to contribute to the solution of the problems he is facing_ 

Switching hetween models cannot he used as an explicit technique, as long as 

the therapist does not consider his view of his patient's dysfunctioning as 

his own construct, exchangeable to more viable others, if opportune. This 

makes accounting for the use of soft techniques 50 hard when only using the 

open system model. 

Now this discusslon of switching between roodels allows us to classify a wide 

variety of professional activities as a mi xture of bath models. Bath anaes­

thesia by a surgial team, and a dentist's kindly asking his patient to open 

his mouth, are examples of the use of soft, 'joining', techniques during 

medico-technical procedures. In bath cases there is an increase of the aC­

cessibility of the treated and the effectiveness of the interventions. 

Likewise, in psychotherapy dealing with the patient' s resistance aften re­

ceives priarity to the contents of the problems mentioned (Greenson, 1967). 

As to physiotherapy, the therapist for instance may find it useful not to 

attack the patient's painful spot immediately at the strength, necessary for 

treatment, but to prepare such an intervention by first having the patient 

accomodate to his touchings of the spot' S environment. In fact this means, 

the therapist is als 0 accomodating his procedure to the patient. The smaller 

the defensive tension the patient shows, the more effective will he his 

manipulations with e.g. the patient's elbow joint. If he starts toa quickly 

to manipulate the elbow, the patient may he toa intolerant of the pain, his 

fear of pain and ensuing defensive tension toa high (in its turn leading to 

more .pain and tension). When this happens, the physiotherapist may switch 

back ta joining in order to minimize the triggering of perturbations in the 

patient. It is this use of soft techniques that usually happens without much 

ado and without a felt needed for explanation. 
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CHAPTER 13 

THE GHOST OF THE MACHINE: QUALITY OF PSYCHOTHERAPY 

Karel A. Soudijn and Gerard de Zeeuw 

Many people are trying to define and make transparant what kind of 

quality psychotherapy has, and whether it has such quality in 

specific situations (Garfield & Bergin, 1978). There is a rernark­

able element in this latter type of involvement: resuits are eva­

sive. Psychotherapeuti c methods sometimes seem to work, but ef­

fects are seldomly experimentally repeateable (cf. Cullington, 

Butler, Hibbert & Gelder, 1984; Wojciechowski, 1984). And quite 

frequently - in fact too frequently for any type of rationale -

positive results seem to appear, when they do, not on the target 

criteria, but an unexpected variables. 

13.1. KNOWLEDGE SINK 

To increase the chance of any psychotherapeut ie method being positively 

evaluated, in a stabie sense and on some fixed set of criteria, it must be 

vaguely worded. Research on the quality of psychotherapy seems to be a 

knowledge sink: anything that appears useful at any time will disappear the 

next time around. A striking exampie is given by Truax and Carkhuff (1967). 

They showed that three characteristics of a therapist were necessary and 

sufficient for 'good' psychotherapy: accurate ernpathy, nonposessive warmth, 

and genuineness. Translated into prescriptions, new therapists should behave 

in such a way that they score high on these three factors. But a psychothe­

rapist who focusses too much on these characteristics becomes highIy vulne­

ra bIe : sueh a therapist is unabie to handle certain kinds of behavier of 

elients. In order not to get entangied inte unwanted processes, psychothera­

pists have to know how and when to deviate from the research findings of 

Truax and Carkhuff: sometimes it seems neeessary to show no empathy at all, 

to be cold, and to behave unreal. 
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One can envisage many different explanations for the psychotherapeut ie 

knowledge sink. One explanation is that research into psychotherapy will 

never, on a more specific level, reveal consistency, and hence no recogniza­

ble quality as it seemingly will in ever in rituals, like those of the 

church. Another explanation is that such quality and consistency can only he 

revealed by research when the latter is done differently, compared to what 

happened hitherto. 

In this chapter, we wil! assume the second explanation. From this, two main 

questions arise: 

(1) what aspect of research is 'quality' of doing away with results, 

(2) what can he used to replace this aspect, with remedial effects? 

To answer these questions, first various ideas will he explored that deal 

with the question of what quality in psychotherapy may beo 

Usually any psychotherapeutic method that breaks away from what previously 

was done, will be positively evaluated, on all obvious criteria. As soon as 

a psychotherapeutic method is taken as a standard, effects of its use hecome 

negative on those criteria. For instanee, in its revolutionary phase psy­

choanalysis scored high on criteria of quality. When the practice of psy­

choanalysis hecame an established one, the new and at that time revolutiona­

ry Rogerian client-centered psychoterapy had seemingly more quality: practi­

tioners had more success with it, Rogerian therapy could be applied to more 

and different groups of clients, in less time, with less training for the 

professional, and with lower costs. Later on, in the 1950s, the at that time 

new behavior therapy claimed a consistently higher rate of success than all 

forms of 'verbal therapies'. Behavior therapist claimed a success rate of 80 

or 90 percent (independent of criteria), against a much lower rate of 40 to 

50 percent of the more established verbal therapies. Over the years, the 

claims of behavior therapists lowered steadily (cf. Wolpe, 1973). As soon as 

behavior therapy itself became an established practice, it appeared as good 

or as bad as verbal therapies like psychoanalysis and Rogerian therapy - the 

effects seem to he, on the average, slightly better then the effects of a 

waiting list (Sloane, Staples, Cristol,Yorkston & Whipple, 1975). More suc­

cessful, nowadays, is a break-away form of therapy (Shapiro & Shapiro, 
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1982). But also in this case, it can he expected that its higher success 

rate will he wiped out as time goes by. 

It should not surprise us that there are literally thousands of identifiable 

psychotherapeutic methods, each with its own enthousiastic, but recent adhe­

rents: breaking away fro m the orthodox view seems to he a road to quality 

enchancement. Good therapy must he a mild form of anarchy. Even so, a crite­

rion like 'breaking away' (from what?) is not easy to handle, in any obvious 

way. 

Second, an important constraint on psychotherapeutic improvement is identi­

fied in the ideology of research - the assumption that a psychotherapeutic 

activity can exist as an 'object', that can he studied in terms of input­

output equations. Research on the effecti veness of psychotherapy is of ten 

carried out with the idea of establishing in absolute terms 'the' effects of 

a treatment. Earlier, we cited the claims of revolutionary hehavior thera­

pists that success rate can be transformed into a percentage. Different 

reserachers use different units of rneasurernent, however. In recent meta­

analyses those different units are pooled into an overall score:- Smith, 

Glass and Miller (1980), for instance, calculated in this way the average 

effect of the average psychotherapeutic treatment. According to their meta­

analy tic calculations, the quality of psychotherapy is equal to .85 standard 

units 'effect size' . Here, it is not important what precisely the meaning is 

of this number; important is the supposition hehind such a calculation: the 

qua lity of psychotherapy seerns to he something that can he measured in stan­

dard terms , independent of the reviewer, and the practice of psychotherapy 

is something like an object to be measured . 

Not every researcher is interested in establishing 'the' effect of psycho­

therapy, or of a certain branch of it. There also is research on 'what real­

l,y matters' in psychotherapy, or 'what works' . Jerorne Frank and his co-wor­

kers, for instanee, have been involved in a 25-year research project at 

Johns Hopkins University to lay hands on what they call the 'effective in­

gredients of successful psychotherapy' (Frank, Hoehn-Saric, Liberman & 

Stone, 1978). Also in this approach psychotherapy is supposed to have ob­

ject-like characteristics: each ingredient of its own will have - to a cer­

tain degree-quality, independent of its users. A 'good' treatment is the 

'right' combination of all the elements that obtain a certaln 'goodness'-
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score: therapy is 1ike baking a cake, combining prescribed quantities of the 

right ingredients (this approach can a1so be seen in the earlier example of 

Truax and Carkhuff). 

Reading the reports of Frank and his 'co-workers, it is surprising to find 

out how the effective ingredients are formulated. In his summary of 25 years 

of research, Frank concludes that 'the best substantiated findings are the 

following' : 

(1) The major determinants lie in the patient. Qualities that enable a 

person to utilize any form of interpersonal help also make him a 'lood 

prospect for any form of psychotherapy. 

(2) Next most important are properties of the therapist such as therapeutic 

intuitiveness, persuasiveness, enthousiasm, and flexibility. 

(3) Also relevant are the nature and modifiability of the stresses in the 

patient's life situation. 

(And as a fourth finding, Frank ads that no therapeutic school appears to be 

clearly superior to any ether school.) 

In Frank's formulation ef effective ingredients, characteristics of patients 

and therepists are formulated in terms of preconditiens of an interaction; 

nowhere is specified how precisely such an interactien has te proceed: the 

client must be able to establish a relationship; the professional must be 

able to react in a flexible way, etc. Where is Frank's formulatien, one can 

ask, are the cake-like ingredients? A 'warm' therapist in the Truax and 

Carkhuff sense can perhaps raise the emotional temperature of the client -

but what is the effect of a therapist who shows flexibility? And what hap­

pens when a flexible therapist meets someone who is able to establish rewar­

ding relationships? 

In standard forms of research one preceeds as if psychotherapy can be com­

pa red to a given set of procedures, applied to a given set of clients with 

rather strictly defined problems. In trying to establish the effeetiveness 

of (a certain kind of) psychotherapy, researchers want to specify the 'good­

ness of fit' between a set of procedures and a set of personal problems. The 
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implicit assumption is that problems su itable to psychotherapeutic treat­

ment, can be formulated in a canonical form: all information that may help 

to solve it, or is allowed to help, is included in the formulation of the 

problem (De Zeeuw, 1985). Frank' s summary of ingredients, however, shows 

quite a different picture of psychotherapy: a going together or two (or 

more) people who establish a relationshp in which their interactions do not 

proceed in a completely prescribed form: in their interactions, the form of 

the problem may change. Or, stated otherwise, even if c lient and therapist 

agree at a certain moment 'what the problem is', this problem formulation 

does not contain all the information about the way how client and therapist 

should proceed in order to 'solve' it. 

A therapist with a high deree of flexibility (a 'good' characteristic in 

Frank's sense) is not a preprogrammed machine to start an interaction with. 

A relationship, in the true sense of the word, will not proceed in a comple­

tely predictable way: therapis ts and c lients will 'talk back' to each other, 

a nd - in th at way - change the conditions under which a psychotherapeut ic 

treatment proceeds. One step further: a client who is capable of interaction 

(also a 'good' characteristic in Frank's sense), will not completely he 

controlled by the therapist: such a client will also interact (and change) 

between sessions, outside the consuiting room. In many of these senses, a 

client is more than an object with fixed properties during treatment. 

These interactional properties can explain, in a way, why the quality of 

psychotherapy cannot he established in an absolute sense. Therapy will not 

show a fixed degree of goodness over time, hecause those who are involve d 

may constantly change their ideas about what is important, or what should he 

called the 'real' problem to be solved, or what is possible or not, etc. 

This non-canonical form of psychotherapy can he illustrated with reference 

to earl Gustav Jung, the dissident crown-prince of Sigmund Freud. There is 

an interesting difference in the way Jung and Freud made use of dream analy­

sis in the treatment of their patients (cf. Jung, 1985). Freud, according to 

Jung, was involved in 'why-questions' : why occurred this dream to this pa­

tient? Here, the dream materials and the free associations of the patient 

are given, and the psychoanalyst has specific rules for interpretation; 

Freud tried to find the meaning of the dream in the sense of finding its 

origin. Jung, according to his own view, was not involved in why-questions, 
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but in 'what-for I questio ns. Hls inte rpretations focussed on possible mea­

nings of the dream for the future life of his patient. Jung tried to find 

out what 'extra' information a dream could provide: possibilities, or dan­

gers, for future developments in the life of the patient. Here, the dream 

does not have one final solution; in interpreting, the therapist is amplify­

ing the perspectives of the patient. A dream interpretation is of 'good' 

quality, one can say, if the patient is able ta use that interpretation in 

giving different meaning to his own life. Criteria for judging the quality 

of that meaning however, are not fixed. 

In this perspective, psychotheraphy is not so much an 'object' with given 

properties , but more like ·a social contract (cf. Hubben, 1984). The contract 

specifies a temporary restriction in the way people involved will behave. 

Also, the contract specifies which farms of interactien are suitable. Accor­

ding to Jung, a patient involved in Jungian therapy will soon produce 

'jungian' dreams, while a patient involved in Freudian therapy will produce 

more 'Freudian' dreams. And, one could add, a patient involved in orthodox 

behavior therapy will produce no dreams at all. The contrast itself offers a 

framework for developing local criteria for judging qua1.ity, but these in 

itself do now show when the contract should be changed, or abandonned; local 

criteria should be amplified by more global criteria if one wants to make 

judgements about the contract. 

lt looks as if standard research in psychotherapy has been predominantly 

focussed on these latter, more global criteria. Many researchers are trying 

to judge under what conditions a certain kind of contract (i.e., the psycho­

analytical, Rogerian, or behavorial contract) is 'good', or ·suitable'. 

Unfortunately, there is a complication here. If we define psychotherapy in 

terms of contracts, it must be concluded that most of these are self-refe­

rential: by contract, participants are allowed to change the contract in the 

process of psychotherapy. Research that tries to specify under what condi­

tions what kinds of therapeutic contracts will have what kind of quality, 

will be necessity get stuck in vagueness. 

Focussing an interaction, psychotherapy is a reciprocal process. An inter­

vention is not good because the patient is in a certain conditionl an inter­

vention now is a procedure meant to give patients certain possibilities of 

developing their behavior, their way of life, their self-image, or their 
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criteria. The quality of an intervention is not determined by the conditions 

under which it is implied, but more in terms of next events . Which events 

become possible by this intervention? What are the possible (negative and 

positive) side-effects? In what way future interactions will be enchanced, 

or obstructed by a certain intervention? Questions like these become rele­

vant if one takes the interactional aspect of psychotherapy serious (Sou­

dijn, 1982). 

In this view, research on psychotherapy will not teIl us what is 'good' to 

do (in an absolute sense) ; the question now is, how information about the 

behavior of people can be translated into suggestions for developing inter­

action, in for overcoming certain obstacles in interaction. A psychothera­

peutic intervention can he seen as having meaning, or quality, in a certain 

context, but the intervention itself wi11 also change the context, in which 

therapist and client are interacting. This process of changing the context 

has largely been neglected by research into psychotherapy. 

Let us conclude with a stor y that shows how absurd behavior can be if one 

does loose sight on the flexibility of context. Levi (1984), an italian 

chemist, tells a story about the boiling of linseed oil. In a German pres­

cription book , published about 1942, Levi found the advice to introduce into 

the oil, toward the end of the boiling, two slices of onion. Levi could not 

understand why one had to do this: the prescription was given without any 

cornment on the purpose of the additive . Some time later, Levi found an old 

partitioner who could reveal to him the origin of the prescription • When 

thermometers had not yet come into use, he told Levi, 'one judged the t empe­

rature of the batch by observing the smoke, or spitting into it, or, ore 

efficiently , irnmersing a slice of onion in the oil on the point of a skewer; 

when the onion began to fry, the boiling was finished' (Levi, 1984; p. 148). 

levi continues with the remark: ' Evidently , with the passing of the years, 

what had been a crude measuring operation has lost its significance and was 

transformed into a mysterious and magical practice'. 
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CHAPTER 14 

PROBLEMS OF DISAPPEARING KNOWLEDGE IN THE TEACHING MANAGEMENT 

W.H. Weekes 

Disappearing knowledge in the teaching of management covers two 

problem areas. In the first problem area, basic fundamental and 

innovative ideas seem to have been dissipated when the innovator's 

model is "corrected" to correspond more with the interpreter I s 

view of the world than the innovator's. This seems to have happen­

ed to the work of the innovators of the Scientific Management 

movement and to the work of the Hurnan Relations school of manage­

ment. It also seems to have happened to Keyne' s innovations in 

economics, to the application of compound interest formulae in 

financial decision making, and to the direction taken by accoun­

ting theoretist at the expense of management accounting. This 

first class of problem seems to have arisen out of the second 

class of problem, which is concerned with the practical organiza­

tion of fundamental inquiry. Full time management educators with 

virtually no senior management experience tend to revert to the 

reductionist rigor of the alleged scientific method supported by 

mathematics, rather than to intuitive reasoning based on histori­

cal observation and hand on experience. These two problem areas, 

cornbined have had profound effects upon the economies of the Wes­

tern wor ld. 

14.1. INTRODUCTION 

This paper will take the view that the rapid disappearance of knowledge in 

the teaching of management in Western economies has resulted in an ageing 

industrial infrastruture and a decline in relative economic efficiency. For 

instance, we shall discuss later the fundamental message in Keynesian econo-

mics: that an appropriately low rate of interest is the critical variable in 

maintaining a rowth rate of new investment sufficient to rnaintain full em-
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ployment. This concept seems to have disappeared from economie, if it even 

ever was there. The situation in most of the Western economies is now that 

the interst rate is 50 high that business are not prepared to borrow for 

long terms of twenty or thirty years. 

"Short term borrowing has become much more important, as have 

bounds or loans maturing in less than ten years - which are play­

ing the role of 'long-term' debt. 

These shifts in financing have inevitably increased the importance 

of current cash flow, with interest costs growing as a cost of 

doing business. Fewer and fewer businesses can finance capital 

investment needs from current retained earnings. To maintain a 

stock price in excess of the corporate as sets (that is, book 

value) and to maintain access to the most favorable vehicle for 

borrowing, current earnings assume predominant importance. Rapid 

payback of investment and the possibility of near-term rather than 

long-term growth become increasingly important in decision making. 

The largest firms thereby gradually lose their international com­

petitiveness for lack of capital investment, while entrepreneurial 

small businesses find scant opportunity for financing growth at 

interst costs that allow them to expand to participate in interna­

tional markets" (Hubbard, 1984). 

This decline in international competitiveness which Hubbard says in aresuit 

of high interest rates, has also been attributed to the preponderance of 

business school trained lawyers and accountants in top management positions 

1\ who prize analytical detachment and mathematical elegance over the insight 

. and intuition that comes from hands on experience (Hayes & Abernathy, 1980). 

Moreover, Hayes & Garvin (1982) specifically blame the mathematical formulae 

used in normative finance theory for biassing capital expenditure decisions 

in favor of projects with high returns in the short term. Unfortunately, 

projects that are necessary for long term survival, such as the development 

\ of new and existing markets, new produets and new process technology, usual­
I 

\ ly require high investment in the short term and don't usually make profits 

i until a considerable time into the future. Such projects would appear unfa-

vorable when mathematically evaluated. If they are rejected, firma would not 
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spend the money on long term development that is required to survive in the 

Long term in the international market place. This is what has happened. 

Western economies are losing out to better managed economies in the East 

with lower interest rates, and managerial cultures which recognize the im­

portance of long term investment in product and process technology (~eekes, 

1985 a). 

A further manifestation of the disappearance of managerial knowledge in the 

West has been the way th at organizations have been structured: 

"Business performance in the United States has deteriorated badly, 

at least compared to that of Japan, and sometimes to other coun­

tries - and in many cases absolutely, in terms of productivity and 

quality standards. We no longer make the best or most reliable 

produets and we seldom make them for less, especially in interna­

tionally competitive industries" (Peters & Waterman, 1982, p. 41). 

The problem, say Peters & Waterman, is that not only do the business schools 

over emphasize quantitative methods, but over emphasis on the rational, 

analytic approach tends to stress cost reduction at the expense of revenue 

enhancement, promotes a cautious, inflexible and heartless philosphy and 

ignores the importance of values and people. The rational approach is said 

to have originated in the Scientific Management movement. My view is that 

the original thrust of the Scientific Management movement was synthesis 

based' rather than rational and analytical; but that this disappeared under 

the weight of the reductionist paradigms already in place in the minds of 

its later interpreters. 

Moreover , the questions of values, informali ty, flexibility and the impor­

tance of people in organizations were all highlighted by writers such as 

Follett (1941), Mayo (1948) and Barnard (1938). In some ,way, however, the 

messages communicated by these scholars seem to have disappeared in the ever 

increasing crowd of quantiatively inspired analytical and rational techni­

ques taught in Western business schools. Strangely, there are no business 

schools in Japan (although there are departments in some Universities) and 

yet the Japanese organizational culture seems to reflect much of what these 

three scholars espoused forty years ago. 
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("'inally, there seem to have been an obsession, in recent years, with theo­
o 

ries of fiancial accounting in business schools. Professional bodies have 

attempted to establish financial accounting standards, which in turn have 

been inflicted upon reluctant clients by practising public accountants and 

auditors. So much time has been incurred in resolving conflicts with clients 

over the application of these "standards" that the fee revenue of public 

accountants has mushroomed. But the whole question of the feasibility of 

establishing overall accounting standards has been questioned by Anthony 

(1983) as we shall see later. 

Heanwhile the discipline of management accounting and the design of informa­

tion systems for specific industries seems to have linguished. The emphasis 

in information systems design has been shifted from a study of the physical 

activity flows within the organization and a matching of information with 

physical activities; to a pre-occupation with the technical specifications 

of various mismatching pieces of individually manufactured computer software 

and hardware, and how you can get them to somehow fit together. There have 

been few advances in the design of classifications of accounts, and the 

matching of budgetary procedures with standard costs, in any of the text 

books on management accounting for over twenty years. The proliferation of 

texts on the subject all seem to be copies of each other - some perhaps with 

chapters arranged in a difference sequence - but all basically the same. The ( 

technical aspects of the arrangement of the actual accounts in the ledgers -

still a fundamental necessity in systems design - which was a current topic 

years ago, seems to have disappeared from the knowledge base. The result is i\ 

that more and more out of data and inefficient systems are being compute-

rized. Their antiquity is being preserved within the shrine of high computer 

technology. 

The next sections of this paper will discuss some of the fundamental con­

cepts of management education that have been referred to, and suggest that 

these concepts have been misinterpreted and have virtually disappeared. The 

final sections of the paper will consider how this has happened and what 

might be done about it. 

ft lil \ 'i i i 
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14.2. SCIENTIFIC MANAGEMENT 

F.W. Taylor (1911) is considered to be the father of the Scientific Manage­

ment movement. Taylor articulated that the re was 'one best way' to perform 

physical tasks. His method was to make detailed (scientific) analysis of the 

components of each task, and then to synthesize these components into an 

improved way of working which would combine less effort with higher output. 

Rather than make people work harder, Taylor' 5 idea was to make them work 

smarter. He showed how tasks could be designed so that you received more 

money for doing less work, but produced more. Higher productivity meant 

lower costs. Lower costs meant th at the worker could be paid more, as not 

all of the cost reductions we re passed on to the consumer. However, the 

effect overall was to lower the production costs of all goods while at the 

same time raising wages. Thus the worker had cheaper goods with higher wages 

and was much better off. 

Taylor also studied organization structure and recommended the concept of 

functional formanship. This applied the principles of specialization to 

supervision and ensured that the work was properly planned and pre pa red for 

the worker. These principles have in fact been adopted today but in a diffe­

rent guide. There are nowadays a number of specialists - methods engineers, 

production planners, cost accountants, purchasing officers, quality control­

lers and so forth each providing specialist services to ensure that maximum 

output is achieved consistent with a pre-determined standard of quality of 

with minimum effort. 

In introducing his ideas, Taylor encountered resistance from mangement, 

unions and workers, who misinterpreted his concepts. He stressed the need 

for a 'mental revolution' in industry sa that management, unions and workers 

would work together to achieve common aims in their common interest. 

Although Taylor used a stop watch to analyse work, he did not develop the 

detailed 'time and motion' techniques that are in use today. The detailed 

study of motions was pioneered by Frank Gilbreth (1911) and his wife, Lilli­

an. Gilbreth was probably the ultimate reductionist, breaking down motions 

into seventeen Th..e~È.!.!,9s - fundamental parts of motions that could not be 

broken down any further. Using these basic components, any task could be 

_I 11, . 1 a .i I 1I I ;.1II1l1 1iI iIlili] Ifi 4Ji !ftl 
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described and designed by a synthesis of the fundamental components of mo­

tion. But the idea was still to work smarter, not harder, and for more mo­

ney. 

Moreover, the Gilbreths were pioneers in industrial psychology and ergnomics 

- particularly in the design of the workplace, the importance of color and 

liqhting in the environment, and in the minimization of fatigue (Lillian 

Gilbreth, 1914). 

Yet the work of the Scientific Management movement has been denigrated in 

recent years. Factory work has been criticised for being boring, impersonal 

and dehumanising. Attempts have been made to correct this deficiency through 

the use of autonomous work groups but this has had only limited, if any, 

success in the West. On the other hand, the sytem seems to work better in 

Japan, where the workers possess different cultural va lues and seem to re­

ta in own identify even when perforrning repetitive work. 

It would seem to me that it is not the ideas originated by the Scientific 

Management movement that are at fault, but rather the way in which they have 

been applied and interpreted by people who have converted the original ideas 

to their own use. I believe that both, Taylor and the Gilbreths, used both 

analysis and synthesis in designing jobs and organizations, but that many of 

their interpreters have concentrated on analysis at the expense of synthe­

sis. The totality of the original concepts of the Scientific Management 

rnovement, in other words, disappeared. 

14.3. ORGANIZATION 

One of the major contributors to organization theory during the Scientific 

Management era was Harrington Emerson (1913). It would seem, however, that 

Emerson was a reductionist rather than a synthesist. The criticism of Ameri­

can organization structures that was made earlier is largely a reflection of 

Emerson's concept of line and staff, based On the organization of the German 

army, and is in direct contrast to Taylor's functinal formanship. This bu­

reaucratie kind of organization structure was reinforeed by Fayol' S (1930) 

Principles of Adrninistration, and Weber's (1958) praise of bureaucracy. 
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Moreover, these concepts could also have reflected some of the forces at 

work in the dehumanising applications of Scientific Management. 

In this rush to reductionism in organization design, the work of Mary Parker 

Follett (1941) appears to have gone relatively unnoticed. Writing in the 

1920's, her therne was that human relationships are at their best when diffe­

rences are solved through conference and co-operation; that is, when the 

parties at interest evoke each other's latent ideas based upon the facts of 

the situation; come to see each other's viewpoints and understand each other 

better; and integrate these viewpoints and become united in their pursuit of 

a common goal (1941, p. 14). Her view was that functionally re lating was the 

continuing process of self creating coherence - the intertwining and the 

interpenetrating of the best ideas of bath the leader and the led in conti­

nuously creating new situations. In these conditions, the real leader will 

have the insight not only to ~ the next situatien, but te make the next 

situatien. The organization that will allow men to create the next situation 

will be based on functional unity rather than arbitrary authority (1941, pp. 

27-28) • 

It has always seemed to me that Follett's ideas laid the foundation for the 

subsequent work of Elton Mayo (1953) and Chester Barnard (1930). The Haw­

thorne experiments from 1927-1932 made Mayo fameus, in that they were the 

medium through which is concept of the worker as a social man rather than a 

ratinal man motivated by personal economie needs, received recegnition. Maye 

spotlighted that a true concern for workers paid dividends, and th at greup 

precesses and group rewards were important, as did Follett. 

Barnard wrote from his practical experience as the chief executive of the 

New Jersey Bell Telephone Company. He recognized the importance of informal 

groups within organizations as distinct from the formal organization struc­

ture. It was therefore necessary to ensure that the goals and ebjectives of 

the organizatien and the aims and needs of the workforce were kept in ba­

lance. Mereover, management must utilize these informal groups, even if at 

times they may appear to be working at cross purposes to the everall ergani­

zational objectives. 
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It is interesting that the concepts of Follett, Mayo and Barnard seem to be 

similar to the characteristics of successful companies that are described by 

Peters & waterman, referred to earlier: 

the good news comes from treating people decently and asking 

them to shine, and from producing things th at work. Scale effici­

encies give way to small units with turned-on people. Precisely 

planned R & 0 efforts aimed at big bang produets are replaced by 

armies of dedicated champions. A numbing focus on cost gives way 

to an enhancing focus on quality. Hierarchy and th ree piece suits 

give way to first names, shirtsleeves, hoepla and project based 

flexibility. Working according to fat rule hooks is replaced by 

everyone's contributing. 

Each management' s job becomes more fun. Instead of brain games in 

the sterile ivory tower, it's shaping values through coaching and 

evangelism in the field with the worker in support of the 

cherished product" (Peters & Waterman, 1982: XXV). 

Earlier in this paper, we made the point that the industrial infrastructure 

of the Western world was becoming uncompetitive. Yet here are Peters & Wa­

terman saying that there are a number of excellent companies in the West, 

who operate very similarly to the successful ones in the East. It would 

therefore seem that the successful companies are those where the fundamental 

systemic knowledge concepts of organization structure - such as those pro­

posed by Follett, Mayo and Barnard - have not disappeared. On the other 

hand, it could be said that these companies are in a minority, and that is 

the reason for the declining competitiveness of our industrial infrastruc­

ture. We shall examine why this is so, later in this paper. 

14.4. ECONOMICS 

It is generally conceded that John Maynard Keynes was one of the greatest 

thinkers of the twentieth century. He developed a new schema of economics 

which many say was responsible for the stability and sustained properity 

with full employment, of the Western economies for almost thirty years af ter 

World War 11. Yet recent publications (Ression, 1984; Mggridge, 1973; Ski-
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delsky, 1983) would indicate that, although Keynesian concepts have made a 

tremendous impact on the world, his basic ideas have been grossly mis inter­

preted and have virtually disappeared from the economie discipline and from 

Keynesian econornics. 

My interpretation of Keynes' work is that the critical variable in the eco­

nomic sytem is the rate of interest (Weekes, 1985 b). Yet Keynesian econo-

mies is today synonomous with deficit financing, and we have a situation in 

the Western world where deficit financing is combined with high interest 

rates. This is the antithesis of Keynes' thinking! 

Keynes' idea was that the driving force in any economie system was the in­

telligence, determination and executive skill of the entrepreneur, who cre­

ated employment by taking the risk on new employment opportunities. What was 

needed was an interest rate low enough to induce entrepreneurs to invest in 

new projects - where the Y3;F. was positive at ruling rates of interest. 

Provided that the interest rate was sufficient to generate the appropriate 

ra te of new investment to maintain full employment, no other fis cal action 

by the government should be necessary. Such act ion would only be needed if 

the lowest interest rate did not generate the desired rate of growth in new 

investment. 

Perhaps the only two major economies in the world to have needed Keynes are 

Japan and Switzerland, bath of whom have low interest rates, relatively low 

inflation and full employment. Keynes' basic concepts seem to have disap­

peared into the black hole of traditional (monetarist) economics which has 

been influential in sustaining high interest rates in most Western econo-

mies, which also have high rates of unemployment. 

Hession (1984, pp. 267-369) says tht it is now increasingly recognized that 

mis construct ion of Keynes' General Theory of Employment, Interest and Money 

has occurred, mainly due to the highly mathematical approaches of the so­

called Neo-Keynesians. As with innovations, the innovator' s view of the 

world is at variance with that of his audience. The innovator's model is 

thus likely to be 'corrected' to correspond more with the interpreter's view 

of the world than the innovator's. Economist such as Hicks, Samuelson, Han-

son, Klein and Modigliani have misconstructed Keynes' work in terms of sta­-+--- , 
\"~~ 
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tic equilibrium rather than flow equilibrium and this has resulted in the 

so-called Keynesian revolution going off half cocked. 

14.5. ACCOUNTING 

Robert Anthony (1983) has come to the conclusion that all accounting should 

he management accounting and that the most significant accounting statement 

is the Profit & Loss' Statement rather than the Balance Sheet. 

Yet, as mentioned earlier, professional accounting societies have invested 

heavily in research, in the last decade, into the establishment of accoun­

ting standards, the outcome of such investment being reflected in inc reased 

fee revenues arising from the extra work generated in attempting to imple­

ment such standards. 

Anthony, however, who has been a member of the Financial Accounting Stan-

dards Board in the U.S.A., felt that the problem of obtaining unanimity on Qf',f\,<;t' 

accounting standards was so great that not much progress was heing achieved. 

This, he said was because the members of the Board all seemed to have diffe-

rent implicit premises about the nature and behavior of accounting entities. 

Anthony likens organizations to systems - a system being any set of elements 

that are related to one another. Information about the system is of two 

kinds - flow information and state information: 

"Flow information describes the inputs to the system, the work 

done with these inputs and the outputs of the system during a 

period of time. State information describes the status of the 

system as of a moment in time" (Anthony, 1983, pp. 25-26). 

Hence Anthony concludes that the measurement of flow information is the more 

important activity and that state information is impossible unless the value 

of assets could be measured in a meaningful way. The value of a business 

entity is the present value of the stream of future earnings that it will 

generate. But there is no way that accountants can estimate the numbers in 

this earnings stream. Hence it is virtually impossible for accountants to 

accurately calculate the value of an economie entity. 
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This has been weil known by practitioners of management. Yet is it not gene­

rally recognized by teachers of accountancy, nor by auditors, nor by the 

draughtsmen of Companies legislation, who place the onus on auditors to 

certify that the statements of accounts reflect a 'true and fair view of the 

state of affairs of the company' (or similar). This is impossible to quanti­

fy, for, according to Anthony, this derives partly from the skill of its 

management, its position in the market , the products that it is developing, 

and other nonquantitative considerations (1983 , p. 40). 

Apart from Anthony's view, however, the skilis of the management accountant 

seem to have disappeared from the curricula of management schools. being 

swamped by the theories of traditional financial accounting, which Anthony 

now challenges. Management accounting was not developed by accountants, but 

by the engineers of the Scientific Management movement such as Taylor and 

Emerson, mentioned earlier. It should thus rightfully appear arnong the tech­

niques of Product ion and Operations Management, but it does not. It is trea­

ted rather sparsely in the current texts, which make only fleeting reference 

to Operations Management and tend to concentrate on the very aspects of 

reductionist approaches to cost control that are criticised by Peters & 

Walterman. In fact the lack of consideration of such fundamentals as classi­

fications of accounts and standard journal entries detracts from the useful­

ness of current texts. I have endeavoured to rectify this (Weekes, 1984) but 

it is too early, yet, to discover what effect this may have on the profes­

sion. Management accounting is inextricably linked to budgeting, which is 

linked to the product ion planning and work measurement functions of Opera­

tions Management. This basic fact of existence has disappeared from most 

texts on both Management Accounting and Operations Management. 

14.6 . FINANCE 

Concepts of normative finance theory that are now promulgated in buisness 

schools are of fairly recent origine Yet the basic theories were developed, 

and their limitations delineated, by such scholars as Flsher (1907, 1930) 

and Grant & Ireson (1930). But the basic limitations of the use of compound 

interst in what is now known as capital investment theory seem to have dis­

appeared from most of the texts on normative finance theory. 
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As far back as 1907, Irving Fisher (1907, 1930) used compound interest for­

mulae to select which project from a number of options would be most profit­

able at a particular ra te of interest. However, he stressed that different 

projects could be more attractive than others at different rates of inte­

rest, depending on the timing of the cash flows. Later, writers on engi­

neering economy studies, such as Grant (1930), described the method as a way 

of comparing the cash flows from competing capital projects on an equivalent 

basis. 

The concept fell into the hands of finance theorists fo11owing the work of 

Joel Oean (1951, 1954 ) and Ezra Solomon (1955) but what disappeared from 

their reasoning was the original concept of equivalence and the problems of 

distortion associated with problems of different cash flows and different 

interest rates (Weekes, 1978). 

The result has been confusion, although the controversy surrounding the 

topic has proved a fruitful subject for publication in academic finance 

journals. One of the few writers to highlight the still unresolved areas in 

capital investment theory has been Allen (1983, pp. 196, 219, 217) who as­

serts that there is still no general theory of investment for the corpora­

tion under coditions of uncertainty. The tax system and the existence of 

inflation serve to further complicate matters, ",hile the investment and 

financing decisions , which are considered to be separate in theory, are in 

practice un1ike1y to be separab1e. Moreover , the use of compound interest 

formu1ae assumes that the interna1 reinvestment rate of the project' s cash 

flows is equa1 to the discount rate employed, which is supposed to be the 

firm's marginal 'cost of capital'. But if there are any projects under con­

sideration at the same point of time with different O.e.F. rates they will 

have to be assumed automatica1ly to have different reinvestment rates. This 

is unrea1istic, as the firm cou1d have on1y one reinvestment rate at any 

point in time. 

Once more it would seem that our over emphasis on mathematica 1 techniques 

has not on1y swamped the practical realities of capital investment theory 

deve10ped by earlier writers, but has resulted in a theory which can be 

fa1sified. Unfortunate1y, it is precise1y this kind of reasoning that has 

been referred to earlier by Hayes & Abernathy and Haynes & Garvin, and which 
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could have been a major reason for the decline in the industrial infrastruc­

ture and international competitiveness of the Western nations. 

14.7. CAUSES 

It would seem that the disappearance of fundamental knowledge about manage­

ment has been caused by the two factors that are the theme of this confe­

rence. The first is that original innovative ideas become distored in the 

hands of their interpreters, who try to fit the new paradigm of the innova­

tor into the rigid framework of the traditional paradigm that is held in the 

interpreters' heads. 

This leads to the second factor, which is probably the cause of the first. 

This seems to be that with the growth in size of tertiary instutions since 

World War II, and the virtual accessibility of tertiary education to all, 

the whole education process has become bureaucratized. This process has 

tended to emphasise linear and reductionist thinking as this kind of ap­

proach is more easily taught in talk and chalk situations. 

Up until at least the middle of the ninetheenth century, most of the great 

scientific discoveries were made by amateur scientists on a trial and error 

basis with practical experimentation. People like Boyle, Galvani, Volta, 

Lavoisier and Darwin were amateurs, that is, they were not working in Uni­

versities and were either wealthy enough to be self supporting or we re sup­

ported by patronage. Darwin was supported by the Wedgewood pottery fortune 

on bath his mother's and his wife's side of the family. Keynes never ob­

tained a Ph.D. and was never a full professor. He made his reputation initi­

ally af ter resigning from the British Treasury during the VersailIes confe­

rence and writing a best seller about it (1919). While Keynes was lecturing 

at Cambridge - virtually on a part time basis - af ter the First World War, 

A.C. Pigou was Professor of Economics. 

Einstein was a patents office clerk when he developed, from the earlier work 

of Michelson-Morley on the speed of light, his revolutionary ideas on the 

equivalence of matter and energy and his famous equation E ~ MC2. Moreover, 

Einstein was not a particularly outs tanding student at the Zurich Polytech-
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nic. His mathematics were not especially good. But he thought visually ra­

ther than varbally, and was dogged (Caler, 1982, p. 140). 

These people were all working in the field of theoretica I experiment rather 

than in the field of the alleged rational scientific method, which goes as 

follows (Canont, 1951): 

1. Recognition of a problem and formulation of art objective. 

2. Coilection of 'relevant' information. 

3. Formulation of a working hypothesis. 

4. Deductions drawn from hypothesis. 

5. Deductions tested by actual trial, and 

6. Hypothesis either supported or rejected. 

The idea is that from a system of variabie, one variabie is isolated and 

tested while the others are assumed to be constant. Mathematical techniques 

are employed to test the hypothesis concerning the beha vi or of the variabie 

under study. 

This approach is the essence of reductionism. It is narrow, linear and non 

systemic. Yet it seerns to dominate the institutionalized tertiary education 

system in the Western wor ld. But this approach was not the approach of thè 

scholars that we have discussed in this paper, whose insights, based on 

observation, have helped to shape much present day thinkig. 

Hession (1984, p. 367) particularly emphasises the degree of insight and 

intuition in Keynes' thinking, based on his hands on experience as a govern­

ment employee in the finance industry. He tended to rely on observation and 

intuition, preferring to see the truth obscurely and imperfectly rather than 

to maintain error - even if reached with logic, ciearness and consistency, 

but through an hypothesis that is inappropriate to the facts. 

The other basic thinkers to whom we have referred earlier, also were not 

working within a University environment. Taylor was a mechanical engineer 

and worked as an employee in industry until starting his own consulting 

business. Frank Gilbreth was a bricklayer who established a construct ion 

business and then became an independent consultant with his wife. She even-
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tually obtained a Ph.D. af ter giving birth to twelve children, but worked as 

a consultant until her husband's death, when she became a university profes­

sor. Emerson was a professional manager. Follett was a phychologist and 

social worker. Barnard was a telephone company executive who never completed 

an undergraudate degree. Mayo was University professor at Harvard but had a 

varied career af ter being barn in Sou th Australia and studying medicine at 

Edinburgh. 

The point is that none of these basic contributions to management thinking 

were developed from within the confines to the alleged scientific method in 

bureaucratic tertiary institutions. Rather were they developed by intuition; 

and in the case of the industrial engineers by trial and error in practice 

in the field. 

14.8. CONCLUSION 

The foregoing discussion thus leads one to the view that one of the problems 

of disappearing knowledge in the teaching of management is the reliance upon 

the steps in the alleged scientific method, a culture long established in 

universities and which is rooted in reductionism. It is not so much that the 

inquiry to discipline oriented as th at it is too narrow. The narrowness of 

the inquiry then tends to restrict it to a single discipline. 

The problem is further expanded by the fact that there are very few acade­

mics in business schools that have had any hands on practical managerial 

experience at a senior level. This was commented upon by Simon (1967) who 

said that an academie who had previously had a successful business career 

was very rare. Copeland and Weston (1980, viii) made the same point about 

finance theories. Prior to the Second World War, many lecturing posts in 

business schools were occupied on a part time basis by skilled practitioners 

- such as Taylor, Follett, Keynes and barnard - working full time in indus­

try and commerce. The increase in educational facilities af ter the Second 

World War resulted in ademand for full time academic staff whose total 

experience is academic. In fact, there could he a case to he argued that the 

start of the decline in the productivity of Western industrial nations coin­

cided with the growth of business schools and the provision of equal fuH 

time tertiary education opportunities for all. 
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The problem is that academically trained lecturing staff are trained in 

analysis rather than synthesis. They tend to see an organzation from a van­

tage point outside the organization whereas a manager sees the . organization 

from a vantage point within it. The great thinkers referred to earlier were 

all synthesists. Even Taylor described how time study was a process of bath 

analysis and synthesis. Synthesis requires the balancing of bath long and 

short term goals and a balancing of the different functions within the orga­

nization so that the organization is maintained in a kind of antopoietic 

t e nslon the flow equilibrium of Bertalanffy' s open system (Davidson, 

1983). 

The result of the analytica I approach of the Western business schools has 

been a proliferation of ' by the numbe rs', rational, strategic and financial 

planners. This is in contrast to Japan, where practical insight is the key 

to planning and where analysis is not so much rejected out of hand but used 

mo r e to stimulate the creative process , test ideas that emerge and work out 

their strategic implications (Ohmae, 1982, pp. 2-5). 

What i s needed in our management teaching is an input of synthesis, based on 

observation, and the intuition that comes from hands on experience. There 

should be a greater input of lectures from experienced practi tioners. Re­

search should be more practitioner oriented, rather than theoretical and 

hypothetical . Teaching should be conducted in a more experiental group mode 

where experience and insight can be tapped. More part time study rather than 

full time study should be encouraged so that theoretical concepts can be 

related to real life situations. More project work should be encouraged 

where students must solve problems and implement solutions in their own 

organizational settings, akin to Revans' (1982) concepts of Action Learning 

(Muster & Weekes, 1983). Problem solving methodologies should be developed 

through kinds of inquiry that are systemic and unrigorous, based on reflec­

tion-in-action abaut the typical ill-structured and unformed problems that 

are encountered in real lifel compared with the weIl formed problems that 

are essential for the 'rigorous' inquiry of the allenged rational scientific 

method. We need a rebirth of interest in the ancient topics of craft, artis­

try and mythl a recognition of problematic situations out of which problems 

must be constructed in situations of complexity, uncertainty and uniqueness, 

and a recognition of problematic situations out of which problems IllUSt be 
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constructed in situations of complexity, uncertainty and uniqueness, and a 

recognition that there is a kind of knowing that stems from experience ra­

ther than from prior intellectual operation. Rigorous analytical techniques 

may be replaced by an epistemology of practice that places technical problem 

solving within a broader context of reflective inquiry and shows how reflec­

tion-in-action may be rigorous in its own right (Schon, 1983). 

I see that the development of such an epistemology should be one of the 

major objectives of the General Systems Research movement. Some progress has 

been made by such activities as Action Learning and by off campus management 

courses such as those conducted at Deakin University (Weekes, 1985 cl. The 

problem of course, is to make knowledge which has disappeared, re-appear. 

Perhaps this can only happen by studying those cultures where it hasn 't 

disappeared; such as, for management practice, Japan. The study of Japanese 

organizations is now a boom industry as once upon a time was the study of 

American industry, when the U.S. was the leader of the world. 
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CHAPTER 15 

KNOWLEDGE ONITORING IN INDIVIDUALS 

Miro Valach 

Knowledge appearance and disappearance is traeed during its resi­

dency in an individual caused by its acquisition, usage and 

changes in its representation. Knowledge acquisition is the first 

filter a knowledge has to pass. Consciousness, awareness, and 

other functions of nervous system structure and restructure it in 

order to he able to look at it, comprehend it and sort it out so 

that it can be incorporated and reincorporated into the knowledge 

pool of the individual. When a knowledge is used it is subjected 

to transformations in representation that adds adynamie dimension 

to its content. Cognitive forms of knowledge may be required to 

change from one syrnbolic representation to another. Non-syrnbolic 

representations are of ten attached as companions in farm of sensa­

tions, and feelings. Transformations from one form of representa­

tion to another are necessary. Example of such farms is visual, 

accustic, symbolic, sensory, and sensational representations. 

There are also translations from one language to another language, 

natural and/or artificial, that need to he considered. Transforma­

tion of knowledge into s ki lls is a dramatic example of a change in 

the knowledge form and its content. Manipulation of knowledge 

frequently adds or removes something from the content of the 

kn owiedge. There is a tra de -off between how much is gained and how 

much is lost by a transformation. An important aspect of knowledge 

manipulation is the purpose of the manipulation which provides 

means for the assessment of gains. 

15.1. ABOUT THE DEFINITION OF KNOWLEDGE 

There is no single definition of knowledge. As in all such cases, a defini­

tion has to he accompanied by a point of view from which the definition is 

created or by a purpose the definition is to serve. 
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For example, a student has defined B aS an induetively defined set and has 

proved P a property of elements of B. Suppose he needs later to deeide whe­

ther or not an element x is a member of B. There are several ways he can do 

it. He may show that x can be reached by the induction and thus prove that x 

is element of B. He mayalso show that x does not have property Pand there­

fore it is not an element of B. 

What do we want to call the knowledge of the student in this example? He has 

the knowledge of logic. He has a new knowledge, set B he created. He has the 

knowledge of a property P of the universe of B. He has the knowledge of 

proving the property. He also has the knowledge of how to use the property 

to make a deeision about x not being rnernber of B. 

There are two unseparable concepts of knowledge: 

1. Statie concept of knowledge. 

The statie concept deals with the cognitive aspect of knowledge. In dea­

ling with it we will use terrns as statie knolwedge, inforrnation content, 

structure and organization. 

2. Dynarnic concept of knowiedge. 

The dynamic concept deals with the knowledge utilization that is elosely 

related to some kind of proeess. In dealing with the dynamic aspect we 

will use terms as dynamie knowiedge, skill, mental skill and mental pro­

cess. 

In the context of computer scienee the statie knowledge may he compared to 

the data and dynarnic knowledge to algorithmic processes. However, we wish to 

show that the data may only be one form a statie knowledge in an individual, 

and an algorithm may only he one part of the dynamic knowledge of an indivi­

duale 

An example of statie knowledge of a student may he his knowledge of induc­

tion rules of the set Band the property P. He may recall it, think about 

it, but he does not change the content of it in any way. His dynamic knowl­

edge is represented by his ability to prove the property P (to generate a 

process of creating the proof) and his ability to utilize P in his deeieion 

making process. Part of the procees is the application of statie knowledge. 
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Statie and dynamie aspeets of knowledge ean be theoretieally handled as 

separate aspeets. Praetieally, they are diffieult to separate. They act as 

two faees of the same fenomena. A statie knowledge is not usabie unless it 

ean be accesses. To make it aeeessable, one needs a proeess (algorithm) that 

represents the dynamic aspect of the utilization , even as simple as location 

of the particular element in the organization.. Storage and retrieval not 

necessarily need to change the content, i.e. something be added or lost. 

There is a point of view from whieh the total statie and dynamie knowledge 

in a system is referred to as intelligenee of the system. In eonsequenee of 

this point of view intelligence of a system has two sides, statie and dyna­

mie, represented by the system's statie and dynamic knowiedge. In some sys­

tems the statie knowledge may he predominant, in other systems the main 

portion of the intelligenee may rest in its dynamies. 

15.2. ACQUISTION OF KNOWLEDGE 

Knowledge enters a system through the sensors. The representation of the 

knowledge is therefore first formed by the sensory system. 

Next, the knowledge is met with the resident knowledge of the system th at 

ereates a context for the interpretation of the ineoming knowiege. Without 

this interpretation the external knowledge eannot he accepted. The individu­

al would not know what to do with it. The proeess of relating new knowledge 

with the resident knowledge may be an objective one, but it a150 can be, and 

in most cases is, a subjective process. 

Subjeetivity enters in form of the interpretation of the ineoming knowledge 

in terms familiar to the system. There is a eonfidence measure an individual 

uses for evaluation and making (flagging) the knowiedge. Confidenee level 

reanges from being eompletely confident on one hand to complete distrust on 

the other hand. The confidence level is' a subjective one. As a subjective 

measure it eannot he transmitted with the knowiedge, hecause the evaluation 

is the receiver' s reaetion to i t under his control. In living individuals 

knowledge may have an emotional component that may influenee (voluntarily or 

involuntarily) the level of eonfidenee. 
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15.3. BALLAST 

When a syrnbolic (verbal) knowledge is transformed into a grpahic form, a two 

dimensional plane is added to the knowledge representation and elèments of 

knowledge are mapped on the plane. The plane is a ballast added to the pre­

vious form of the knowiedge. Ballast plays an important organiz ing r o le in 

the representation of knowledge. Let us aSsume we wish to find a minimal cut 

of a graph consisting of several points and edges, the connectivity of which 

is represented by a table. Tabular form does not contain any organizing 

feature that would be much helpful to our senses to manipulate relations 

represented in the table. Therefore, we choose to represent the graph by 

usi ng a plane. A plane contains two sets of orde red points called coordina­

tes. We can shuffle the points around until they are conveniently placed 

from left to right and from top to bottom. The orde ring feature of the plane 

is used to emphasize relationships among the points of the graph. Gradual 

improvements of the planary representation by rearranging the points helps 

to solve our problem to find a minimal cut. Plannary representation enables 

us to use terms left, right, up and down as an additional tool for solving 

our problem. 

Features of the ballast, like the notion of left and right points, are in­

strurnental in solving problems. The not ion of possible two-dimensional orde­

ring was not possible in the tabular representation. Left, right, up and 

down arrangement of points provided new means for finding the solution. 

Otherwise, the plane was an unnecessary ballast. Yet the ballast become a 

catalyser of the solution process. 

15.4. USE OF THE BALLAST FOR INCREASING EFFICIENCY 

The use of a ballast is not restricted to graphics. Behind almost any trans­

formation of know ledge representation there is a change in the knowledge 

organizing ballast. A motivation for transformation of knowledge from one 

form of representation to another is in changing, adding, or removing a 

convenient or inconvenient ballast. A transformation rnay offer new way of 

facilitating a particular decision making process. Thus, an improved effici­

ency rnay result by relying on different ballast found in the new representa­

tion. 
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Organization of a statie knowledge can be regarded as a part of the ballast. 

Organization is an intended ballast without which usage of the knowledge is 

not possible. However, there are also cases in which an unintended ballast 

contributes to the knowledge organization. Such ballast can be smell, emoti­

onal interference, intensity of light, o r other perceptions or associations 

present at the time of knowledge manipulation such as, for example, storing, 

restructuring, reformating, and re-representing . While sueh instanees are 

unintentional for the purpose of organizatien, living mind may take note of 

it and may convert it into an organizing element. For example, a sudden 

intensive light may be remembered in connection with an episode for a long 

time and later used as a retrieval guide. A dis comfort during a performance 

may be another example of an unintentional bal last that may later used as a 

retrieval clue for the whole event. 

15.5. BALLAST AND SKILL LEARNING 

There is one transformation of knowledge into a process that should not 

escape our attention. It is the skill learning. There is a special role 

ballast plays in the triggering of the next segment in the chain of subse­

guent mini-events of the performance. The ballast is picked up during the 

learning process , in farm o f clues for the triggering the next segment of 

the performance. The clues are subconsciously selected trom the external or 

internal environment of the learner. They become part of the learned skill 

and they have to be present when the skill is performed, no matter whether 

or not they are logically related to the performance. 

There is no specif ic rule for picking up a clue in learning situations. Per­

formers know weIl that they need to concentrate on their performance. The 

concentration means they wi ll shut off all undesirable interferences. By 

concentrating they reconstruct exact environment they were in during their 

practizing. The reconstruction is important because, besides others, it 

creates conditions for bringing up all ballast that was present during the 

practice and served as triggering clues for the smooth continuation. 

For example, at a certain point a pianist associates a segment of a piece he 

is playing with a landscape around his house. The next segment he is going 

to play may become conditioned by the presence of this image. If, during the 
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performance of the same piece the immage of the landscape is not present he 

might loase the continuation of his performance. 

What distinguishes one indiv idual from another is the sensitivity to the 

ballast in recalling stored information, ballast that was present at the 

time of storing. The secret of concentrating is, among others, the ability 

to recreate crucial circumstances under which an information has been bath 

organized for the purpose of storing and stored. This ability creates the 

individuality of an individual in handling the knowledge at the knowledge 

entrance point and at the time of its retrieval. The ballast that accompa­

nies the storing and retrieving mechanism is not under the conscious con trol 

of an individual. It means that an individual cannot consiously determine 

which ballast s hould or should not be present and which clues should or 

should not be used when a storing or retrieving takes place. 

15.6. PURPOSE OF KNOWLEDGE 

There are three purposes of interest for wh i c h a knowledge may be acquired: 

1. Storing of the knowledge for the purpose of using it later . This leads to 

two problerns, knowledge representation and knowledge organization for the 

purpose of storing it. Both representa tion and organizat ion cannot be 

separated from the interpretation of signals that carry the incoming 

knowIedge. 

An individual has a fa c ulty to understand wh at is coming in. More ob jective­

ly, there are degree s of unders tanding, leve ls o f understanding, ways of 

understanding and points o f view of understandi ng. Briefly, to understand 

some thing is an individual affair. From an individual point of view, under­

standing is r e flected in the way how the individual treats the information 

from the beginning and later during its use. Classroom experience of teach­

ers shows very clearly that there is a considerable difference between the 

intended meaning of an explanation and the individual acceptance of that 

explanation by the students. 

Ideally, the same knowledge is the same for all. From an individual point of 

view, knowledge is an individual possession with individual usage, individu-

irii . xIInw ::Li$Wlit:m:v 
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al understanding, individual relating to the rest of the individual's knowl­

edge and individual internal representation. 

2. Knowledge re construct ion in order to improve its organization representa­

tion and utilization. 

Dur consciousness creates a feeling that the things around and inside us are 

stable. It is the role of the consciousness and it plays this role very 

well. However, the stability is in fact only in the interpretation of what 

in reality is an on going change. Without going into more details, we can 

say that the mechanism of consciousness focusses on what is stable and fil­

ters out all th at would erode the smoothness of our perceptions. Along the 

same 1ine, we perceive our own knowledge as a stabie body, which in reality 

it is not at all stabie, not in its content, nor in its farm. 

There is an on going process in an individual cal led thinking on re-thinking 

which leads to a reconstruction of a knowledge. Though we have the subjec­

tive feeling of stability, knowledge in an individual should be regarded as 

a dynamic concept that changes not only its content but also its representa­

tion. Just by reusing certain knowledge we make it more readily accessable, 

more so at one time and less so at another time. 

Functions that cannot be clearly recalled are reconstructed from the rest of 

the knowledge. Sometimes, an individual is aware of this reconstruction, but 

many times not. Thus the content of the knowledge changes, sometimes slight­

ly, sometimes more substantially. 

Besides subconscious cl:anges in knowledge frequently there is aconscious 

transformation. When, for example, reading ab ook, one imagines the content. 

This is a transformation of words and symbols into a visual domain. The 

transformation is a drastic one because it adds substantial portion of in­

formation that comes from the imagination rather than from the exact con-

tent. Imagination allows 

knowledge, representation 

last. 

different types of representation of the same 

that is each time accompanied by different bal-
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In an indi vidual, knowledge li ves, so to speak, in constant change, affec­

ting its internal organization, representation, accessibility, interpreta­

tion, and content. 

3. Knowledge representation in order to find most useful form in which to 

keep the knowledge for certain purpose. 

In a problem sol ving environment we remodel the whole situation in order to 

find a better representation under wich the problem may he solved. We create 

graphic image of relations otherwise given in words, we express in equations 

descriptions of a situation. We use binary, octal, decimal representation of 

numbers in order to make it more suitable for further processing. The con­

tent remains the same, the representation is each time different. Yet, the 

representation has profound influence on how the knowledge may he further 

processed. 

There are different rules for multiplying decimal numbers than binary num­

bers. There are different rules for traversing a graphically represented 

tree structure than traversing it by using recursion. The search for proper 

representation of knowledge is pursued by individuals each in its own way. 

Some people have better performance in certain areas of thinking simply 

because they have hetter internal representation of knowledge for the parti­

cular purpose. 

For example, residual classes number system (modual arithmetic) leads to the 

fatest known addition and multiplication. It is very difficult to make divi­

sions in the same system. Yet, amounts represented by residual classes sys­

tem are the same as amounts represented by decimal number system. The diffe­

rence is in how the amounts are represented by their digits. 

15.7. KNOWLEDGE TRANSFORMATION 

Transformation of knowledge from one representation into another is again an 

on going process in an individual and is sometimes control by consciousness 

only in a small way. When 1 think how to get from here to New York, each 
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time I think about it I imagine it in a different way. At one time I see 

myself going to the airport by taxi, at another time by my car. But, even if 

I think of the same way, by my car, the details are always different. 

In general we need to find such representation of the problem we need to 

solve on daily bases, that will bring us into a comfortable internal en­

vironment in which we are able te bring up the solution. Since this environ­

ment constantly changes, so does the knowledge. When we come back to the 

same problem, we in the meantime have established new relations, sometimes 

seemingly unrelated to the problem. Yet, when we rethink the problem, the 

changed internal environment will contribute to a new, rnay be better solu­

tion. 

The point here is that in an individual, no two transformations are the 

same. Even when a sentence is repeated twice one af ter the other there is a 

slightly change in meaning. Second time the sentence is interpreted already 

in the context of knowing it. It is as if an individual cannot go back to 

transform or handle the same knowledge twice the same way. Not only the 

knowledge changes but the way it is rnanipulated changes even when our con­

sciousness says you have made the same transformation as before. 

15.8. CONCLUSIONS 

A non living individual differs from a living individual in one outstanding 

point. Knowledge is a non living system, such as a computer, tape, book, 

library enjoyes a great deal of stability that does not easily changes its 

content. Management of knowledge is relatively simple because, besides the 

given information and its content the re are no on g01ng unintended changes. 

On the other hand, in living individuals knowledge is a dynamic entity that 

changes in many ways. As the time processes, knowledge is re-organized, re-

interpreted, re-represented, 

tent and its representation 

and subjectively re-evaluated. Changes in con­

take place as both intended and unintended 

changes. Management of the changes is an individualone. Problems of mainte­

nance, supply, and interchange of knowledge in individuals needs to be, 
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therefore, approached with considerably mo re attention to their individuali­

ty than in case of non-living knowledge systems. Knowledge is a private and 

s ubj ective property that carriers no t only its objective content but also 

subjective characteristics of the individual in its many faceted dimensions. 



CHAPTER 16 

THE SCIENTIFIC-TECHNOLOGICAL DISSOLUTION OF THE MEANING OF LIFE 

Roberto S. Bartholo Jr. 

Prom an antropological and philosophical point-of-view men and women are 

beings who need to direct their lives through an idea of themselves and of 

the world. This leads to the possibility of a specifically human way of 

exercising power, independent from any direct physical coercion, as not all 

individuals c::>nduct their lives according to their own minds, but rather 

their lives are directed under the IIspirtual guardianship" of the control­

lers of the social system of representations concering the meaning of life. 

"Domination It must he distinguished from simple "power". "Power means the 

possibility of imposing one' s own will in a social relation, even though 

against every type of resistance. "Dominant" means the opportuni ty of mee­

ting with obedience for a command with certain content. 

The most impo rtant features of every system of "spirtual guardianship" are: 

1. a theoretical explanation of the world ; 

2. a system of meaningful propositions aiming at shaping human act ion in the 

world; 

3. human power lessness in face of cosmos. 

Every hierocratical system of ideas contains practical imperatives on what 

must be done and what must be avoided, and it indicates how it must he done 

or avoided. The hierocratical administration of the "Hope Principle" trans­

forms itself into a solacing achievement, the root of the human need for 

salvationist doctrines. The history of Western Civilization expresses a 

continuous process of secularization. 

The industrial civilizing process builds a network of human interactions 

mediated by the "objective i mpositions" of science as technology. Personal 

experiences of powerlessness are reduced to problems capable of a technolo-
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gieal/seientifie solution. The ",ays of realization of the personal happiness 

of autonomous individuals, unengaged ",i th the normati ve system imposed of 

industrial eivilization, are denied. Within a society, whieh has in seienee 

as teehnology a souree of power, the struggle for the monopolization of 

"seientifie truth" beeomes deeisive for the legitimaey of domination. 

"Truth" and "rationality" become operatinal concepts, so that every practi­

cal and seientifie pieee of knowledge has to attaeh itself to the frame of 

reference of prescribed "uitimate values" I predetermined by the "new cler-

gy". 

Whereas for Kant the Enlightenment meant the individual's escape from a 

situation of "spirtual guardianship" based on his own ineapaeity of using 

his own Reason without needing somehody else' s guidanee, the Enlightenment 

of the industrial civilization turns to be an instrument of annihilation of 

the individual ethical autonomy through schooling. Within the Wester eultu­

ral tradition, Humanism and Englightenment altered the ideal of cultural 

aequistion as an ethical self-construction of existence through religion. 

Seienee and art start being regarded as autonomous ways of cultural acquisi­

tion n ••• with the objective of achieving a timeless ideality of the person 

and of creating an internal freedom for an existencial form whieh knows how 

to rise ahove the mere demands of activities externally put forward by the 

world"l. This is the core of W. von Humboldt' s idea of University of the 

institution that makes possible the dialectical supersession of popular 

religiousness. This is expressed in Goethe's "Zahme Xenien": 

"Those who posses science and art 

also posses religion. 

The one who possesses neither 

he has religion." 

For the Enlightened humanist ideal the individual self-education is a pre­

condition for ethical responsibility. Cultural acquistion is identified with 

the self-construction of an individuality internally directed, so that the 

Hurnboldtian University is conceived as an institution of ethical self-forma­

tion. This ethical self-formation should make possible a process understood 

as meaning "living in the highest sense of the word" and expressing " ••• the 

ultimate task of our existence: to provide the concept of humanity in our 
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own selves with a content as wide as possible; this task resolves itself 

through the association of our "self" with the worid for a more general , 

active and tree interaction tl2 • 

Science as technology of the quotidian world can not serve as a vehicle for 

an ethical self-formation of the individual. A dialectical supersession of 

the usual scientific-professionalizing education and an ethical confronta­

tion of the individual with practical imperatives of modern technology are 

needed. H.A. Steger expresses this as an actualization of Goethe's poem: 

"Those who possess the capacity for an ethical 

[confrontation with modern industrial civilization] 

a150 possess science. 

The one who does not possess this capacity 

he has science. 11 

16.1. NOTES 

1. Quoted from H. Schelsky, Der mensch in der wissenschaftlichen Zivilisa­

tion. In: Auf der Such nach Wirklichkeit, München, 1979, p. 474. 

2. Quoted from W. v. Humboldt. Theorie der Bildung des Menschen, in Gesam­

melte Schriften, Berlin, 1968, vol. I, in H. Schelsky in Einsamkeit und 

Freiheit. Reinbek bei Hamburg, 1963, p. 81. 

16.2. REFERENCES 

Humboldt, W. von (196B). Theorie der Bildung des Menschen. In: Gesammelte 

Schriften, vol. 1, Berlin. 

Illich, I. (1980). Entschulung der Gesellschaft. Reinbek bei Hamburg. 

Illich, I. (1979). Entmündigung· durch Experten. Reinbek bei Hamburg. 



220 Knnwleclye (Dis)Arre arallCe 

--------------

Kant, 1. (1978). Beantwortung der Frage: Was ist I\ufk l ä rung? In: Werke, W. 

Weischedel (ed.), vol. XI, Schriften zur Anthropologie, Geschichtsphiloso­

phie, Politik und Pädogogik, Frankfurt am Main . 

Schelsky, H. (1977). Die Arbeit und die Anderen, München 

Schelsky, H. (1979). Der Mensch in der wissenschaftlichen Zivilization. In: 

Auf der Such nach Wirklichkeit, München. 

Schelsky, H. (1963). Einsamkeit und Freiheit, Reinbek bei Hamburg. 

Steger, H.-A. (1978). Humanistische Bildung in den modernen Industriegesell­

schaften. In: Paedagogica Europea, vo l. 13. 

Weber, M. (1976). Wirtschaft und Gesellschaft, Tübingen . 



CHAPTER 17 

MECHANICAL TREES 

Ranulph Glanville 

The salient question is how do we know about knowledge : what is 

necessary for it to have a reality to our perceptions, our minds? 

For, even should knowledge have the sort of objective, external 

existence "out the re" as is of ten claimed for the Laws of Physics, 

this existence is ne ither apparent nor useful to us without our 

knowing. 

17.1. INTRODUCTION 

Knowledge is a particularly difficult subject to discuss be cause, in dealing 

with it one is obliged to use the concept itself. Virtually the whole of the 

tradition of thought, and the acceptable mechanisms of thinking and argumen­

tation, within which we (in the west) have been brought up not only denies 

the legitimacy of a formulation, but abhors it. Yet it seems to need to be, 

just as the cell needs to contain its own comple te self-description in order 

to reproduce (be). So it s eems pointless to argue that because our tradition 

denies its possibility it is not: we whould change our tradition (Knowledge 

of Disappearing Problems). This point is not being argued here, but needs to 

be kept in mind. 

~ 
50 knowledge requires, as its pre-conditions, a knower and an act, knowing. 

I 
Whether or not it exists out there, and, if so, the requirements it may have 

\:~
. there, we can never know , for all our knowing depends on our knowing: or 

rather, all that we know depends on each of us coming to know it. And, be-

fore it is known, it is unknown, and who knows whether or not it exists. 

(The earlier point of the difficulty of self-reference should now be trans­

parant.) What, then, can be said about knowledge? It depends on a knower and 

a knowing, which transform the unknown to be known. Or, rather more accura­

tely, I should say knowing constructs the known and the knower. (This has 
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nothing t o do with notions s uch as correctness, verifiability, etc., which 

are the conventional t echnology of knowledge.) Dut that does not yet clarify 

that knowledge is. Knowledge is, I assert, not that which is known, not in 

the mind, but an external representation 0 the act of knowing. As such, it 

may have very little direct connection with the subject of which it is pur­

ported to he knowledge other than the formal (there is surely to need to 

argue Wit-tgens tein (1966 ) here in their own terms). 

Activity (knowing) is centra!. The acting helps bring out bath the k nower 

and the known. But it is hard to conceive an action without the actor. Thus, 

there is a secondary difficulty·: how does the knower know that there is a 

knower to know the known. And the answer is that the knower and the known 

must he (aspects of) the same, in this primitive act of knowing, the self­

consciousness of self-knowing. Sa that, when I assert 

I know this 

I am, necessarily, asserting 

I know I 

and thus 

I know I know this. 

And, by means of the minimal courtesy of reciprocity (since we can know no­

thing of anything without knowing, and must therefore assume that that which 

is known is in a position to be known, which condition, as above, is satis­

fied by the object of knowing being also its own subject), we assume 

This knows this. 

And therefore 

I know I know this know this. 

Sa, behind the assumption that there can he knowing, there lies a profound 

and essentially navel philosophical assertion abaut the nature of the self, 
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of existence through knowing which is self -referent ial, being the form of 

self-knowing. (There have been a number of formulations, in quite different 

fields, of positions similar to this. They include Pask's Topics and P-indi­

viduals (1976, 1978), Varela's Se lf-refere ntial Logic (1975), von Foerster's 

Eigen Objects (1976), Spencer Brown's Logic of Distinctions (1969) and Vare­

la and my extension of this into Self-dist inctions and Mobius Strips (Glan­

vilie, 1979, Glanville and Varela, 1980).) 

Notice how formally like the conditions for problems, as argued above, this 

turns out t o be! 

17.2. DIS(APPEARANCE) KNOWLEDGE 

Knowledge, then, if it is anything at all, is an exteriorization of the act 

of knowing, a representation that may have nothing very rnuch to do with the 

act (except by being associated with it), an artifice of the "out there". 

And, in this sense, I have made it "disappear" , for I have replaced it by 

knowing. This way of making knowlege disappear is no problem at al: unless 

you are hooked on nouns rather than verbs, on "out there" rather than con­

structing, on representation rather than process. 

Sadly, this is a problem: most of us seem to prefer the tokens of knowledge 

to knowing. This is a weakness that is pervasive in many fields, but nowhere 

more so than in the (meta) fields of education and training, of teaching and 

learning. It is apparent, through the personal experience of all of us who 

went to school, that a great deal of work has gone into the knowledge side 

of things, with which goes a particular philosphy that I find unacceptable, 

in light of wh at I have said above. 

The philosophy is the mechanicism that, in its most extreme form, is embo­

died in behaviourism. This can he seen clearly in our attitude to text baoks 

(and even more sophisticated embidiments, such as are commonly used in Com­

puter Aided Learning, and in the approach to teaching and learning. At its 

most extreme worst, this is the ancient pumping in of knowledge to the blank 

brain of the learner (teaching and learning by rote, also known as the bat­

tering ram technique). And, although training methods are now changing, most 
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thoughts of training are centred on a modification of this notion. As Micha­

el Robinson (1979) has pointed out, even the arrangement of desks, the pro­

vision of uniform, and the domain authority of the teacher is set up to 

reflect and support this attitude. 

The difficulty with this attitude is that there is no way of knowing that 

there is any simila r ity in what the learner and the teacher understand. 

Indeed, the method i s intended to remove this question from the field of 

possibilities, since all that can he done to test understandings is repeti­

tion, essentially in the form of the knowledge (e.g., text-book). 

Thus, the test is of the response, not of the connection hetween the stimu­

lus and the response : the externali not the internal. But knowledge does not 

necessarily hear any direct relation to knowing, as I have emphasised. What 

is necessary is to give sensible weighting to knowing (and to the study of 

this). This, howe ver, brings out another contrast: "learning" by rote re­

flects a causalistic approach, yet knowing has to he made individually by 

each participant, and the check for understanding can, for similar reasons, 

only he carried out by me (as, e.g., the teacher) seeing if I can construct 

an understanding of your (the learner's) understanding of me, which seems to 

me to he similar to my original understanding. 

Such a mechanism, first explicitly proposed by R.D. Laing (1966, 1970) and 

formalized by Gordon Pask (1976, 1978), is called a conversation. It is not 

necessary to go into it here, only to indicate that it exists and can he 

used to permit us to examine knowings. For it is knowing that matters, as 

the great liberal educationalists, such as Pestalozzi, Froebel and Montesso­

ri understood, and that what childred do, and like to do is to make the ir 

own knowing, on their own account, and that this, above all else, is to he 

valued. 

C.A.L. is caught in this contrast. While it permits of more structured 

routes through some subject area (although dipping into hooks is pretty 

flexible, too), it concerns itself little with knowing, even in the most 

sophisticated notations such as Pask's (1976) Entailment Meshes. The compu­

ter is as the texthook, without the teacher (except in programmed learning, 

which is rote learning by another name) . In order for C.A.L. to develop, we 
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will have to study the mechanism of knowing, instead of the organization of 
representations of knowing (knowiedge), 50 that the computer can converse 
with the learner, as good teachers do. And, of course, finding this mecha­
nism will be the crock of gold to Artificial Intelligence, for computers 
will be able to learn for themselves, in their own way. To understand know­
ing is the challenge. 

17 • 3. KNOWING 

This challenge is going to be difficult to meet. To start with, there is the 
difference between that which is represented and that which is the represen­
tation: it may be that the only way to get over this is either to assurne 
that there is no difference or that we deal only with representations. But I 
have already shown the short-comings of such approaches. It is a difficulty 
th at is all too familiar, but o f ten only consciously rernembered when dealing 
with the inarticulate, such as animals and babies. 

However, some work has been done that appears promising and relevant. It is 
allied to the concept of "Constructivism". J\lthough the idea has been around 
for a long time , and has particularly suffused the work of Piaget (1955, 
1972) and Kelly (1955), and has been publicly expounded many times by von 
Glasersfeld (1974, 1977, 1985) and von Foerster (1973), it is perhaps best 
sumrnarized in George Spencer Brown's terse command: 

Draw a distinction. 

This command is at the root of his "The Laws of form" (1969), a calculus, 
which, amongst other things, gives a relational logic for the constructions 
made by such distinction drawing. It should be noted that, in the drawing of 
a distinction, both that which is distinguished and that which it is dis­
tinguished from become apparent. (This is similar to the 

I know I know this knows this 

earlier, for it is the distinction that provides the symmetry of process 
that allows the difference of identity.l 
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There are some difficulties with Spencer Brown's work (see Varela (1975), 

Glanville (1979), Glanville and Varela (1980), and some believe that "all" 

Spencer Brown has done is to produce "another" rnodal logic, But even were 

that to be the case, the point is being rnissed. The point is that comprehen­

sion of the world is constructed (YOU draw a distinction), and this is why 

it is relevant here, for it is not about representation or about an existing 

world out there, but it is about creating the it and the I, and hence about 

knowing rather than knowledge. 

Nevertheless, having a logical calculus is not the same as having a psycho­

logica 1 understanding, 50 while Spencer Brown provides an inspiring state­

ment and set of manipulations, he does not provide the tooI needed. To the 

best of my knowledge, there are (only) two attempts to find such a tool. 

They are Pask' 5 Lp (1985) and rny own Model Dimensions (Glanville, 1980 a). 

Initially, Lp is an attempt to find a set of rules for the legitimate gene­

rat ion of Entailment Meshes, while Model Dimensions is a method, akin to 

that of dimensioning in Physics, to check the manipulation of arguments. 

Thus, both suffer from the fault that they deal in, as it were, knowiedge, 

rather than knowing. But what makes them interesting and possibly relevant, 

here, is that they do not presurne an a priori set of items awaiting distinc­

tion, and they do demonstrate relationships established by a distinction 

drawer between that which has already been distinguished (but may be changed 

while being re-distinguished), and that which is being distinguished now. In 

fact, both are used in computational procedures that at least begin to show 

some elementary sernblance of intelligence, not because the machine has been 

programined to respond as a facsimile of the programmer's intelligence, but 

through the development of strategies and distinctions by the machines them­

selves (i.e., the programmer instalis a very simple program, which runs, if 

anything, as a meta-program, and is not full of value statements, algo­

rithms, etc.). So both concern themselves with the drawing of distinctions 

that make values and, in so far as they are concerned with knowiedge, they 

are concerned with its growth rather than its unravelling (Glanville, 1985). 

It is this growing, above all, that makes both Lp and Model Dimensions can­

didates here for an understanding of knowing. For both are contentless, 

allowing content to be developed. And, in the same reciprocal manner that 

makes "this knows this" follow from "I know I", theprocess of knowing may be 
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reflected in the relationships demonstrated in the field of knowledge. I.e., 
it is reasonable (and probably the only possibility) to consider that the 
process demonstrated in knowledge relationships ref lects knowing. For, the 
distinction drawn distinguishes both the distinguisher and the distinguished 
(and which is which?). It is certainly the case that both would aspire to 
this, for they are seen as reflecting the mechanism by which concepts (in 
Pask's (191975) terms, topics, in mine (Glanville, 1975, 1978) Objects (of 
attention» exist and relate. 

(As a sideline, it is worth reminding ourselves that we, in developing both 
our personality and our (intelligent) world view, potentially spend 24 mo­
bile hours a day for many years, in cornpany with a tlresponsive" environment, 
equipped with sensory and motor devices. Computers are hardly given a fair 
chance, in comparison! (Glanville, 1980 b). 

17 • 4. INTERLUDE 

Who knows, anyhow, how we think, and how we know? It is surely a matter of 
concern that this HOW should he examined and answered, for the WHAT depends 
.!lpon it, and not vice versa (just as we have enough problems with natural 
intelligence without going overboard about artificial intelligence, for all 
of the strength of Boden's (1977) argument about spin-off). Some few things 
we do seem to know: that we handle our knowing in chunks rather than in 
discrete atomic units (see Simon' s (1966) experiments on chess, or mine on 
calculating (Glanville, 1985): that we handle a limited and more or less 
regular number of such chunks at a time (Miller' s (1956) "Magical Number 7 
+/-2"): that we develop world views that aré essentially habituations and 
allow us not to work out from whatever first principles what to do when 
confronted by the red bus, by frameworks of interconnections that form per­
sonal heterarchies (Kelly' s Personal Construct Theory, my own work with 
architecture students (Glanville, 1980 c): and that, when, for instance, we 
see a crack in a wall, we have no way of knowing whether it was there all 
along and we failed to notice it, or whether it has just appeared (even 
asking others does not help us with this, it only shifts responsibility). 
But, who knows how we think, what our knowing is? 
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17.5. CONCLUSION 

We need to concern ourselves with knowing, rather than knowledge. Knowledge 

is an impediment ot this study, and, indeed, leads to a type of mental con­

stipation (as described in various ways by Lakatos (1969), Popper (1969) and 

Kuhn (1970». When Knowledge disappears, we may look at knowing. We mayalso 

be able to completely change the construction of our perce ptions, slowly as 

in psychi atrie therapy, or quickly as in the conversion of Saul to St. Paul 

on the road to Damascus. And it is, possibly, only like this that we will be 

able to deal with the complexities of the modern world, and the design of 

modern life (Jones , 1985). I try to spend my time redesigning my universe 

(my standard biographical blurb gives my hobbies as "studying the horizontal 

and redesigning the universe"). Putting it another way (Anderson, 1985) 

You know, 

They are growing mechnical trees: 

They go to their full height, 

And then, they chop themselves down. 

There is no problem of disappearing knowledge: Disappearing knowledge is 

good. 
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CHAPTER 18 

THE TOQ-HASTY APPLICATION OF INADEQUATELY CONCEPTUALIZEO -KNOWLEDGE-

H.O. Kimmel 

Underlying the theme of this book on (Dis lappearing I<nowledge is 

the assumption that the fundamental knowledge gained in scientific 

research somehow may vanish or cease to exist when an effort is 

made to use the knowledge in the "real" world. On the assumption 

that knowledge actually can disappear when it is applied, authors 

have attempted to identify the conditions under which this disap­

pearance might be more or less likely to occur or to discover what 

might be done to prevent or retard its disappearance. 

18.1. INTROOUCTION 

In this chapter, the assumption that kowledge disappears is unequi vocally 

;:ejected. Indeed, it is assurned that scientific knowledge cannot ever even 

have the kind of substantive existence necessary for it to disappear. Scien­

tific knowledge is necessarily always tentative and provisional. It is con­

stantly in need of additional empirical testing and it must be revised re­

peatedly and adjusted in accord with the outcomes of these evaluations. 

Knowledge is anything but statie; knowledge is by nature dynamic. Unlike 

"true love" I knowledge does indeed "bend with the remover to remove" and 

"alter where it alteration finds". And kncwledge is constructed in a manner 

which encourages its up-dating and revision and which is designed to facili­

tate its empirical falsification. 

In the discipline of psychology, the two most common causes of what is mis­

perceived to be the disappearance of knowledge when it is applied are: 

1. application is attempted too hastily, before the attainment of under­

standing of the basis processl 

2. knowledge is formu~ated uncritically and at too molar a level. 
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It should be obvious that these two factors are not independent, since the 

motivation that results in premature efforts to apply scientific knowledge 

mayalso fuel its overgeneralized and do gmatic representation. The very 

thing that fosters too early application, usually the perceived promise of a 

"breakthrough" in dealing with some significant societal ill, also tends to 

discourage skepticism and normal scientific caution, resulting in a formula­

tion of knowledge in an overly simplistic (easier to apply) and dogmatic 

(impervious to negative instances) fashion. 

The main thesis of this chapter, thus, is that knowledge only seems to "dis­

appear" , in the sense th at its application of ten does not have the antici­

pated effect, when what has really happened is that the knowledge was either 

inaccurately or incomple tely conceptualized or was falsely expected to have 

applied utility due to overgeneralization of the basic research findings. 

Two specific examples of this problem are described, the "unfulfilled pro­

mise" of biofeedback and the "token learning" that results from token rein­

forcement. The first example shows how great expectations for alleviation of 

illness may encourage excessive haste and inadequate skepticism. The second 

is an example of the effect of parochial theoretical dogmatism and simplis­

tic overgene ralization, exacerbated by the influence of an authority figure. 

The first example illustrates the influence of extra-scientific social fac­

tors, while the second must be attributed to factors ~ the scientific 

system itself. 

18.2. THE UNFULFILLED PROMISE OF BIOFEEDBACK 

Some 25 years ago, a few investigators began to question the belief that 

"involuntary" beha vi or can only be modified by Pavlovian conditioning (Kim­

mel, 1967). Af ter several studies showed that responses of the automatic 

nervous system and electrical rhythms of the brain could be modied by infor­

mative, rewarding/punishing feedback, an entirely new area of possible ap­

plication appeared to open up. From a conservative perspective, it was not 

unreasonable to hpe that some human psychosomatic illnesses might be treated 

successfully with techniques based upon these laboratory results. 

But, some misinformed and excessibely zealous individuals imagined that they 

saw in biofeedback the seeds of a mind-expanding nirvana, a way to enrich 

l 
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and enhance human experience beyond even the hallucinations produced by LSD 

and other psychotomimetic drugs. Dthers foolishly suggested that biofeedback 

could free people from enslavement to their biological existences and ele­

vate the "mind M to tatal control of the "body". 

Biofeedback's effectiveness as a treatment of migraine, epilepsy, hyperten­

sion, asthrna, Reynaud' 5 syndrome, and other illnesses has turned out to be 

all but nil (Yates, 1980). lts greatest therapeutic successes have been in 

its least exotic applications, e.g., motor retraining following stroke. And, 

of course, no one's mind has actually been expanded by biofeedback, although 

some people' s bank accounts have grown due to "therapeutic" biofeedback­

exploitation of others or due to the sa Ie of popular biofeedback baoks and 

biofeedback electronic equipment for the home. 

The unfulfilled promise of biofeedback is a good example of alleged "knowl­

edge-disappearance" which is reality is knowledge that is inadequately or 

insufficiently worked out and rushed into the marketplace disguised as some­

thing it really isn't. The social pressure to promote biofeedback as a cure­

all for bath physical and spiritual ailments reached such a pitch at one 

time that speakers at a plenary session of the Biofeedback Society meetings 

who urged that a more cautious approach be taken and that more basic re­

search be done were actually shouted down by the audience. 

The popular "slick" press contributed to this pressure for application, 

because articles on biofeedback were sure-thing attractions when they could 

be written uncritically for a literate-but-technically-uninformed audience 

tnat hungered to be told what wonders were in store for them in the spa ce­

age future. Letters to the editors of these magzines, pointing out the tech­

nical-factual shortcomings of such journalistic pieces, went unpublished and 

unanswered (Kimmel, 1985). 

The result has been disappointment and disillustionment, as weIl as a ten­

dency to view biofeedback with suspicion. The need for substantial additio­

nal basic research on the underlying mechanisms is greater now than it was 

at an earlier stage in its history, but the negative aura resulting from 

premature application and consequent failure has tended to make research of 

this type less socially attracti ve to younger behavioral scientists. lt 
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rernains to be seen whether the errors of the past can be totally overcome 

and a new beginning established. 

18.3. TOKEN LEARNING RESULTS FROM TOKEN REINFORCEMENT 

B.F. Skinner I 5 operational simplication of the meaning of "reinforcement" 

was intended to rid the concept of unnecessary theoretical baggage so that 

its empirical laws could be better elaborated. To Skinner, "reinforcement" 

referred to the increase in probability of response (read "frequently" ?f 

response) resulting from the response-contingent adrninistration of the " re­

inforcing" event (Skinner, 1950). Behavioral scientists we re not to "reason 

why" (i.e., ask "how" reinforcement works) but to "do or dien in determining 

empirically the influence of different reinforcement schedules on respon-

ding. What makes "reinforcement 11 reinforcement is that it works, that the 

behavior increases in frequency. That is all that reinforcement means accor­

ding to Skinner's "empirical law of effect". 

Skinner's anti-theoretical posture was partly principle and partly pose. At 

the same time that he assumed the role of "Bricoleur" (Levi-Strauss, 1969) 

in his assertion that theories of learning are not necessary (Skinner, 

1950), he was playing the opposite role of "engineer" to the lay public, 

telling them that the "technology" of behavior already was developed to an 

extent that warranted its broad application to sol ving a wide range of soci-

al problems (Skinner, 1953). 

But, it was one thing for Skinner to engage in metatheoretical polemics with 

his learning-theory opponents and a complete l y different thing to imbue 

relatively naive behavior technicians with an uncritical mission to '''use" 

reinforcement to change everything from the non-verba 1 beha vi or of autistic 

children to the toilet habits of the mentally retarded. As it turns out, the 

latter appears to yield more readily than the former to response-contingent 

reward. 

The energetic proselytizing by Skinner' s representati ves in public educa­

tion, hospitals, penal institutions, etc., has resulted in an e normous 

amount of work being done in the field of behavior morliEici>tion. Literally 

tens of thousands of applications of the empirical reinforcement principle 
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have been undertaken, some with substantial success (Allyon & Azrin, 1968) 

and others with very little (Kuypers, Becker and O'Leary, 1968). Over the 

past 10-20 years of zealous application of reinforcement it has become 

clearer and clearer that the reasons for the successes are no better known 

than the reasons for the failures. The problem, of course, is that what was 

presumed to be "knowiedge" (i.e., the wide-ranging effeetiveness of rein­

forcement) was really only a simplistic, easily packaged, homily rather than 

a sufficiently worked out understanding of basic relationships. When Breland 

& Breland (1961) reported on the tendency for operantly conditoned pigs to 

revert ot burying the tokens they received for performing certain behaviors 

rather than converting these "secondary reinforcers" into food, this urnisbe­

havior" was treated as an oddity rather than taken as an indication of in­

sufficient comprehension of the reinforcement mechanism. This was not an 

example of the disappearance of knowledge as much as it was an example of 

the absence of genuine knowiedge. 

In recent years several writers have presented evidence of the potentially 

negati ve inf luence of using "extrinsic" rewards to establish and/or maintin 

behaviors that might otherwise be "intrinsically" rewarding (Deei, 1971, 

1972; Levine & Fasnacht, 1974). In general, these studies have shown that 

the removal of the extrinsic reward may have the effect of rapidly stopping 

the behavior upon which the reward was contingent. Indeed, whether primary 

reinforcement (e.g., candy) or secondary reinforcement (e.g., tokens that 

can be "spent" on other primary and secondary reinforcers) is involved, 

there appears to be a tendency for the intrinsic value of performing certain 

behaviors (e.g., playing the piona) to diminish as a consequence of being 

given extrinsic reinforcement for doing it (Levine & Fasnacht, 1974). These 

authors suggest that "natura I " reinforcers might be expected to not have 

these effects. 

The "empirical law of effect" is more than a theoretically neutra I "opera­

tional definition" (MacKintosh, 1983). Skinner quite explicitly has argued 

that it doesn 't matter !!2:! reinforcement works in the sense of mechanism. 

What maaters is ~ it works. But it doesn't work weIl or of ten enought to 

justify stubborn refusal to examine its underlying mechanisms. 

Arguing that it doesn't matter what the mechanism underlying observerd rein­

forcement effects may be, of course, implies that all instanees of response-
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conti gent "reinforcement" that result in increased response frequency are 

examples of a common process ("reinforcement" must be written in quotes here 

because the use of the term already implies that an increase in response 

frequency has been observed). That is, the mechanism underlying reinforce­

ment can only be considered "unimportant " if it really doesn' t matter, i. e. , 

if all instances of reinforcement are equivalent. Thus, if response-contin­

gent administration of M & M's to children when they say, "Please, may I?" 

"Would it be alright if?" etc., is equivalent to response-contingent admi­

nistration of Noyes food pellets to rats when they press a lever in a Skin­

ner Box, then the equivalence must reside in the fact that both situations 

involve training living organisms what must be done to obtain a desired food 

substance. Yet, when the M & M's are withdrawn, the children are likely to 

explore additional verbal mitigators besides those that were originally 

reinforced, removing the Noyes pellets, on the other hand, results in a 

burst of lever-presses but no "analogous" responses. In this case, reinfor­

cing a "class" of responses may have a different effect from reinforcing a 

single response. 

Training a rat to enter a goal-box in a maxe, using food as a reinforcement, 

likewise, is rather ?ifferent from similar training with a brief light as 

reinforcement. Both may prove to he effective, in the sense th at an increase 

in frequency of goal entries may occur, but removal of the light results 

only in extinction while removal of the food results in aggressive hehavior 

as well as eventual extinction. 1t is obvious that the notion of "strength" 

of reinforcement (food vs. light) might he relevant in this situation, but 

such a concept is antithetical to Skinner's domatic argument against analy­

sis of reinforcement mechanisms. 

The possibility that there is more than one kind of reinforcement has even 

been considered recently by Skinner (1979). Nothing that it is of ten not 

possible to reduce the delay of reinforcement that naturally is necessary in 

real-life hehavior modification situations, for example the increase in 

longevity that might he expected to occur fol10wing cessation of smoking, 

Skinner points out that a variety of "contri ved" intermediate reinforcement 

contingencies may he used to bridge the temporal gap between the hehavior­

change and its natural reinforcing consequence. Af ter all, if an individual 

is, say, 40 years old and stops smoking, whatever increase in life-span that 

this might bring about wi 11 not occur unti 1 30-40 years later. This "gain" 
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can hardly be eKpected to act as a response-contingent reinforcer in main­

taining the behavior of not smoking . Thus, symbolic and other contrived 

reinforcers must be used to maintain the desired behavior. But contrived 

reinforcers do not work as weIl as natural anes, and this may be one reason 

for what looks disappearance of knowledge when the use of contrived rein­

forcement to stop smoking ends in failure. 

Skinner exemplifies the meaning .of "contrived reinforcement" by relating an 

anecdote from his personal life. 

He was playing with his daughter, holding her on his knee. He 

notices th at it was beginning to get dark, so he turned on the 

light in the room. His daughter smiled when the light came on, 

apparently in response to the change. Skinner decided to try to 

"use" the turning on of the light to reinforce some simple move­

ment. He turned the light off again (a compliation that makes this 

example less than ideal) and, when the infant raised her hand 

slightly, he turned the light on. The he àgain turned off the 

light and waited for the baby to lift her hand again, so he could 

"reinforce" this movement with the light. 

In this way, Skinner gradually modifed his daughter's behavior, so that she 

would lift her hand as soon as the light was turned off. 

Skinner' s point in this example is that there is no natural connection be­

tween the moving of the hand and the increase in illumination following it 

in this situation and, apparently, reinforcing it. Certain behaviors are 

naturally followed by reinforcers, such as eating and drinking, or entering 

a cool swimming pool on a hot day. Indeed, there is some confusion regarding 

the exact meaning of reinforcement in these cases, since the swimmer doesn ' t 

keep coming out of the swimming pool so that the behavior of entering it can 

.be repeated. Skinner, himself, displays this confusion regrding the meaning 

of "reinforcing" in the first volume of his autobiography, Particulars of my 

life (Skinner, 1976). He reports that he learned to masturbate when he was 

about eleven years old. He found that "several rhythmic strokes" had "a 

highly reinforcing effect" (1976, p. 64). Dne cannot help wondering whether 

Skinner meant "pleasurable" here when he said "reinforcing". The "empirical 

law of effect" is an explicit rejection of lwas of effect based upon the 
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pleasantness or unpleasantness (or some other affective data) associated 

with the reinforcer. 

The meaning of natural reinforcement is also conveyed by Skinner in an anec­

dote. He gives his daughter a rattle and she accidently shakes it. Shaking 

the rattie automatically produces sound, and the child shakes the rattie 

again, and again. Here the sound produced by shaking the rattie is assumed 

by Skinner to be a naturally reinforcing consequence of the shaking move­

ment, in contrast with the contrived contingency involved when he turned on 

the light each time his daughter lifted her hand. The question of why natu­

ral reinforcement works better or lasts longer than contrived reinforcement 

is not addressed by Skinner, although it would appear that even to discuss 

the distinction marks a change from early Skinner to more recent Skinner. He 

denies, however, that this constitutes a change. 

One of the reasons why so much candy has been given to so many children, 

with so little in the way of long-lasting behaviorial changes to show for 

it, is that Skinner has actually been quite successful in convincing his 

disciples that it is not necessary to analyze the mechanisms of reinforce­

ment beyond describing its molar empirical relationships. The so-called 

technology of behavior has been grossly oversold, so that attention is fo­

cussed only on success and failure has been swept under the rug. 

The fact of the matter is that the empirical law of effect is a convenient 

device for avoiding the difficult task of analyzing the many instances in 

which behavior-strengthening might have been expected but did not occur. 

What exactly are the necessary conditions for achieving the outcome that the 

empirical law of effect calls "reinforcement?". As soon as Skinner recog­

nized that it would not be easy to discover what these conditions are; ' he 

gave up even trying and urged others to join him. But, even Skinner' s own 

"disciples" have come to recognize the inadequacy of his simplistic anti­

analytical position. For example, Premack elaborated the principle by propo­

sing that reinforcing outcomes depend upon the relative reflex strengths of 

the modified and modifying reflexes (1965). Although Premack's principle was 

a significant step in a genuinely theoretical direction, it was still inade­

quate for all but the simplest reinforcement situations. More comprehensive 

and more theoretical analysis remained to be proposed (e.g., Catania, 1966, 

Herrnstein, 1970), ano the applied implications of thelle recent ilovances 
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have still not been realized or appreciated by the "front-line" behavior 

modifers who still think that Skinner's empirical law of effect is a suffi­

cient behavior-modifying tool. 

The ultimate behavior modification, as Skinner himself has observed (1979), 

is the change in the behavior of the scientist when his data do not agree 

with this theory or when his methods fail to produce their intended and 

expected results. Negative feedback from real-life application of a scienti­

fic principle should eventually result in modification of the principle, so 

that it better fits the discrepant empirical data. This, of course, is the 

kind of change that has been going on in some of the basic operant conditio­

ning laboratories (op. cito Catania, 1966; Herrnstein, 1970). Eventhough 

Skinner, himself, may be unable or unwilling to admit the need for change, 

the nature of the scientific enterprise eventually overcomes dogmatism and 

the "knowiedge" that results can be expected to be less likely to "disap-

pear fl
• 
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