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Preface

This document describes the work performed for the Satellite-Based Time Series Analysis of Vegetation Trends
in Europe Master thesis. The aim of this thesis project is to investigate the temporal changes of vegetation in
Europe using statistical analysis and machine learning. As such, the intended audience consists of those who
want to learn more about the application of these fields to a large and long-term remotely gathered data set,
rather than people interested in learning more about the biological aspects. A basic knowledge of statistics
and vegetation dynamics is expected of the reader.

The thesis document starts with an introduction of the thesis project. This is then followed by the used
methodology, which consists of five steps. These are data pre-processing, land cover classification, deter-
mination of the time series components, forecasting and time series analysis. In the third part of this thesis,
the generated land cover and time series results are described. In part four, the summary and conclusions are
given and recommendations are made for future work. The parts and chapters contained in this document
are largely independent, and interested readers can therefore choose to read only the parts or chapters that
are of most interest to them.

I would like to thank Dr. Irene Dedoussi for her excellent supervision during the thesis project. Without
her, the quality of the work as well as the pleasure I have taken in producing it would both have suffered
greatly.

This work was carried out on the Dutch national e-infrastructure with the support of SURF Cooperative.
Without the use of a supercomputer, it would have been impossible to generate results at such a high resolu-
tion.

V. B. Verhoeven
Delft, January 2020

The cover image shows filtered NDVI data of the European domain on the 1st of June 2018.
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Abstract

Vegetation is a key part of the world’s ecosystem and is affected by human activities both directly, in the form
of changing land cover, as well as indirectly due to climate change. In turn, vegetation has an effect on the
climate itself due to forming an integral part of several climatic processes, making it a complex system to
analyse.

To better understand the resulting changes to vegetation, remotely sensed SPOT-VGT and PROBA-V nor-
malised difference vegetation index (NDVI) data was analysed. The spatial resolution is one by one kilometres
and it is produced every ten days. By investigating the data between 1999 and 2018 over the continent of Eu-
rope, long-term results have been determined for a large spatial domain.

To obtain these results, a methodology consisting of five core steps was applied. The first step is to reduce
the noise inherent in the raw vegetation data. By substituting for invalid samples and applying the iterative
Savitzky-Golay filter, a noise-reduced NDVI data set was created. The second step was then to split this data
set into its various land cover types by applying bagged classification trees on spatially segmented data. The
third step consisted of decomposing the time series into their trend and seasonal components using STL de-
composition, which enabled an independent analysis of the vegetation trend and seasonal behaviour. Break
points were detected of the trend components, in order to partition this data. These time series components
were then forecast two years using an ARIMA model such that the expected future values were obtained.
The final step involved analysing the trend and seasonal components for both the original twenty year time
span, as well as the two year forecasts. To determine the trend properties, the Theil-Sen estimator and Mann-
Kendall test were applied. For the growing season metrics, the midpointpixel method was used.

With this methodology, results were obtained pertaining to the land cover, trend component and seasonal
component. The over-all classification accuracy of the produced land cover data exceeds 80%. The highest
accuracies were obtained for the common agricultural and grasslands and forests classes, and the classifier
managed to capture all major land cover patterns in the domain. As annual results were determined, an anal-
ysis of the distribution in land cover and its evolution with time was performed for the countries and most
populous cities within the domain. One example is the general increase in artificial land area covered by the
analysed cities as well as most countries within the domain, particularly in South Eastern Europe.

Regarding the vegetation trend, an increase in NDVI of 2 · 10−4 per year was found for the majority of
Europe, with an equivalent decrease for the north-eastern part of the domain. The mountainous regions show
a stronger decrease in NDVI of −5 ·10−4 per year. For the forecast two years, a transition from browning to
greening is expected for these regions, with areas of Germany and France showing a transition from greening
to browning.

The seasonal component was used to determine the growing season metrics. In general, a more post-
poned growing season was found for the northern latitudes compared to the southern latitudes. The moun-
tainous regions are distinct from their surroundings, showing a noticeably shorter growing season.

By providing these classification, trend and growing season results, our understanding of Europe’s land-
scape and vegetation is improved by providing insight into both the current state of land cover and vegetation,
as well as existing trends.
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1
Introduction

The environment provides the basis for human livelihoods and well-being by supplying food, water and es-
sential services to human societies and culture [1]. Furthermore, the annual value of the terrestrial ecosys-
tems is estimated at 75 trillion USD, equivalent to the global GDP [2].

Vegetation is an integral part of the environment, and fulfils an essential role in multiple biogeochemi-
cal and biophysical processes [1, 3]. An example of an important biogeochemical function of vegetation is
its absorption of carbon in the global carbon cycle through photosynthesis. This stored carbon can then be
released into the atmosphere through consumption or environmental disturbances, such as wildfires. As the
various actors of these processes have highly interdependent relationships, responses to changes are gener-
ally complex making these systems difficult to analyse [3].

For this thesis, a particularly relevant example of the role of vegetation in a biophysical process, is its ab-
sorption and reflectance of radiation. Earth receives radiation in a wide range of wavelengths from the sun.
It is partially absorbed by the atmosphere and Earth’s surface, and the remainder is emitted back into space
[3]. Vegetation absorbs specific wavelengths of the received radiation, and commonly shows a maximum in
the absorption of red radiation. As near-infrared radiation is absorbed to a far lesser extent, a strong contrast
is present. Vegetation thus emits considerably more near-infrared radiation, compared to red radiation [4].

This radiation can be measured effectively using remote sensing. Data that is gathered remotely without
interfering with the specimen is often acquired using an airplane or satellite, where satellites provide the
capability to record data of a large geographical area spanning several decades [5, 6].

In order to quantify vegetation activity, use is therefore made of NDVI data acquired by satellite sensors,
discussed in more detail in Section 2.1. It is the most widely used satellite observable vegetation index [7].
The definition of NDVI is given in Equation 1.1, with ρ being the reflectance value in the near infra-red (NIR)
or red spectra. The aforementioned contrast in reflectance values is taken into account by the difference
shown in the numerator. Meanwhile, the denominator normalises the values. The normalisation of NDVI
makes it possible to perform meaningful comparisons and reduces noise [8]. Values thus range from zero to
one, where zero denotes a complete lack of vegetation and one the maximum possible amount.

N DV I = ρN I R −ρr ed

ρN I R +ρr ed
(1.1)

Due to the strong correlation NDVI has with vegetation productivity [9, 10], NDVI time series can be used to
determine a wide array of metrics with which vegetation dynamics can be studied. Metrics of interest that
can be directly derived from the NDVI time series are the annual maximum, minimum and mean NDVI values
and the time at which said maximum occurs. These are commonly used to gain insight into existing trends in
vegetation activity. Other metrics that are commonly used in vegetation studies are the time of, NDVI value
at, and rate of change at the start and end of the growing season. These metrics are closely related to the
phenology of the vegetation itself [9, 11]. This allows NDVI data to be used for many purposes, such as the
assessment of the ecological response to global warming, changes in phenology, agricultural crop statuses
and changes in land cover [12–15].
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The importance of vegetation to the environment and the ability to use remotely sensed data for its analysis
have now been explained, however no motivation is yet given as to why it is important to perform a long-term
analysis of vegetation. The introduction therefore continues by providing this motivation, by giving a brief
overview of the effects caused by humans to vegetation.

1.1. Human-Induced Changes to Vegetation
Human-induced climate change is indirectly affecting vegetation by changing the earth’s atmospheric com-
position and temperature [3]. As mentioned before, vegetation forms a key component of the global carbon
cycle, and the increased CO2 concentrations allow for greater carbon absorption. As a result, it has a positive
effect on the yield of certain crops and primary production of forests [16–18].

Generally speaking however, the effects of climate change to vegetation are negative. Whilst increasing
temperatures have lengthened the growing season in temperate and boreal regions [3, 19], they have also
reduced crop yields and increased the possibility of extreme weather events reducing that yield even further
[20, 21]. The 2019 European Environment Agency report regarding the agricultural sector in Europe further
states that climate change has already negatively impacted European agriculture, and will continue to do so
in the future [22]. On a global scale, world hunger has been on the rise since 2015 and this trend is expected
to continue as a result of reduced crop yields [23]. Additionally, heat stress and drought have fundamentally
changed forests in many regions [24, 25].

Humanity also changes the world’s ecosystem directly by altering its land cover. Agricultural and urban
areas have both increased in size to support the world’s growing population. Since the 1960s, the global area
used for cropland has increased by 15% and the area used for pastures by 8% [1]. Urban surface area has
increased dramatically over the last few decades and is expected to triple between 2000 and 2030 [26, 27].
As a result of this expansion, since the year 1900 between 54 and 57% of the global wetlands area has been
lost, with the majority having been converted to farmland. Furthermore, it is estimated that only 13% of the
wetlands area that existed in 1700 remains today and the loss rate accelerates [28]. The global area covered by
forests has also declined by 3% between 1990 and 2015 and continues to decrease, with the largest losses in
Brazil, Indonesia and Nigeria [29]. Further environmental problems are presented by desertification, which,
despite national and international efforts, is continuing at accelerating rates [30].

1.2. Previous Vegetation Studies
The previous section signified the importance of performing a vegetation analysis, by showing that vegeta-
tion is under-going rapid change, and remote sensing enables this analysis for a large data set. As a result,
prior use of remotely sensed data for vegetation analysis is expected. The interest in this field is shown by the
exponential increase in the number of studies published on remote sensing of vegetation data, indicating the
great academic interest in the matter [7]. This section will therefore provide a brief overview of existing vege-
tation studies. Literature regarding more specific aspects of the project are cited in their respective sections,
and the focus here lies on more generally relevant literature to provide context and motivation for the thesis
research described in this document.

The used time frame for vegetation studies is commonly around twenty years [10, 13, 14, 31–35]. A few stud-
ies significantly deviate from this time span, exceeding thirty years [36, 37] or analysing only three years [38].
Much less consistency is found for the analysed geographical areas. There are studies which restrict them-
selves to a specific country [11, 33, 39–43], as well as studies which look into naturally defined regions [13,
14, 32, 37, 44, 45]. Finally, a great amount of research has also been conducted on a global scale [10, 31, 36,
46–48].

As this project analyses data in Europe, special attention is paid to research conducted on this region. Two
studies analysed the data to determine the status of agriculture in Europe. S. Estel et al. studied the abandon-
ment and recultivation of farmland and the intensity of cropland use [49, 50]. They found that abandonment
of farmland continues, particularly in Eastern Europe, but the trend is declining. The agricultural intensity
was also lower in Eastern Europe, compared to North-Western Europe. A classification study was performed
by J.-L. Champeaux et al., who mapped different types of land cover in Europe using NDVI data in order to
provide more information for weather forecasting [38]. As classification was not the primary goal, not all re-
sulting classes are given representative names. Furthermore, the results are more than twenty years out of
date. Y. Julien et al. studied the change in land surface temperature and NDVI between 1982 and 1999 to de-
termine changes in vegetation. Their study found that dry regions in Southern Europe have become warmer
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and have seen a decrease in vegetation, whilst the north became colder and greener [34]. One study analysing
Europe that is most closely related to the project proposed here, is that by R. Stöckli and P. L. Vidale [35]. They
used NDVI to determine various vegetation characteristics over a twenty year period, concluding that the
growing season lengthened and NDVI increased for all regions, including arid ones. This is in contradiction
with the findings from Julien et al. [34], and the authors do note that the data they used was of questionable
accuracy. Furthermore, they used data from 1982 to 2001 and findings are outdated. Whilst the effects of
climate change could undoubtedly already be observed, the trends in temperature and precipitation have
continued at an accelerating rate. Furthermore, extreme weather events have increased in frequency and the
short and medium term effects on the current status of vegetation would be unknown [51].

Of particular relevance to this project is the use of NDVI data to determine temporal trends. These trends
have been used to determine the average rate of change of NDVI over a longer period, from which it can be
readily derived whether the vegetation has seen an increase or decrease in activity with time, termed green-
ing and browning respectively. No consistent conclusion is found as to the scale of greening and browning.
Predominant greening was found in the recent study by Chen et al., caused to a large extent by land-use man-
agement [31]. These positive results aren’t shared by other studies, which predict varying degrees of browning.
De Jong et al. and Liu et al. concluded that while greening is more common than browning, few areas showed
statistically significant trends and they find an insignificant or even browning trend in areas where Chen et
al. detected greening [10, 46]. Furthermore, more recent studies by de Jong et al. and Pan et al. concluded
that a significant increase in browning area is present [36, 47]. Finally, in a recent study Yuan et al. derived
from NDVI, leaf area index (LAI) and vapour pressure deficit (VPD) data that trend reversals from greening to
browning have occurred in most of the world around the change of the millennium, caused to a large extent
by a decrease in oceanic evaporation [48]. Aside from vegetation activity, more detailed information such as
changes within the trend, variability, volatility and suitability for forecasting can also be determined using
NDVI trends [39, 40].

1.3. Research Questions
To summarise the previous sections, the world’s ecosystems are essential and evolving rapidly due to changes
to the climate and land cover. The importance of climate analysis is therefore evident, however is still fraught
with uncertainty [1]. In order to reduce this uncertainty, the aim of this thesis project is to analyse vegetation
data to calculate temporal trends and further the understanding of the way vegetation has evolved over the
years. The main research question is therefore:

Which temporal trends can be found for vegetation in Europe between 1999 and 2018 using remotely sensed
data?

In order to not only quantify the changes to vegetation over the current time period, the suitability for NDVI
time series to forecasting is investigated and - if deemed suitable - the expected future behaviour of vegetation
is determined.

Additionally, land cover is changing rapidly and has a direct effect on the state of Europe’s vegetation.
Furthermore, land cover is described as an essential climate variable by the World Meteorological Organiza-
tion. This means that it is critically important for the understanding of Earth’s climate and the ability to guide
mitigation and adaption measures [52, 53]. As universal, annual land cover data is not freely available at high
resolution, an additional aim is therefore to investigate the classification of European land cover using vege-
tation data.

These additional research aims will be completed, by answering the following three research questions:

• Are NDVI time series suitable for forecasting?

• How is vegetation expected to evolve into the future?

• Can NDVI data be used to create a representative, continent-spanning land cover data set?

To the best knowledge of the author, no study exists that has studied Europe’s vegetation on the same level of
detail as is proposed here. This thesis document will continue with a description of the methodology which
will be used to answer these research questions in Part II. The results after applying this methodology to
Europe can be found in Part III, and the conclusion and recommendations for future work in Part IV.
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Overview of the Methodology

This part of the thesis document presents the methodology used to obtain the desired results. It consists of
five core part: data pre-processing, classification, determining the time series (TS) components, forecasting
and finally an analysis of the time series components. To aid the reader, a flowchart of the methodology is
shown in Figure 1.1. The five methodological steps are shown in the green boxes, with the numbers in the
top-right of each box indicating the chapter in which they can be found.

Data pre-processing is performed in order to reduce the noise within the data set and is discussed in
Chapter 2. This noise-reduced NDVI data set is then divided into its various land cover types, called classi-
fication, the topic of Chapter 3. In the following chapter, Chapter 4, the existing time series data is divided
into its trend and seasonal components. The future behaviour of these time series components is then deter-
mined using the forecasting approach described in Chapter 5. Now that the current and future values have
been computed, an analysis can be performed on the time series components. This is the topic of the final
methodology chapter, Chapter 6.

The schematic overview shown below gives an overview of the methodology in its entirety, however lacks
detailed information. More detailed flowcharts are therefore provided at the end of each of the aforemen-
tioned chapters, which show the specific steps taken for that part of the methodology.

It should be noted that the methodology was developed and tested on subsets of the domain, as the com-
putational resources were not available to do so on the full data set.

Raw Data
Data Pre-

processing

Classification

Determining
the TS

components

NDVI Data

Forecasting

Trend and
Seasonal

Component

(1999-2018)(1999-2018)

(1999-2018)
4

2

5

3

TS Component
Analysis

6

Trend and
Seasonal

Component
(1999-2020)

Figure 1.1: Schematic overview of the methodology. The green boxes show the five main methodological steps, with their
respective chapter numbers in the top-right.
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2
Data Pre-Processing

In this chapter the steps taken in data pre-processing are shown. Pre-processing the image data is essential to
remove noise and thus increase the amount of information that can be retrieved from it and the confidence
held therein. The chapter starts with a description of the raw data set itself, and the noise within this data
set in Section 2.1 and Section 2.2 respectively. The chapter continues with the substitution of pixels already
marked as being invalid in Section 2.3. After substituting these invalid pixels, noise still remains. Several algo-
rithms exist to reduce this noise further, and the most promising ones are described in Section 2.4. To select
the most suitable method, a comparison was performed as described in Section 2.5. The chapter concludes
with the parameter estimation for the selected method in Section 2.6.

2.1. Vegetation Data Description
The project makes use of the Satellite Pour l’Observation de la Terre Vegetation (SPOT-VGT) and Project for
On Board Autonomy - V (PROBA-V) NDVI data provided by the Copernicus Global Land Service (CGLS) [54].
Remotely sensed data makes it possible to analyse vegetation trends on large spatial as well as temporal scale
and as such, the analysed data will span the continent of Europe between 1999 and 2018. The data is pro-
duced every ten days at a 1/112◦ resolution in both latitude and longitude, corresponding to roughly one by
one kilometres [55]. This ten-day period will be referred to as dekad, from this point on, as this is the term
used by the proprietors of the data [56, 57]. Compared to other NDVI data sets, the Advanced Very High
Resolution Radiometer (AVHRR) data has the same spatial resolution, but is gathered daily [58]. Data at a
resolution of 0.25 kilometres is offered by Moderate Resolution Imaging Spectroradiometer (MODIS) data,
however this data is only produced every sixteen days [59]. Both Global Inventory Modelling and Map Stud-
ies (GIMMS) as well as the Pathfinder data use an eight kilometre resolution, produced in intervals of fifteen
and ten days respectively [60].

The NDVI data provided by Copernicus takes values between 0 and 256, and can be converted to NDVI values
using Equation 2.1.

N DV I = Raw value

250
−0.08 (2.1)

As can be seen in this equation, the raw value is not simply divided by the maximum value of 256. Instead, the
proprietors of the NDVI data have given several status flags to the data, to signify that these samples cannot
be used to analyse vegetation. These status flags occupy values 251 through 255. The status types are given
below and more details can be found in Section 2.3.

• 251 = Bad radiometric quality
• 252 = Obscured by clouds or shadows
• 253 = Snow or ice
• 254 = Water
• 255 = Missing input data

7
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The European domain analysed in this project extends from -11 to 32 degrees longitude and 34.5 to 71.5
degrees latitude, shown in Figure 2.1. As a result, each image consists of approximately twenty million pix-
els. These images are produced every ten days, resulting in 720 images over the twenty year time span and
approximately 14.4 billion pixels total.

Figure 2.1: NDVI Data of the European domain.

2.2. Description of the Noise in the NDVI Data Set
Before noise reduction methods can be discussed, the noise that should be expected is studied, as well as
what steps have already been taken by the data proprietor.

Earth observation data contains noise and erroneous values due to interference from the earth surface
and atmosphere. On the ground the data is affected by shadows, haze and scatter, and interaction with atmo-
spheric substances such as ozone and water vapour further degrades the data quality. Additionally, optical
remote sensing data cannot be gathered through cloud cover. These disturbances are also not constant in
time, as regardless of atmospheric and surface flux the angle with which the satellite views a specific area
changes continuously [5, 61, 62].

The SPOT-VGT and PROBA-V NDVI data provided by the CGLS has already seen corrections for the at-
mospheric conditions and surface reflectance values, as well as the different viewing angles, evolving orbital
conditions and sensor degradation with time [55–57]. Additionally, to increase the data quality maximum
value compositing (MVC) has been applied to the data [55]. MVC is a technique commonly applied to re-
motely sensed NDVI data, where the NDVI signal is maximised by processing multiple images within a given
time frame. This reduces the effect of clouds, atmosphere and viewing angle [63]. The maximum signal is
selected, as due to atmospheric noise the NDVI data is negatively biased [62, 64]. These measures however
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do not mean that noise has been fully removed. In fact, CGLS acknowledges this as within the data set invalid
pixels are still present and are given unique values to signify this, as was briefly explained in Section 2.1. Fur-
thermore, noise reduction was still applied by CGLS in order to produce a land cover map from the NDVI data
[65]. Furthermore, noise reduction is used almost ubiquitously in research, with two examples being those
by R. Geerken et al. and J. M. B. Carreiras et al., where the data was used to classify land cover [66, 67].

As an example, an agricultural time series in South Holland is shown in Figure 2.2. In this figure the
noise can be readily seen, as the time series contains several strong positive and negative outliers and lacks
a smooth temporal profile. As discussed in Section 2.1, certain statuses are denoted by the higher pixel val-
ues. These strong positive outliers are therefore already marked, and the next section goes into more detail
regarding these pixels and their substitution.

Figure 2.2: An agricultural NDVI time series before noise reduction. Invalid pixels are shown by the positive outliers.

2.3. Temporal Interpolation of Invalid Pixels
As described in Section 2.1 and shown by the positive outliers in Figure 2.2, the CGLS already identified several
pixels as having specific statuses. Of these statuses, all aside from the ’sea’ flag are seen as unusable for
analysis purposes. Aside from these, pixels that show a highly unlikely increase are also considered invalid.
More specifically, an increase greater than 0.4 NDVI in 20 days is used as the threshold, as suggested by Chen
et al. [68]. The types of invalid pixels that are to be substituted are therefore the following:

• Bad radiometry
• Clouds and shadows
• Snow and ice
• Missing input data
• Unlikely increase in NDVI

In Figure 2.3, the percentage of invalid pixel for each time stamp are shown of the entire European data set.
From this figure it can be deduced that the number of invalid pixels shows a seasonal cycle, with the maxi-
mum occurring each winter. Further, pixels with the missing and unlikely NDVI increase status are negligible
in quantity compared to those with cloud and snow cover or bad radiometry. Data with poor radiometric
quality is found exclusively for northern latitudes, where the ground receives insufficient light during winter
months.
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Figure 2.3: The temporal variation of the invalid pixel types in Europe.

To conclude, the quantity of invalid pixels that demand substitution varies both in time as well as space and
whilst no significant temporal correlation is present for the invalid pixels in the vast majority of geographical
areas, during winter months in northern regions the correlation is statistically significant. For further details,
the reader is referred to Appendix A.

As these pixels are not temporally correlated, they can be substituted for using temporal interpolation. In
this procedure, the weighted average of valid pixels in a certain temporal window width is used. The weight
is determined by the difference in time, i.e. the next time stamp has twice the weight of the one after that
and thrice the weight of the time stamp succeeding that. A symmetrical window width of five was used in the
project, as a compromise between computational speed and accuracy. Figure 2.4 shows that the positive out-
liers have now been removed, but a significant amount of noise still remains. This noise is removed further,
using the noise algorithm described in the next section.

Figure 2.4: An agricultural NDVI time series after temporal interpolation. The positive outliers have been removed.
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2.4. Overview of Existing Noise Reduction Methods
A wide variety of methods for noise reduction exist, with as many as sixteen and seventeen being listed by W.
Wei et al. and L. Geng et al. respectively [60, 69]. Only the methods that are deemed most promising due to
repeated successful applications in the field of remote sensing of vegetation are briefly described here, such
that the most suitable method can be selected via a comparison in the next section.

• Savitzky-Golay (SG): The Savitzky-Golay filter is a moving average filter with weighting given as a poly-
nomial. These weight coefficients when applied to a signal, perform a least-squares fit within the filter
window. To apply the filter, the smoothing window width and the degree of the smoothing polynomial
must be determined [70]. The weighting coefficients determined by Savitzky and Golay in 1964 con-
tained numerical errors and were corrected by Steinier, Termonia and Deltour in 1972 [71]. One final
correction and an extension of the existing coefficients was provided by H. H. Madden in 1978 [72].

The existing Savitzky-Golay filter was modified in 2004 to better suit NDVI data and was tested using
SPOT-VGT data. To compensate for the negative bias in NDVI data, an iterative Savitzky-Golay filter is
applied where positive outliers are favoured over negative outliers [68]. This iterative Savitzky-Golay
filter was used as the basis for the spatio-temporal Savitzky-Golay (spatio-temporal Savitzky-Golay
(STSG)) filter in 2018. In this algorithm, values are estimated for invalid pixels by using the neigh-
bouring pixels whose time series show a sufficiently high correlation with the time series of the invalid
pixel. To estimate the value for the invalid pixel, the multi-year average of the valid NDVI values at that
specific 10-day period is used. After substituting the invalid pixels, the iterative Savitzky-Golay filter
is applied with slightly modified weights for the positive and negative outliers [73]. An issue with the
estimation scheme for invalid pixels is that it is unsuitable when the NDVI time-series shows a strong
trend or fluctuates with time, as the averaged values over all years are used regardless of where in the
time-series the invalid pixel is located. One further issue is that when determining the performance of
their algorithm they determined the mean absolute error (MAE) between the filtered time series and
the averaged time series of each pixel, favouring their approach over others as this time series is used in
the generation of the STSG filtered data set. No application of the STSG filter was found by the author,
however the iterative SG filter has been successfully applied multiple times, one such example being
the yield estimation of wheat in China by J. Ren et al. [74].

• Mean value iteration (MVI): The idea behind the MVI filter is that in an NDVI time-series, the value at
one specific time point closely approximates the average between the values at the previous and next
time steps. The first step is to determine the multi-year average NDVI value, which is used to replace
invalid pixel values. Next the difference between the current pixel values and the average between the
previous and next pixel values are calculated. If this difference exceeds a pre-defined threshold, the
average between the previous and next pixel values is used instead [75]. From these steps it is evident
that the filter is easy to implement, however it fails to take into account any existing biases within the
data and by using multi-year averaged values it has the same issue as the STSG filter, where strong
fluctuations with time make an average value unsuitable.

• Whittaker smoother (WS): The goal of the Whittaker smoother algorithm is to find the optimum of the
similarity between the original and filtered data and the smoothness of the filtered data [76]. If the data
is not filtered, the two data sets are fully similar, but the filtered data set is not smooth and thus no noise
has been removed. On the other end, the data can be fully smoothed however has then lost almost all
information within the original data set. This goal results in a simple linear set of equations. By setting
the weight of invalid pixels to zero and valid pixels to one, the invalid values are automatically interpo-
lated for by using a fitted polynomial, somewhat akin to the Savitzky-Golay filter. The used smoothing
parameter is determined using cross-validation, where each element of the original data series is left
out in turn and a prediction is obtained for said ’missing’ data point. The error between the prediction
and actual value can then be minimised to obtain the most optimal smoothing parameter. A downside
of the WS algorithm is that the time series approaches a constant line when the smoothing parameter
is increased. Consequently, the amplitude is always reduced regardless of whether the extrema can be
considered to be noise or not.

• Double logistic (DL): This approach lends its name to the logistic functions that are fitted to the orig-
inal data, one before and one after the maximum for each year. These curves are created using six
parameters, namely the base level NDVI, maximum NDVI, two inflection points for the rise and drop
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and the rates of increase and drop at the inflection points. The base level is determined using the data
directly, the others using a least squares procedure. The base level NDVI is assumed constant and for
long snow-cover it is determined by taking the geometric mean of the maximum NDVI values that were
found over the years for each time step during the winter [77]. Downsides of using double logistics are
that the NDVI seldom shows periods of negligible flux, therefore the use of a constant base NDVI is
questionable. Additionally, the maximum is not always easily specified due to noise or for a vegetation
type that shows little seasonality [68]. On the other hand, while the suggested method for substituting
snow-covered NDVI values fails to take inter-annual variation into account, this method has shown to
successfully approximate winter conditions [78].

• Asymmetric Gaussian (AG): The asymmetric Gaussian is a function fitting approach similar to DL,
which uses two Gaussian functions rather than two logistic functions to model each year before and
after the maximum. The data that is used for the algorithm is first smoothed using a running-window
averaging procedure, where the number of points before and after the current point need to be speci-
fied. The two Gaussian functions use five parameters in total, namely the time at which NDVI is max-
imum and two parameters that determine the width and flatness for each of the two sides. Finally,
the Gaussian function is multiplied with the amplitude and the base level NDVI is added resulting in
the final local functions. A total of seven parameters are used to create the local functions. These pa-
rameters are determined by minimising a so-called merit function, which is the sum of the difference
between the values obtained using the local functions and the original NDVI values. As a result, the
time at which NDVI is maximum may be more accurately determined than when the maximum NDVI
value is used in the double logistic algorithm. To take into account that the noise is negatively biased,
the merit function is ran again where this time the weight of points below the function as a result of
the first iteration are halved. To smoothly merge the local functions at the limbs, a global function is
created by multiplying the local functions with two cutoff functions, one for the left half and one for the
right half [79].

• Harmonic analysis of time series (HANTS): The HANTS algorithm removes faulty observations and
reconstructs the time series by temporal interpolation using the remaining values. The original signal
is divided into the frequencies containing the required information. Data points that are found to be
invalid are removed from the series and the amplitude and phase coefficients of each frequency are
determined again until the error is acceptable or too few points would remain. Invalid data points are
those that have impossibly high or low values and those that show an unacceptable positive or neg-
ative deviation from the current curve [80]. Perhaps the most noteworthy application of the HANTS
algorithm was its use in the generation of a land cover map by the Copernicus Global Land Service
[65]. A reported issue of the HANTS algorithm is its poor performance at high latitudes. Zhou, Jia and
Menenti created artificial gaps in the data to test the gap-filling properties of the HANTS algorithm and
found that the error at latitudes greater than fifty degrees were significant [81]. De Jong et al. also re-
ported issues when using HANTS for high latitude vegetation, as the algorithm returned an artificially
gradual transition at the start and end of the growing season and therefore positively biased the data
[10]. Another downside is that there are no objective rules to determine the five control parameters,
meaning that for each application various combinations of these parameters must be tested and there
is no guarantee that an optimal combination will be found [80, 81]. The number of frequencies used is
crucial for the end result, however it depends on the application and study area and is not consistently
applied [81]. To analyse vegetation in California, A. Moody and D. M. Johnson considered the first two
harmonics, whilst Wen, Su and Ma used the first three when creating a cloud-free time series for the
Tibetan Plateau [82, 83]. Geerken, Zaitchik and Evans reported that, despite two harmonics being com-
monly used, they are not sufficient when classifying rangeland and instead five harmonics should be
used [84]. To evaluate the performance of HANTS, Zhou, Jia and Menenti used the first four harmonics
[81].
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2.5. Noise Reduction Methods Comparison
In the previous section the most promising noise reduction methods are listed, but with no mention yet of
which one would provide the best results for this project. This section will answer that question, by first
looking into existing studies that have compared the various noise reduction methods in Subsection 2.5.1.
When looking at comparison studies however, it becomes clear that their test conditions, evaluation metrics
and results differ making it difficult to definitively decide which method performs best. As such, an evaluation
is performed to determine the best performing noise reduction algorithm for this application, as described
in Subsection 2.5.2.

2.5.1. Previous Comparison Studies
Hird and McDermid tested the methods AG, DL, iterative SG and MVI as well as the less commonly used
methods 4253H and ARMD3-ARMA5 in Alberta, Canada with long-term snow cover [78]. Performance was
evaluated with the root mean square error (RMSE) and the season and NDVI metrics. The iterative Savitzky-
Golay filter performed the best in terms of RMSE, however had poor accuracy when determining the vege-
tation metrics. The function fitting algorithms AG and DL performed the best over-all, however it should be
noted that to calculate the error they used a modelled NDVI time series with constant winter NDVI, favouring
AG and DL. A comprehensive study was performed by L. Geng et al, where they tested eight methods in-
cluding all the ones listed in the previous section, aside from HANTS [60]. With SPOT-VGT data, the iterative
Savitzky-Golay filter and Whittaker smoother both performed far better than the other methods. It should be
noted that averaged time series were used for each land cover type, meaning that the data contained far less
noise than would be present on a pixel-by-pixel basis. Y. Shao et al. tested the effect of the noise reduction
method on classification performance, and as such they tested the variability within classes, separability be-
tween classes and classification results. The results were roughly equal for WS, iterative SG and the Fourier
transform, with AG and DL performing worse [85]. The same methods, except the Savitzky-Golay filter, were
compared by P. M. Atkinson et al. using the RMSE. Despite the fact that they did not use cross-validation
to determine the smoothing parameter, WS performed the best closely followed by the Fourier transform.
Again, the function fitting algorithms AG and DL performed the worst [86].

2.5.2. Quantitative Method Comparison
In the studies given in the previous subsection, the Whittaker smoother (WS) and Savitzky-Golay (SG) filters
performed consistently well. As such, to make a final decision regarding the noise reduction algorithm, a
comparison is drawn between the three different SG filters and WS. To put the results into context, a simple
low-pass fast Fourier transform (FFT) filter is also applied, using a cut-off frequency corresponding to the
parameters used by the Savitzky-Golay filter and Whittaker smoother. Further, the results are also shown for
the case that no noise reduction is applied, or only the interpolation described in Section 2.3.

The effectiveness of the used noise reduction method can be determined in several ways. The most com-
monly used approach is to determine the error between one or multiple ‘true’ NDVI time series and the time
series generated after filtering or function fitting. The difficulty lies in obtaining a data set that is truly rep-
resentative of the real situation. In fact, the need for noise reduction is already indicative of the difficulty in
obtaining this data. In literature, neither a consistent approach to this problem was found, nor one that could
be applied to this project in a satisfactory manner [60, 73, 77, 78, 86]. Another way to measure the increase in
data quality is by calculating the spatial and temporal autocorrelation. If the noise itself is not temporally or
spatially correlated, correlation of the data will improve as the noise level is reduced. A measure for the spatial
autocorrelation is the Moran’s I value, which measures how disparate a pixel is to its neighbours. Noisy pixels
have a pixel value that is strongly different from their neighbours, thus lowering the spatial autocorrelation
and therefore lowering the Moran’s I value [87]. The idea behind temporal autocorrelation is similar, only now
the neighbours are in time rather than space.

The temporal noise of the time series is uncorrelated, as can for instance be seen in Figure 2.4. As such
the temporal autocorrelation value is a suitable proxy for the noise level in the data. Similarly, the spatial
autocorrelation requires that outliers occur individually in space. Otherwise, spatial autocorrelation can in
fact be reduced when noise reduction is applied. Figure 2.5 shows several neighbouring time series. This
figure acts as an example, in which it can be readily seen that these time series have the same outliers. Such
an extreme example is however rare, and the fact that the Moran’s I value increases when noise reduction is
applied is indicative of this.
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Figure 2.5: Example of neighbouring pixel time series (red) around the centre-pixel time series (blue).

The average Moran’s I value and its statistical significance in the form of its z-score are presented in Figure 2.6
and the mean temporal autocorrelation and its standard deviation are given in Figure 2.7. The results shown
are for South Holland, but similar results were obtained for other geographical regions. From these figures
it is evident that all noise reduction algorithms improve the data quality and differences between the vari-
ous methods are minor. Furthermore, the data is highly clustered even when noise reduction is not applied.
Firstly, the iterative Savitzky-Golay filter consistently performed better than the other two Savitzky-Golay fil-
ters. Out of the remaining methods, the iter. SG filter ranks second in both tests, but is the only one that
takes the negative bias described in Section 2.2 into account. As such, the iterative Savitzky-Golay filter was
selected for noise reduction of the NDVI data in this thesis project.

Figure 2.6: Spatial autocorrelation and its statistical significance of the various noise reduction algorithms.
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Figure 2.7: Temporal autocorrelation and its statistical significance of the various noise reduction algorithms.

2.6. Iterative Savitzky-Golay Filter Parameter Estimation
The iterative Savitzky-Golay filter has been determined in the previous section to be the most suitable noise
reduction algorithm, however its performance depends greatly on the parameter values that have been se-
lected. In this section, it will be explained which values are used for these parameters and why.

The Savitzky-Golay filter is shown in Equation 2.2 and uses two parameters, one for the degree of the used
polynomial d , which dictates the used coefficient values C , and another for the single-sided window width
m. The resulting filtered time series is Y ∗ [68]. For its iterative version, the data is passed through one initial
filter and then iteratively passed through a second filter which can use a different polynomial degree and
smoothing window width. As such, there are four degrees of freedom.

Y ∗
j =

∑m−m Ci (d)Y j+i

2m +1
(2.2)

The used window width can be viewed as the frequency of the low-pass filter. To determine the window
widths of the first and second filters, the window width that succeeds in passing through useful information,
and filters out high-frequency noise is selected. The frequencies that are included are crucial for the end
result, however they depend on the application and study area [81]. To analyse vegetation in California, A.
Moody and D. M. Johnson considered the first two harmonics, whilst Wen, Su and Ma used the first three
when creating a cloud-free time series for the Tibetan Plateau [82, 83]. Geerken, Zaitchik and Evans reported
that, despite two harmonics being commonly used, they are not sufficient when classifying rangeland vege-
tation and instead five harmonics should be used [84]. Finally, to evaluate the performance of HANTS, Zhou,
Jia and Menenti used the first four harmonics [81]. As no consistent value is used in literature, the frequency
spectra of the used NDVI time series were analysed in order to find a suitable cut-off frequency. As an ex-
ample, the frequency spectra of an agricultural pixel are given in Figure 2.8. In this image it can be seen that
the time series has two clear harmonics, the first one is annual and the second one semi-annual. Past this
frequency, it becomes difficult to distinguish a higher order harmonic from noise. As such, and because an
odd number of samples must be used, a window width corresponding to 19 samples is used. This means
the window spans 190 days, as the samples are 10 days apart. It should be noted that the sensitivity to this
parameter quickly diminishes when larger window widths are used.
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Figure 2.8: Frequency magnitudes of an example time series.

With regards to the polynomial orders, very little difference was found in the quantitative NDVI values. There
is however a distinct difference between the obtained time series, as shown by Figure 2.9 in which d1 is the
degree of the polynomial used for the first Savitzky-Golay filter. In particular, there is a difference between a
degree of one and higher degrees, which are in turn very similar. The latter time series correspond far more
closely to the time series generated by using other noise reduction algorithms, and as such a degree of two is
selected. Similar results are obtained for the second filter, and further details are given in Appendix B.

Figure 2.9: An agricultural NDVI time series for different values of the polynomial degree d1 of the first Savitzky-Golay
filter. Filters with d1 greater than 1 produce time series that are indistinguishable.

To show the effect of the iterative Savitzky-Golay filter, the same time series as was shown before in Figure 2.4,
now after having been processed by the iterative Savitzky-Golay filter, is shown in Figure 2.10 together with
the raw data and interpolated time series. This figure shows the extent of the noise reduction, as a clear
seasonal pattern has emerged without the outliers that were present before.
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Figure 2.10: The interpolated and filtered agricultural time series, as well as the corresponding raw data and interpolated
time series.

2.7. Data Pre-Processing Recap
The chapter is concluded with a brief overview of the data pre-processing approach. A schematic overview of
the approach and its relation to the other aspects of the methodology is shown by the flowchart in Figure 2.11.

The raw data provided by Copernicus was not well suited for further analysis. To reduce the noise in
the data, two steps have been taken. The first is the temporal interpolation of invalid pixels within the time
series, using a symmetrical five-width interpolation window. As noise still exists after this substitution step,
the iterative Savitzky-Golay filter devised by Chen et al. [68] is applied to the interpolated data and no clear
signs of noise remain.

Raw Data
Temporal

Interpolation
(1999-2018)

2

Iter. Savitzky-
Golay Filter

Data Pre-processing

Classification

Determining
the TS

Components

NDVI Data
(1999-2018)
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3

Figure 2.11: Data pre-processing flowchart.
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Land Cover Classification

Land cover classification is the process of determining which class an NDVI pixel or group of NDVI pixels
belongs to, for example urban or agricultural. Knowing which class a pixel belongs to greatly aids data analy-
sis, as results can be analysed for each class individually. This chapter will start with a very brief overview of
classification in Section 3.1. The method deemed most suitable is the classification tree. As this is a super-
vised method, the chapter continues with a description of the used ground truth data to train the classifier in
Section 3.2. The types of land cover classes that will be distinguished between, as well as the profile that will
be used to represent each class, are the topic of Section 3.3. The classification tree is discussed in detail in
Section 3.4, along with methodological additions to make it more suitable for this specific application. The
classification of a diverse geographic region is covered in Section 3.5. After this, the solution to inconsistent
and discontinuous classification results is presented in Section 3.6, followed by temporal smoothing of the
results in Section 3.7.

3.1. Overview of Image Classification
Two types of classification algorithms exist, supervised and unsupervised. Supervised algorithms rely on
training data to teach the classifier, which unsupervised algorithms do not require. Unsupervised classifica-
tion consists of two steps. First, clusters must be generated by grouping pixels based on their similarity, which
can be determined by calculating the total Euclidean distance of the distinguishing metrics. The second step
is then to classify these clusters, which can happen automatically, but is usually done manually [88].

Supervised classification does not require the data to be clustered and instead consists of the following
three steps. First, a training data set is created which should be sufficiently large. Khorram et al. state that
the training data should be as homogeneous as possible, whereas Foody and Mathur state that this is not ef-
fective. Removing outliers or boundary regions makes the classifier biased towards the purest class members
and can therefore miss rarer cases [88, 89]. After this training data set is created, the second step is to develop
profiles for each class that can be used to detect class members. In the final step, each pixel is compared to
these profiles and it is determined which class the pixel belongs to [90].

Unsupervised methods are generally less accurate and have a higher computational cost. Additionally,
one of the main advantages of unsupervised classification is that it can be performed without training data,
however this is only the case if the generated classes can be identified manually. For a large data set, this
is infeasible [6, 84, 90]. Furthermore, unsupervised methods are not frequently used in remote sensing of
vegetation and Gómez, White and Wulder note that large-scale land cover mapping has evolved from un-
supervised to supervised methods [91]. Taking these arguments into account, only supervised classification
methods were looked into in more detail. Classification trees - also known as decision trees - are a supervised
classification method that has several advantages that make it the most suitable choice for the classification
of remotely sensed vegetation data. A detailed description of classification trees and their application in re-
mote sensing is given in Section 3.4.

18
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3.2. Ground Truth Data Description
In order to train the supervised classification methodology and assess its effectiveness, data of the true land
cover types is required, commonly called the ground truth data. This data is often created manually with site
visits or from high resolution aerial photography [66, 88, 90, 92]. An alternative is the use of a reference data
set, such as the Corine Land Cover database covering most of Europe [14, 67, 80, 93, 94]. Like the NDVI data
set, it is provided by the Copernicus Global Land Service and is openly available [95].

This land cover database was generated automatically using high resolution satellite imagery, with each
of the data sets using different satellite sensors and thus data in different spectral ranges. NDVI data is not
used, but the near infrared and red spectra that are used to calculate NDVI, are used to generate some of the
data sets [96–99]. The results have been verified using expert assessment of aerial photographs, resulting in
an over-all classification accuracy of 85% [100].

The Corine database consists of five data sets, four of which are within the time window analysed by this
project. These are the years 2000, 2006, 2012 and 2018. They distinguish between 44 classes in total, in three
hierarchical levels. On the highest level the classes are distinguished between artificial, agricultural and nat-
ural areas, as well as wetlands and water bodies.

The Corine data is at a constant 100 by 100 metre resolution, meaning it is both finer and has a different
projection type as the NDVI data. The Corine data uses the elliptical Lambert-Azimuthal equal area projec-
tion, which has to be remapped to the Plate Carrée projection of the SPOT-VGT and PROBA-V data which is
constant in longitude and latitude. To do this, the longitude and latitude of each pixel was calculated accord-
ing to the methods described by J. P. Snyder [101]. The land cover type given to each pixel of the remapped
land cover data set is determined by taking the mode of the Corine pixels that fall within the longitudinal and
latitudinal confines of the vegetation pixel in question. To determine whether the conversion was accurate,
coastlines of the remapped land cover classification and the vegetation data were overlaid.

The Corine land cover data for the year 2000 is shown in Figure 3.1, which when compared to Figure 2.1
shows not only that the projection type is different, but also that parts of Europe for which vegetation data is
present do not have land cover data as a result of the way the database is created. The data of each country
is produced by national groups and not all countries within the domain are involved with the creation of this
database. This illustrates the lack of universal land cover data, which together with the fact that this data is
produced only once every six years, motivates the use of NDVI data for land cover classification in this thesis
project. As this ground truth data is generated every six years, the situation can arise that a six year old data
set must be used to train the classifier. The effects of this on the classification results are minor, and shown in
Appendix D.

Figure 3.1: Corine land cover data of Europe, for the year 2000.
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3.3. Types of Land Cover Classes and Their Classification Profiles
Determining which land cover classes are of interest is a trade-off between fidelity and accuracy. On the one
hand, a useful portrayal of the ground cover diversity warrants a large number of classes. On the other hand,
this makes the results more complex to analyse and reduces the accuracy of the produced land cover map.
The Corine database that is used as ground truth data, distinguishes between 44 land cover classes in total. To
have a level of complexity and a number of classes more in line with other classification studies, this number
had to be reduced. Fortunately, many of these classes have very few members or are similar either logically,
or in terms of their vegetation profiles. As such, they can be grouped together and the number of classes can
be drastically reduced. Finding an optimal grouping is a difficult task, as an optimum must be found taking
into account both the metrics that describe the class distribution - discussed in Subsection 3.5.1 - as well as
the requirement for the created groups to be logically similar. Nevertheless, it is difficult to arrive at a more
suitable grouping from the selected one, either logically or in terms of performance. In this list, the names for
each group are given, as well as the corresponding Corine land cover codes [102].

• Artificial: Continuous urban (111), Discont. urban (112), Industrial and commercial (121), Road and
rail networks (122), Ports (123), Airports (124), Mining (131), Dump sites (132), Construction (133),
Green urban (141), Sports and leisure (142)

• Agricultural: Non-irrigated arable land (211), Permanently irrigated land (212), Rice fields (213), Vine-
yards (221), Fruit plantations (222), Olive groves (223), Pastures (231), Permanent crops (241), Complex
cultivation (242), Agriculture with natural vegetation (243), Forestry (244)

• Grasslands and forests: Broad-leaved forest (311), Coniferous forest (312), Mixed forest (313), Grass-
lands (321), Moors (322), Sclerophyllous vegetation (323), Transitional woodland-shrub (324)

• Non-vegetated: Sand (331), Rocks (332), Sparsely vegetated (333), Burnt areas (334), Glaciers and per-
petual snow (335)

• Wetlands: Inland marshes (411), Peat bogs (412), Salt marshes (421), Salines (422), Intertidal flats (423)

• Water bodies: Water courses (511), Water bodies (512), Lagoons (521), Estuaries (522), Sea and ocean
(523)

Supervised classification methodologies require data with which they can be trained. In other words, classi-
fication profiles must be generated. Using the time series data directly is not efficient and greatly increases
the computational cost when finding the optimal decision stage criterion for the classification trees. Instead,
each time series is described by the following NDVI and growing season metrics. As annual land cover results
are desired, these characteristics are determined on an annual basis. Examples of prior studies using these
metrics are the studies performed by Martínez and Gilabert, and Reed et al. [9, 11].

• NDVI metrics: The mean, maximum and minimum, as well as the amplitude of the NDVI time series.
The time at which the maximum occurs is also used, as well as the slopes at the start and end of the
growing season. The latter are termed the rates of greenup and senescence respectively.

• Growing season metrics: The start, end and length of the growing season are also defined. Further-
more, the area under the NDVI time series during the growing season can be used as a proxy for the
gross primary productivity [37].

This means that in total, eleven different parameters are used to describe each class. The values are nor-
malised between 0 and 1 by dividing by the maximum of each metric. For instance, the end of the growing
season is divided by the number of samples per year, in order to arrive at a normalised value. Whilst most of
these parameters do not require further explanation, various methods exist to determine the growing season
metrics and these values are therefore not self-evident. The method by which these are determined is given
in Section 6.2.
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3.4. Classification Trees
In Section 3.1 both supervised and unsupervised methods were discussed, with classification trees described
as the most suitable classification algorithm. In this section, classification trees will be examined in more
detail, starting with a description of the simple classification tree shown in Figure 3.2.

They start out at the ‘root’, which contains all the data. This data is then divided into ‘branches’, to create
more homogeneous groups. Each division is determined with a decision stage, where the data either meets
the given threshold for the specific feature or not. The ‘leaves’ are located at the top of the tree, and give
the pixel its classification type. There have been numerous successful applications of classification trees in
remote sensing of vegetation [67, 103–108].

Non-Vegetated Artificial Agricultural Forests & Grassl.

NDVI Data

NDVImax < 0.2 NDVImin < 0.2

NDVImax < 0.7

N N

N

YY

Y

Figure 3.2: Example of a classification tree for vegetation data.

The performance of the tree depends strongly on its design. Furthermore, due to the construction of the tree,
any errors accumulate upwards making the early decision stages critical. Designing a tree consists of three
core tasks, namely the selection of a node splitting rule, decision rules to determine when nodes become
terminal and finally the assignment of classes at the terminal nodes. Assigning classes is relatively straight-
forward, with the highest probability class being assigned. This is commonly, but not necessarily, the mode
of the class samples remaining at the terminal node.

Deciding when a node is sufficiently pure and further splitting can stop, thus making the node terminal, is
more complex. A simple solution would be to generate a classification tree until all terminal nodes are pure,
however this is infeasible when the data set is large. A more suitable solution is to set a limit to the maximum
number of splits, and the most optimal tree is the one with the greatest purity at the terminal nodes.

The decision stages are an optimisation problem where the design variables are the feature and threshold
value and the design space is the number of features and zero to one (if normalised), respectively. The opti-
misation objective is then to maximise the decrease in impurity, or in other words, maximise the separability
[109]. This optimisation process favours common classes over ones that are rare, as rarer classes have a small
effect on the over-all purity of the data.

This is one of the issues that becomes clear when comparing the ground truth data in Figure 3.3 to the
results obtained for the same region when using a single classification tree, given in Figure 3.4. The artificial
class, which comprises roughly 1% of the data, is almost entirely ignored by the classifier. The section contin-
ues with a more detailed description of rarity. This is followed by two methodological techniques that enable
the classifier to classify rare classes.
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Figure 3.3: Corine land cover data for the Iberian peninsula.

Figure 3.4: Classified land cover with a single classification tree.

3.4.1. Rare Classes
The initial results obtained when using a single classification tree were shown in Figure 3.4 for a subset of the
domain. From this figure it is evident that the classifier fails for rare classes. For the European domain, the
artificial, wetlands and non-vegetated classes are usually rare compared to the agricultural and grasslands
and forests classes.

It should be noted that, whilst rare class is an easy term to use, it is not necessarily accurate. Rare classes
are classes that simply have few members, whilst rare cases are rare subsets of the data. For instance, agricul-
tural pixels may be common, but a specific type of agricultural pixel can be rare and distinct from the others.
This type of agricultural pixel may then be missed when training the classifier. By their nature, rare classes
contain a greater proportion of rare cases. These rare cases are difficult to classify, as representative classi-
fication profiles are difficult to generate. Classification trees allow for rare cases to be classified when they
are grown to be very big, however rare cases have a small impact on the impurity and as such a limited effect
on the creation of the early decision rules. An additional potential issue is that classification trees divide the
data into ever-smaller parts. This reduces the issue of relative rarity, however it increases the issue of absolute
rarity. In other words, the relative number of pixels may increase but the absolute number decreases and may
not be sufficient to find a pattern [110].

In the following subsections, two techniques are presented that greatly improve the classification perfor-
mance for these rare cases. These are sampling and ensemble techniques, described in Subsection 3.4.2 and
Subsection 3.4.3 respectively.
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3.4.2. Sampling Technques
The simplest solution to the issue of rarity, is to change the distribution of the classes such that rarity no
longer exists. In other words, when all classes have the same number of samples no class can be considered
rare anymore.

Three techniques exist to change the distribution of class samples, aptly called sampling techniques.
Oversampling creates new samples that are copies of the existing minority class members, which can make
the classifier vulnerable to overfitting. Undersampling is the opposite and removes samples of the majority
class to create a more balanced distribution. As a result, information is lost [111]. A more complex sampling
strategy is to synthetically generate new samples for the minority class. New samples are then generated at a
random distance in the feature space between two neighbouring minority class members [112]. One should
note that this is only viable if the minority class occupies a distinct region in the feature space, and for this
project the classification performance was significantly worsened when using this technique.

A straightforward distribution would be a fully balanced data set, where all classes have the same number
of samples. In reality however, the optimal distribution varies strongly with data set and classifier and may
be found through iteration [113]. For this project, the fully balanced distribution was found to be the most
suitable. Whilst other distributions performed better occasionally, the fully balanced one was the most con-
sistently good. When the training data distribution is different from the actual data distribution the classifier
will become biased. To prevent this, the prior probabilities must be changed accordingly [113, 114]. For this
purpose, Laplace’s law of succession is used, as it lacks the asymptotic behaviour for small sample sizes that
the frequency based alternative has. The law is given in Equation 3.1, where p is the new probability estimate,
also called the posterior probability, mp is the number of samples in the minority class and mn the number
of samples in the majority class [113]. As in this project more than two classes are used, all classes aside from
the current minority class (before any changes to the distribution are made) together are seen as the majority
class. This is to ensure that the total probability sums to one. Finally, the degree of sampling is o. This is the
ratio of minority to majority class members in the original distribution, relative to the new training distribu-
tion. When oversampling is used, it is greater than one. On the contrary, when undersampling is used, it is
between zero and one.

p = mp +1

mp +o ·mn +2
(3.1)

3.4.3. Ensemble Techniques
Aside from changing the training data, changes can also be made to the classifier itself to improve its perfor-
mance. One example of this is the application of ensemble techniques. These ensemble techniques work by
using the results from multiple classifiers, an ensemble, to arrive at the final result. The idea is that the error of
a single classification is then outweighed by the group, for instance through majority voting where the mode
of the classification results for a pixel is selected. Due to their quantity, they suffer less from over-fitting and
thus enable the use of larger trees [114–116]. This enables the classifier to also consider rarer cases, which
can otherwise be ignored.

Bagging is an ensemble technique where a group of classification trees is generated using different sub-
sets of the training data. Random forests closely resemble this technique, with the difference being that in
random forests a limited number of features are chosen for each tree making them less correlated. Finally,
with boosting a group of weak classifiers - such as decision trees consisting of only one decision stage - are
turned into a strong classifier. Unlike random forests and bagging, the full training set is used for each tree.
The training samples are initially given equal weights and the weights of falsely classified samples are in-
creased making the classifier focus on difficult samples [115].

To find the most optimal combination of sampling technique and ensemble technique, all options were
tested. Of the sampling techniques, synthetic sampling was unable to provide adequate results, likely due
to the poor separability within the classes in the feature space - a topic that will be covered in the next sec-
tion. Similarly, boosting was unable to provide acceptable results for rare classes, either not classifying them
at all or vastly overestimating their quantity. As such, only combinations between over- and undersampling
and random forests and bagging remained. Random forests and bagging are very similar techniques, with
the difference being the number of used features. The resulting classification accuracy of random forests was
always worse than those obtained by using bagging, with the accuracy increasing with the number of features
used. This leaves bagging as the best performing ensemble technique. Subsection 3.4.2 mentioned that the
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main downside of oversampling is that it leads to overfitting. The majority voting of the bagging technique
avoids this issue, and the classification results for a combination of bagging and oversampling are the best.
As such, these two approaches are chosen for the classification methodology.

3.5. Classifying a Diverse Geographic Region
There are several more aspects which are important to consider when one wants to obtain high quality clas-
sification results for a large domain. The first aspect to consider is the suitability of the data to classification,
given in Subsection 3.5.1. The other aspect one needs to consider is that a lack of ground truth data prohibits
the classifier from having representative training data. The methodology used to address this particular issue
is given in Subsection 3.5.2.

3.5.1. Class Separability and Variability
For a classifier to successfully distinguish between classes, the separability between them must be sufficient.
To measure inter-class separability, the Jeffries-Matusita distance is used [117, 118]. This distance measures
the similarity between two probability distributions, where a value of zero denotes complete overlap and two
complete separability.

Another property of the data that is important to consider is the intra-class variability, which is an indi-
cation of how diverse the different class members are. Y. Shao et al. calculated the Euclidean distances in the
feature space between each pair of data points and stated that the lower the mean Euclidean distance and its
standard deviation, the more suitable the data is for classification [85].

Large heterogeneous landscapes are difficult to classify, as they have low inter-class separability and high
intra-class variability [115]. This makes it difficult to accurately classify a large geographic area such as Eu-
rope, or even just Iberia. The Jeffries-Matusita distances between the various classes in Iberia are shown in
Table 3.1. Aside from the water bodies class, the classes are difficult to separate and the values are consider-
ably lower than those found by Y. Shao et al. for the great lakes basin in North America [85].

Table 3.1: Jeffries-Matusita distances between classes in Iberia when no segmenting is applied. The table is symmetric
around the diagonal.

Artificial Agri. Grass & Forests Non-vegetated Wetlands Water bodies
Artificial - 0.3247 0.2292 0.1102 0.2257 1.9259
Agri. 0.3247 - 0.2757 0.1825 0.3421 1.9683
Grass & Forests 0.2992 0.2757 - 0.2350 0.2874 1.9446
Non-vegetated 0.1102 0.1825 0.2350 - 0.2938 1.9658
Wetlands 0.2257 0.3421 0.2874 0.2938 - 1.4010
Water bodies 1.9259 1.9683 1.9446 1.9658 1.4010 -

To reduce the diversity encountered when training the classifier, only a limited part of the data set is assessed
at a time by segmenting it in 60 by 60 pixel sections. The Jeffries-Matusita distances when using segmenting
are given in Table 3.2, and the improvement compared to a lack of segmentation is applied in Table 3.3. The
resulting values are significantly higher for all but the water bodies class. The values found for the water
bodies class are lower, as it is impossible to calculate these distances in sections where no classes but the
water bodies class exists, which are common. Therefore, this distance is only computed for coasts and in-
land lakes, which naturally show greater similarity to their surroundings due to the relatively large pixel sizes.
The average Jeffries-Matusita distance of the land cover classes increased by 0.59, not taking the water bodies
class into account due to the aforementioned computational issues.

The results for the class variability are given in Appendix F. The variability sees considerable improvement
after segmenting has been applied for all classes, including the water bodies class, and an average reduction
in Euclidean distance of 40.0% is found.

Whilst smaller section sizes showed improvements in both separability as well as variability, this resulted
in obvious classification bias and sharp edges in land cover between sections, and a minimum allowed section
size cannot be found by solely looking at these values. This is a topic that is discussed in more detail in
Section 3.6.
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Table 3.2: Jeffries-Matusita distances between classes in Iberia when segmenting is applied. The table is symmetric
around the diagonal.

Artificial Agri. Grass & Forests Non-vegetated Wetlands Water bodies
Artificial - 0.6895 0.8424 0.8055 0.6316 1.8987
Agri. 0.6895 - 0.6560 0.9072 0.9492 1.8737
Grass & Forests 0.8424 0.6560 - 0.7035 1.1934 1.8782
Non-vegetated 0.8054 0.9072 0.7035 - 1.0252 1.9304
Wetlands 0.6316 0.9492 1.1934 1.0252 - 1.5402
Water bodies 1.8987 1.8737 1.8782 1.9304 1.5402 -

Table 3.3: Improvement in Jeffries-Matusita distance when segmenting is applied. The table is symmetric around the
diagonal.

Artificial Agri. Grass & Forests Non-vegetated Wetlands Water bodies
Artificial - 0.3648 0.6132 0.6953 0.4059 -0.0272
Agri. 0.3649 - 0.3803 0.7247 0.6071 -0.0946
Grass & Forests 0.5432 0.3803 - 0.4685 0.9060 -0.0664
Non-vegetated 0.6952 0.7247 0.4685 - 0.7314 -0.0354
Wetlands 0.4059 0.6071 0.906 0.7314 - 0.1392
Water bodies -0.0272 -0.0946 -0.0664 -0.0354 0.1392 -

3.5.2. Classifying Regions without Ground Truth Data
Aside from issues with diversity, further difficulties arise due to the ground truth data not covering the en-
tirety of the NDVI data set. This can be seen most clearly in Figure 3.1, which shows the entire European data
set, but one can also see that the North African part of Figure 3.3 is missing, yet classified by the classifier. To
circumvent this issue, it is determined which sections of the data set contain an unacceptably large percent-
age of pixels that cannot be used for classifying land cover. Neither water bodies pixels nor missing pixels can
be used to classify land cover, and if these pixels cover more than 50% of the section the ground truth data is
seen as invalid. The exception to this rule is if the section contains solely sea pixels, in which case it can be
classified normally.

In order to train the classifier for these sections, the closest valid region is used to provide the training
data. In the case of this North African region, the south-eastern coast of Spain is used. It is important to note
that neither the classification results for these invalid regions, nor for regions containing only sea pixels are
used when calculating the classifier’s performance. For the former, insufficient ground truth data is present
to make a reliable estimate. For the latter, the results would be a hundred percent accurate regardless of
the used classifier, obscuring any improvements in classification accuracy of other water bodies pixels. This
is also the reason why the water bodies classification accuracy given by the confusion matrices is reduced,
when segmenting is applied.

Appendix E presents results for a 900 by 900 pixels region. Comparisons are made with the original data
set as well as when the eastern half is missing. As the classification accuracy is still acceptable even when
such a large region is missing, this method can be considered successful.

3.6. Inconsistent and Discontinuous Classification Results
Consistent classification results are particularly important when the temporal change in land cover is of in-
terest, as inconsistent results may present change that is in fact not present. The inconsistency of a single
classification tree is readily shown, as the training data is randomly selected and the aforementioned sam-
pling strategies introduce another degree of randomness. Using the ensemble techniques described in Sec-
tion 3.4, the variance can be reduced as the results are now a function of a multitude of classification trees
[119]. It should however be noted that the consistency of the ensemble is delicate, and that the variance may
not approach zero [119, 120]. To the same end, Hastie, Tibshirani and Friedman state that there is a limit to
the drop in variance that can be achieved using bagging, that depends on the correlation between the used
trees [121]. They further state that random forests should have a lower variance than bagging due to the lower
correlation between the assembled trees, however this result was not observed by the author in this domain.
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Instead, more inconsistent results were obtained, further enforcing the decision to use the bagging technique
over random forests.

To increase the consistency, a second layer of majority voting was introduced. Multiple iterations of the
classification procedure described in this chapter are performed, with the most common classification for
each pixel returned as the final result. The similarity between successive levels of majority voting for Iberia
are shown in Figure 3.5, from which it can be observed that the similarity rapidly approaches the asymptote
of 100%.

Figure 3.5: Similarity obtained between successive levels of majority voting for Iberia.

The previous section stated that discontinuous classification results are obtained when the data is segmented,
as each segment is trained on entirely separate data. To solve this issue, as well as introduce the aforemen-
tioned second layer of majority voting, segmenting is applied in a sweeping manner horizontally as well as
vertically. This is also one of the critical differences between the segmenting used for this research project
and the segmenting (called tiling by the authors) used by J. Inglada et al. [122]. The other key difference is the
use of segments specifically to create a less variable and more separable data set, whilst the aforementioned
study includes combined use of a randomly selected group of tiles that are not otherwise related to one an-
other, negatively affecting both of these metrics. As shown in Figure 3.6, segments have a degree of overlap.
This smoothes out resulting edges between sections, and as these segments are layered on top of one another
this inherently introduces a degree of iteration. An overlap of 80% in both dimensions is used, to provide a
conservative ten iterations.

Figure 3.6: Segments are defined in a sweeping manner, with a degree of overlap both horizontally as well as vertically.
The segment sizes are exaggerated for clarity.



Chapter 3. Land Cover Classification 27

3.7. Temporally Smoothing the Classification Results
So far, this chapter has only discussed the results obtained for a single year, however annual land cover results
are generated. As described in Section 3.2, the Corine land cover data used to train the classifier is only
available for four years within the assessed time window, with six years in between. To obtain classification
results for any of the other years, the classification trees generated using the nearest ground truth database
are used. As the feature values evolve over the years, the classification algorithm can produce anomalous
results.

By temporally smoothing the classification results, these misclassifications are removed almost entirely.
A classification is seen as erroneous if the classification type does not cover at least three successive years.
To find these anomalous values, a symmetrical substitution window of single-sided width two is used, where
the outliers are substituted by the majority class within the respective window. The class that is the majority
within the entire twenty year window is never substituted for. If after this procedure any outliers remain, they
are substituted for by the majority class within the twenty year time span. These smoothing parameters were
selected as smaller parameter values were insufficient for removing some of the most obvious noise seen in
the data, whilst a greater degree of smoothing would reduce the temporal change in land cover beyond what
would be expected of the data.

It should be noted that only some of the years will contain noise. Whilst results for the year 2000 were
shown before, as ground truth data is available for that year, these results showed no significant amount of
noise. As such, to present the improvement classified data from the year 2003 is used, as this year contained
a large amount of falsely classified data. The results of this smoothing are shown in Figure 3.7, where the
original data (a) greatly overestimated the urban land cover in southern France. After temporal smoothing
is applied, a more realistic classification result is obtained and (b) acts an example of the land cover results
obtained after all the steps in the classification approach have been completed.

From this figure it is apparent that the classification quality has improved considerably when compared to
the initial classification data. It is also evident from the land cover map that the classifier manages to capture
the wetlands in southern Spain, major urban areas and the non-vegetated areas in the Pyrenees and south-
eastern Spain. For the final confusion matrix, as well as land cover maps and confusion matrices of results
obtained when applying only part of the aforementioned methodology, the reader is referred to Appendix C.

(a) Original classified land cover

Figure 3.7: Comparison between smoothed and original classified land cover for the year 2003.
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(b) Smoothed classified land cover

3.8. Classification Recap
This chapter is concluded with a brief overview, aided by the flowchart in Figure 3.9. In Section 3.4, classifica-
tion trees were outlined and the results for a single classification tree are given. From these results it became
clear that they were less than satisfactory, and improvements had to be made.

As the data shows poor separability between the classes, and high variability within each class, the data is
segmented into smaller sections. To reduce variance, these segments partially overlap and a inherent degree
of iteration is introduced. The use of oversampling (increasing the number of samples of rare classes) and
the ensemble technique bagging (classifying each section with a multitude of classification trees) were found
to be the most optimal. Due to the bagging approach, as well as the overlapping segments, multiple classifi-
cation results are obtained for each pixel. By applying a majority vote, a single classification type is obtained
for each pixel. Finally, misclassifications are occasionally introduced due to disparities between the training
data and feature data of other years. To solve this issue, temporal smoothing is applied.

Data Pre-
processing

Classification

NDVI Data
(1999-2018)

2

3

Segmenting Oversampling Bagging Temporal
Smoothing

Land Cover
(1999-2018)

Majority Vote

Figure 3.9: Classification flowchart.



4
Determining the Vegetation Trend and

Seasonal Component

In this chapter, the methodology used to determine the trend and seasonal components of the NDVI time
series is given, such that these can be forecast and analysed independently. First, the decomposition of a
time series into its components is discussed in Section 4.1. This is followed by a discussion on how break
points are detected in the trend component in Section 4.2. As the quality of the generated trend components
and effectiveness of the break point detection algorithm greatly affect the forecasting accuracy, a statement
to the sustainability of the generated trend components is provided in Section 4.3.

4.1. Time Series Decomposition
Vegetation time series contain information on different time scales, which can make it challenging to detect
trends on the time scale of interest. Examples of these time scales are the annual time scale corresponding
to the seasonal cycle of vegetation, or a multi-annual time scale such that long-term fluctuations in the veg-
etation activity can be determined [11]. A time series can be seen as a sum of time series at different time
scales and obtaining these components is termed decomposition. A logical choice would be to use a Fourier
or Wavelet transform, which has been applied previously to NDVI data from a monthly to a roughly three-
year period [11]. Another solution is shown in Equation 4.1. Here, the time series Y is shown as a sum of
its seasonal component S, trend component T and remainder component R. An example of this is shown
in Figure 4.1. This removes the necessity to specify the time scales of interest and cleanly splits the seasonal
variation, long-term trend and noise in the data set.

Y = T +S +R (4.1)

De Jong et al. used a first degree polynomial to form the trend component, whilst Weatherhead, Stevermer
and Schwartz used a time series of monthly means. Additionally, the seasonal component consisted of a sum
of sines and a sum of sines and cosines respectively [47, 123]. A trend component has often been found by
applying linear regression on the data set, however this method is rarely suitable. Linear regression requires
the data to be uncorrelated and residuals to be random with zero mean and constant variance, which is gen-
erally not the case when applied to satellite image time series [124]. Instead, this project uses the statistically
suitable and commonly applied method developed by Cleveland et al. in 1990, termed STL. STL stands for
Seasonal and Trend decomposition using loess, which in turn is shorthand for locally weighted regression
and scatterplot smoothing [125]. The loess filter applies polynomials generated in a window around each
point to smooth the data.

The iterative approach of STL is shown in Figure 4.2. STL consists of a sequence of smoothing operations
within both an inner and an outer loop. In the inner loop, the seasonal and trend components are determined
through use of a low-pass filter as well as the loess filter on detrended and deseasonalised data, which means
that either the trend or the seasonal component is subtracted from the original time series. The outer loop
then uses these components to determine the remainder, which is used to reduce the influence of outliers.
These weights, combined with the previous trend component estimation, are used in the next iteration of the
inner loop. For the first iteration, the trend component and weights are set to zero.

29
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Figure 4.1: A decomposed agricultural NDVI time series.
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Figure 4.2: STL decomposition flowchart.

The time series are decomposed independently, making the process spatially independent. The filtered NDVI
data was shown to be highly spatially correlated in Subsection 2.5.2, meaning that the resulting time series
components should also be spatially correlated. In other words, if the input data is spatially correlated and
the output data is spatially correlated as well without any algorithmic causality, that greatly increases the
confidence held in the generated time series components.

The Moran’s I values and the statistical significance in the form of the z-score are used to quantify the
spatial autocorrelation, and are given in Table 4.1 for the trend and seasonal component of the same domain
as was used previously in Subsection 2.5.2. Whilst the values are lower than those found for the filtered data
that is used as input, they still indicate a high level of spatial autocorrelation.

Table 4.1: Spatial autocorrelation and its statistical significance for the decomposed time series.

Mean Moran’s I value [-] Mean z-score [-]
Trend component 0.547 140.63
Seasonal component 0.659 169.33
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4.2. Break Point Detection
Whilst the seasonal component in Figure 4.1 shows consistent behaviour throughout the observed time span,
the trend component shows several turning points. To determine whether or not the trend component should
be analysed as a whole, or whether it should be divided into partitions, break points are detected. These break
points then indicate the boundaries between partitions. A break point is a sudden change in the time series,
for instance a sudden positive or negative shift or a sharp change in trend direction from positive to negative
or vice versa. When a trend is determined over a time series without taking its break points into account, the
resulting trend may be false and forecasting results unreliable [126].

Break points can be caused by natural phenomena such as wildfires, floods and meteorological conditions
like snow-cover. More gradual changes to the climate can also result in break points, such as a relatively wet
period in a dry climate or a warm period at high latitudes [47].

Another potential cause can be issues with the data itself. Three different sensors were used to gather the
NDVI data during the studied time frame, SPOT-VGT 1 and 2 as well as PROBA-V. Sudden shifts were detected
in this NDVI data at the times a switch was made between different satellite systems [127, 128]. The data has
been reprocessed in 2016 and again in 2017 to reduce these discontinuities and it is well within the Global
Climate Observing Systems (GCOS) requirements, however minor differences may still be present [56, 57].

This section will continue by discussing how break points can be found for the trend component, as the
used method precludes the use for a time series containing a seasonal component.

The presence of a break point can be statistically determined using a structural change test based on moving
sums, shortened to MOSUM [39, 47, 129, 130]. At each point that is sufficiently far from the time series’ start
and end, ordinary least squares regression is applied on the data within a specified window width. Near a
break point, the resulting sum of recursive residuals decreases rapidly. The MOSUM test value is indepen-
dent of the mean value of the time series, as well as the absolute magnitude of the fluctuations therein [130].
The test is however sensitive to the aforementioned window width. If it is too small, the test may fail to detect
persistent change and if it is too large, the test is insensitive and break points may be missed [130, 131]. A
window width of 10% is used, or 2 years for a full time series. This is similar to the values used by Tian et
al. [127]. The critical values from which the statistical significance value is obtained, is calculated using the
equations determined by Kuan and Chen at a significance level of α= 0.05 [132].

A similar idea was introduced by Bai and Perron in 2003 to determine the dates at which break points occur
[133]. An upper-triangular matrix of dimension n · (n −1) is created, where n is the number of time stamps.
The matrix contains the sum of squared residuals (SSR) when a linear model f (t ) is fitted to the trend com-
ponent T data samples i through j , as shown by Equation 4.2.

SSR =
j∑

t=i
(Tt − f (t ))2 (4.2)

As the computational cost rapidly increases with the length of the time series, the residuals can instead be
calculated iteratively. After calculating the diagonal, entries in each row are calculated by adding to the pre-
vious value according to Lemma 2 as determined by Brown, Durbin and Evans [134]. Now that this matrix
has been created, the optimal partition is found by minimising the total sums of squared residuals before and
after said partition. After each break point is detected, the residual sums of squares affected by this break
point are re-evaluated, making this method a partial structural change model.

Additional break points may not be too close to previously determined ones. Verbesselt et al. used a
minimum of a single year between possible break points [129], Tian et al. used a minimum of two years [127]
and Forkel et al. used a minimum distance of four years [39]. As no value is used consistently, the minimum
time required for a trend to be statistically significant may be used instead. Weatherhead et al. stated that
finding a trend relies on detecting it over the background noise and thus to calculate the minimum time span
for a time series to be significant one must take the expected trend magnitude, variability and autocorrelation
of the time series into account [123, 135]. When applying their analysis to the NDVI time series, times ranging
between 9 and 15 years are found. As these lengths of time are far greater than those used by other studies and
would prohibit the use of break points, instead a time of two years is used. Similarly, the maximum number
of break points is not consistent. In fact, Tian et al. found different optima for the various land cover types,
ranging between zero and five break points. As such, the average value of two is used, similar to the study by
Forkel et al. [39].
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The implemented algorithm presents the issue that whilst the sums of squared residuals are updated, any de-
tected break point only takes the break points detected thus far into account. In other words, the first break
point is determined such that it creates the optimal partition if only two partitions are allowed to be present.
This phenomenon is illustrated in Figure 4.3, which shows the detected break points of a synthetically gener-
ated time series as vertical black lines. This time series has four clear break points, however only the fourth
break point is detected correctly and the first break point is placed in the centre due to symmetry, despite a
lack of proximity to an actual break point.

Figure 4.3: A synthetically generated time series, showing the detected break points as black vertical lines. The numbers
indicate the order in which they are detected.

To ensure that all detected break points correspond to actual break points within the time series, all other
break points must be taken into account when determining each break point. To ensure that only correct
break points are detected, the partial structural change model is made iterative. First, the break points are
determined according to the aforementioned model. Then, one detected break point is left out and a new
break point is determined, taking the remaining break points into account. A break point is seen as valid,
if it is found again after having been left out. When all break points are valid, the scheme has converged
and iteration stops. The computational cost is increased by using this iterative scheme, but convergence is
normally obtained within five iterations and thus the increase in computational cost remains acceptable. Fig-
ure 4.4 shows that the algorithm manages to converge to the correct break points even with the introduction
of white noise.

Figure 4.4: A synthetically generated time series, showing the detected break points as black vertical lines. The break
points were detected iteratively.
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To compare the performance of this iterative algorithm compared to the original, the sums of squared resid-
uals (SSR) were computed after the time series were allowed to have a maximum of two break points, corre-
sponding to the value set before. The mean value obtained over 8000 vegetation time series and the standard
deviation are shown in Table 4.2, as well as the resulting improvement.

Table 4.2: Mean squared sums of residuals (SSR) and its standard deviation for the non-iterative and iterative break point
detection models.

Mean SSR [-] Standard deviation [-]
Non-iterative model 0.1102 0.0776
Iterative model 0.1022 0.0713
Improvement 7.26% 8.12%

Once the sums of squared residuals corresponding to each break point have been determined, information
criteria can be used to determine the correct number of break points within the time series [129, 133]. These
information criteria function by penalising the likelihood, a measure of the suitability of a model to the data
it aims to describe, for the model’s complexity. The idea is that a highly complex model may fit the data well,
however is not justifiable given the size of the sample used to produce it [136].

The Akaike information criterion (AIC) has been applied by Peng et al. [133], however it has been deter-
mined to have poor performance and overestimates the number of breaks [41, 137]. Instead, the Bayesian
information criterion (BIC) is a better choice when the data is not serially correlated [133] and has been ap-
plied to vegetation data before [39, 127, 129]. The requirement against serial correlation means that it is
suitable to use for the trend component, but not for a time series still containing its seasonal component. A
choice is made for the number of break points by calculating the BIC value corresponding to a model split
at each break point. As the BIC is partially constant, the absolute rather than relative change is used [136].
When the decrease in said value is greater than six, the change is considered strong [138] and the break point
is seen as legitimate.

4.3. Trend Sustainability
The sustainability of a time series is indicative of its future behaviour. If the time series is sustainable, the
existing trend is expected to continue as it is. If the trend is unsustainable, an increase is likely followed by a
decrease and vice versa. A cyclical time series is therefore an example of an unsustainable time series, whilst
the function y = x is fully sustainable as its slope is constant and thus the trend will never change. The last
remaining option is that the time series is stochastic and any future trend would be unrelated to the current
trend, prohibiting forecasting of these time series.

A sustainable time series is thus needed for accurate forecasting results, the topic of the next chapter. To
measure this sustainability, the Hurst exponent H is used. It is a measure of the long-term memory of a time
series. H takes values between zero and one, and is divided into the following three ranges [40]:

0 ≤ H < 0.5 : Unsustainable
H = 0.5 : Stochastic
0.5 > H ≥ 1 : Sustainable

4.4. Determining the Time Series Components Recap
In order to analyse the vegetation trend and seasonal activity independently, the time series are divided into
a trend and seasonal component. This chapter is concluded with a brief overview of the methodology used
to calculate these time series components, which is also given in the form of a flowchart in Figure 4.5.

The trend and seasonal components are obtained by applying STL decomposition, which consists of a
sequence of filters and weighting to reduce the influence of outliers. Whilst each time series is decomposed
independently, the resulting time series are shown to be spatially correlated. As the trend component is
inconsistent throughout the time span, it is divided into partitions if more than one partition is present ac-
cording to the OLS-MOSUM test. To detect the break points that limit these partitions, an iterative version of
the partial structural change model described by Bai and Perron is used [133].
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Figure 4.5: Time series component determination flowchart.



5
Forecasting

The previous chapter showed how the time series are decomposed into their trend and seasonal components,
and discussed time series sustainability, a requirement for forecasting. This chapter investigates the contin-
uation of the time series themselves beyond the time span for which it is available. The chapter will start
with a brief section on prior studies on forecasting of vegetation data in Section 5.1. This is then followed
by Section 5.2, which discusses the two most widely used forecasting approaches, ARMA and exponential
smoothing models. The chapter continues with Section 5.3, which discusses the specific implementation of
these models for the vegetation forecasting performed in this project. To determine which approach works
optimally for this use-case, the methods are compared in Section 5.4.

5.1. Vegetation Forecasting
Forecasting of remotely sensed vegetation data has been used in literature before to predict crop yields, for
example by Bolton and Friedl and Genovese et al. in the United States and Spain respectively [94, 139]. Both
studies create a time series of the crop yield of each growing season using NDVI data. Linear regression is
then applied to this time series, and extrapolated to predict the crop yield for the following growing season.

Other studies forecast the vegetation index itself, such as the study by Ji and Peters who applied an
autoregressive distributed lag model using temperature and precipitation of Nebraska in the United States
[140]. Autoregression indicates that the current time series value y is dependent on previous ones, i.e. yt =
a · yt−1 +b · yt−2. Distributed lag means that the model uses explanatory variables x at the current time, as
well as previous time steps, i.e. y = a ·xt +b ·xt−1 +c ·xt−2. A similar study was performed by Philippon et al.,
who used atmospheric dynamics data as well as NDVI data to forecast future NDVI values [141].

Neither model can be used for this thesis project, as both rely on climate data that is outside the project
scope. The author was unable to find a study that forecast a vegetation index using only prior vegetation
index data, and limited information is gained from these aforementioned studies. Instead, the chapter will
continue with a section on the most commonly used general forecasting approaches and the selection of the
most suitable one.

5.2. Forecasting Methods
In this section the two most common approaches to time series forecasting, exponential smoothing and
autoregressive moving average (ARMA) models, are discussed [142]. Exponential smoothing methods use
weighted averages of past observations, the simplest method of which is aptly called simple exponential
smoothing. It uses a single variable that determines the weights for all past values, resulting in a declining
influence with time. It is meant for forecasting time series without a clear trend or seasonal component, mak-
ing it unsuitable for vegetation data. An exponential smoothing method that can be used for data containing
a trend is Holt’s linear trend method, which splits the forecasting equation into a level and trend compo-
nent. The level acts as the constant, whilst the trend components is the slope [142]. As neither value changes
regardless of how many samples are being forecast, the method is incapable of predicting anything more
complex than a linear trend. An extended form of the method is called the Holt-Winters’ seasonal method,
given in Equation 5.1. Aside from the level l and trend component r , it also includes a seasonal component
s, with coefficients α, β and γ respectively. In this system of equations, h is the number of steps ahead of the
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given time series length, n, and ps is the period of the seasonal cycle. Finally, k is the integer of (h −1)/m.
Similarly to the level and trend component, the seasonal component is also incapable of changing with time.

Yn+h = ln +h · rn + sn+h−(k+1)ps

ln =α(Yn − sn−ps )+ (1−α)(ln−1 + rn−1)

rn =β(ln − ln−1)+ (1−β)rn−1

sn = γ(Yn − ln−1 − rn−1)+ (1−γ)sn−ps

(5.1)

An approach that is capable of predicting more complex behaviour is the ARMA method. The autoregres-
sive part consists of a model using p previous time series values. The moving average part is similar, and
uses q errors terms instead [142]. The autoregression order p can be found by determining when the auto-
correlation coefficient drops below a specific threshold. The last lag above said threshold is an estimate of
p. Similarly, the moving average order q can be determined by plotting the autocorrelation coefficients of
the time series after a moving average process has been applied. If the used order exceeds the optimal one,
the autocorrelation coefficients are distributed normally with a zero-mean [143]. A more systematic way of
determining the coefficients is by using maximum likelihood estimation.

When fitting a high order model and using it for forecasting, errors will arise not only due to the white
noise variance of the fitted model but also errors arising from parameter estimation, which are higher for
higher order models. Using the Akaike information criterion (AIC) or Bayesian information criterion (BIC)
helps prevent this as they include a penalty function for the used number of parameters [143]. Both R. J. Hyn-
dman as well as Brockwell and Davis recommend the use of the bias-corrected Akaike information Criterion
(AICc ), which includes an addition that makes it more suitable for smaller sample sizes [142, 143].

ARMA models require stationarity, which means that the time series does not depend on the time at which
it is observed and thus cannot contain a trend or seasonality. Stationary of a time series can be found by exam-
ining the autocorrelation coefficients. A non-stationary time series shows a gradual drop in the coefficients,
whilst a stationary time series shows low values resembling white noise. A time series can be made stationary
by differencing. The resulting time series consists of the difference between each consecutive pair of points.
An ARMA model that applies differencing on the time series is called ARIMA, the I standing for Integrated.
The ARIMA model is given by Equation 5.2, where Y D denotes the time series differenced by degree D , φ are
the coefficients of the autoregression polynomial and θ are the coefficients of the moving average polynomial,
multiplied by the error terms ε. Finally, the constant c is added.

Y D
t =φ1Y D

t−1 + ...+φp Y D
t−p +θ1εt−1 + ...+θqεt−q +εt + c (5.2)

The degree of differencing D cannot be determined by minimising the AICc as it changes the data on which
it is computed, hence two values for different D cannot be compared. One way of determining the degree
of differencing is then to apply differencing until the autocorrelation coefficients meet the aforementioned
requirements [142]. A more systematic way is by finding the optimal p, q using the AICc for a range of D and
comparing the resulting forecasting error measures to find the optimal combination. ARIMA models can also
be made to include a seasonal component (SARIMA). This adds another order for the seasonal autoregressive
and moving average functions as well as seasonal degree of differencing, which are determined similarly to
the non-seasonal parameters [143].

5.3. Implementation of the Forecasting Models
In this section the implementation of the aforementioned models for this project is laid out, to explain any
changes that are made to the way the models are used. As suggested by R. J. Hyndman, the trend and seasonal
components obtained after applying STL decomposition, as described in Section 4.1, are forecast indepen-
dently [142]. Therefore, whilst SARIMA and Holt-Winters’ seasonal method can forecast time series contain-
ing both a seasonal as well as trend component, they are only used to forecast the seasonal component. In
the case of SARIMA, this significantly reduces the computational cost of finding the optimal parameter values
as the number of unknowns that need to be determined is reduced. When using the ARIMA functionality in
MATLAB, the number of variables is further reduced to two, as the seasonal degree of differencing is a con-
stant set to one when a SARIMA model is specified.
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Anomalous trend and seasonal component forecasts were sometimes generated by the ARIMA and SARIMA
models. To improve the suitability of the data to this model, the Box-Cox transformation is applied to increase
the normality of the data and equalise variance. The transformation of a time series y into the transformed
time series x is given by Equation 5.3, where λ is determined by maximising the log-likelihood function [144,
145].

x(λ) =
{

yλ−1
λ if λ 6= 0

log (y) if λ= 0
(5.3)

Further, to forecast the trend component only the data after the final break point is used, as long as more than
the number of forecast samples remains. As an example, if the forecasting window is two years, a minimum
of two years of data is used to forecast the trend component. If the break point in question does not meet
this criteria, the break point before it is used if any remain. If no break points meet this criterion or no break
points have been detected for this time series, the full time series is used. This is done to balance the need
for sufficient information for parameter estimation of the used model, with the lack of correlation between
samples before and after a break point.

Finally, it should be noted that not all combinations of parameters result in an ARIMA model that can
be used to forecast a particular time series, as the autoregressive polynomial can be unstable or the moving
average polynomial non-invertible. Furthermore, for this project the MATLAB function arima of the Econo-
metrics Toolbox is used. Whilst this greatly simplifies the creation of ARIMA and SARIMA models, impossible
results are sometimes obtained when the polynomial coefficients are estimated in a parallel loop. If as a re-
sult of either of these issues the forecast is invalid, instead Holt’s linear trend model or Holt-Winters’ seasonal
method is used.

5.4. Forecasting Method Intercomparison
To quantify the accuracy of generated forecasts, the mean absolute scaled error (MASE) is used. This error
measure was suggested by Hyndman and Koehler for the comparison of forecasting errors [146]. The scale of
the data is removed by dividing each forecast error et with the mean slope between each consecutive pair of
data points. After this, the mean absolute value of qt is taken to be the MASE, as shown in Equation 5.5. In
order to compute the error et , the first 18 years of data are used to generate a forecast for the last two years.
This allows the forecast to be compared to obtained results.

qt = et
1

n−1

∑n
i=2 |Yi −Yi−1|

(5.4)

M ASE = mean(|qt |) (5.5)

To find the best performing method, the average MASE and its standard deviation were computed of a group
of randomly selected, non-constant time series. Furthermore, a combination of forecasts generated using
different methods can result in an improved forecast accuracy [142]. As such, the averaged forecast produced
by the exponential smoothing and (S)ARIMA models are also assessed.

The results for a hundred time series are shown in Table 5.1. From this table it is immediately clear that
it is significantly easier to produce accurate forecasts of the seasonal component than the trend component,
which is discussed in more detail later. The averaged forecast of the trend component is slightly more ac-
curate than the ARIMA forecast, which in turn performs much better than Holt’s linear trend model. As the
difference is minor, and the standard deviation is in fact larger for the averaged forecast, the choice was made
to forego the averaged approach in favour of the ARIMA model. The most optimal seasonal forecasting ap-
proach is clearer, as SARIMA outperforms the exponential smoothing method as well as the average. As such,
for the trend and seasonal component the ARIMA and SARIMA models are used respectively.
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Table 5.1: Mean MASE and its standard deviation for various forecasting methods.

Mean MASE STD MASE
Trend component
Holt’s linear trend model 35.43 27.03
ARIMA 28.75 22.14
Averaged forecast 27.94 22.96
Seasonal component
Holt-Winters’ seasonal model 1.54 0.79
SARIMA 0.95 0.33
Averaged forecast 1.18 0.45

The results shown in Table 5.1 have been generated using time series from the region of South Holland. An-
other comparison was also performed on time series located on the Iberian peninsula. Despite a difference
in absolute values, the same conclusions can still be drawn showing that the relative performance of the
method is insensitive to the used selection of time series. It should further be noted that the computational
time required by the (S)ARIMA models is significantly higher than for the exponential smoothing methods. If
computational cost is a major concern, the reader may still choose to use the exponential smoothing models.

As mentioned previously the seasonal forecasts are notably more accurate than the trend forecasts. The
reason for this is that the seasonal component behaves more consistently than the trend component. The
example in Figure 5.1 shows an abnormally inconsistent seasonal component. Despite this, the change is still
less than that commonly seen in the trend components and the forecast is accurate to the actual time series.

Figure 5.1: Example of an abnormally inconsistent seasonal component, with the generated forecast.

On the other hand, the trend component often contains break points, as was already discussed in Section 4.2.
The forecasting methodology commonly fails to predict these changes, one such example being shown by
Figure 5.2. Whilst methods exist that take the possibility of break points in the forecasting window into ac-
count, they are time consuming and difficult to implement [147] and good performance is not guaranteed
[148]. As such, this aspect was not included in this project, but is one of the recommendations for future
studies. As a result of this shortcoming, the forecasting error increases exponentially with the length of the
forecasting window and forecasts are thus limited to two years.
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Figure 5.2: Example of a trend forecast showing a sudden change in the forecasting window.

5.5. Forecasting Recap
To conclude this chapter, an overview of the forecasting approach is given. A flowchart of the approach and
its relation to the preceding and following chapters is shown below in Figure 5.3.

As the input data is not well suited to the used forecasting model, the Box-Cox transformation and its in-
verse are applied before and after forecasting is performed. Forecasting itself is done separately for the trend
and seasonal components, where ARIMA is used for the former and SARIMA for the latter. These models use
previous time series values, as well as error terms to create a polynomial that describes the future behaviour
of the time series. To function correctly, the trend and seasonal components are differenced until stationarity
is obtained. As the error for the trend component quickly grows due to unexpected changes in the forecasting
window, the forecasting window is limited to two years.
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Figure 5.3: Forecasting flowchart.



6
Time Series Component Analysis

Now that the vegetation trend and seasonal activity have been calculated not only for the original data, but
also for the two years after that, an analysis can be performed to determine the current and expected values
for the trend properties as well as the growing season metrics. The analysis is split into two parts. The analysis
performed on the trend component is described in Section 6.1, and the analysis performed on the seasonal
component in Section 6.2.

6.1. Vegetation Greening and Browning
The increase and decrease in vegetation activity are termed greening and browning respectively. The intro-
duction to this report, Chapter 1, showed that the degree of greening and browning is in contention. As such,
these results are of interest to the project and can be determined with the generated trend components us-
ing the Theil-Sen estimator described in Subsection 6.1.1. To determine the statistical significance of the
determined trends, the Mann-Kendall test described in Subsection 6.1.2 is applied.

6.1.1. Theil-Sen Estimator
The slope of the vegetation trend, in other words the degree of greening or browning, can be determined
using the Theil-Sen estimator. This estimator can be used to compute the rate of change of a time series by
calculating the median of the slopes between all pairs of data points. Once this slope TS is obtained, the level
TL can be determined using the median of the trend component and its time stamps, as shown in Equation 6.1
[40]. As the time stamps are equally spaced, the median is equal to the average of the beginning a and end b
of the time series. Unlike least-squares regression, it is non-parametric, circumventing the issues described
previously in Section 4.1 [40, 46].

TS = median(
T j −Ti

j − i
), a ≤ i < j ≤ b

TL = median(T )−TS · a +b

2

(6.1)

To illustrate the results obtained after applying the Theil-Sen estimator, Figure 6.1 shows its application to
the trend component of an agricultural time series. Unlike the synthetic time series used in Section 4.2 to
illustrate the workings of the methodology used to date break points, this time series contains many more
turning points than the maximum number of break points. In fact, this time series shows why this maximum
has to be set as otherwise the time span of each partition would rapidly approach the minimum of two years.
The detected break points are shown by the vertical black lines, and divide the data into three partitions. As
can be seen by the green and red lines, the slope and level determined by the Theil-Sen estimator indicate a
shift between the first and second partitions, and a shift as well as a trend change for the final partition.

40
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Figure 6.1: Trend component of an agricultural time series, showing the detected break points as black vertical lines and
the slope and level determined by the Theil-Sen estimator in green and red.

6.1.2. Mann-Kendall Test
The Theil-Sen estimator indicates the rate of change of the time series, however it does not rate its signifi-
cance. In order to find out whether a trend is consistently increasing or decreasing and whether this is sta-
tistically significant, the Mann-Kendall (MK) test is used according to Equations 6.2, 6.3 and 6.4 [40]. The
statistic value is increased if a later value is higher and decreased if it is lower, as shown by Q which is de-
termined by calculating the change between each data value and all subsequent data values. A high statistic
value is therefore an indicator of a positive trend and vice versa. Before conclusions can be drawn however,
the test statistic value ZMK must be determined using the variance V , which increases exponentially with
time series length n [10, 45, 124]. The absolute statistic value is indicative of the statistical significance. Un-
like linear regression, it is a non-parametric test. It is however unsuited for serially correlated data such as the
NDVI data, meaning it can only be applied to the trend component.

ZMK =


Q−1p

V
if Q > 0

0 if Q = 0
Q+1p

V
if Q < 0

(6.2)

Q =
b−1∑
j=a

b∑
i= j+1

si g n(Ti −T j ) (6.3)

V = n(n −1)(2n +5)

18
n = b −a +1

(6.4)

6.2. Growing Season Metrics
The previous sections of this chapter discussed the analysis of the trend component, with a methodology
that cannot be applied to cyclical time series such as the seasonal component. The seasonal component
does hold valuable information however, and in this section the method by which the start, end and length
of the growing season are determined using the seasonal component is given.

The growing season metrics were briefly discussed in Section 3.3, as the start, end and length of the grow-
ing season are some of the parameters used to characterise each time series for classification. To calculate
these metrics, the maximum and minimum NDVI are commonly used to determine the start and end of the
growing season by using a threshold percentage of change between the two [35, 37, 69, 79, 87]. Additionally,
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using this method on a pixel-by-pixel basis with a method called midpointpixel was determined to be the most
accurate, with the threshold being the average between the maximum and minimum NDVI [92]. To further
ensure that the correct time stamps are found, for the start of the growing season the slope has to be positive
and the point has to be before the maximum. For the end of the growing season, the opposite criteria are
used. This helps to alleviate an issue that the growing season may be the inverse around the Mediterranean
[49].

It should be noted that whilst the method deemed most accurate in the comparison drawn by M. A. White
et al. was implemented [92], the study found that the results of the assessed methods varied considerably
and contained errors on the order of days. As a result, M. A. White et al. caution against using these methods
for the determination of trends in the growing season metrics [92]. Additionally, the rates of change present
in literature are of the order of 0.1 - 1 day/year [10, 35, 37]. This exceeds both the expected magnitude of the
error, as well as the temporal resolution of the NDVI data of ten days. As a result, neither the data, nor the
applied methodology is well suited to determine the rates of change in the growing season metrics.

6.3. Time Series Component Analysis Recap
The final chapter of the methodology part of this thesis document is concluded with an overview of the anal-
ysis performed here, also provided in graphical form in Figure 6.2.

The trend and seasonal components are analysed separately, as the desired results differ. For the seasonal
component, the midpointpixel method is applied to determine the start and end of the growing season, from
which the length can be readily determined. The start of the growing season is found when the average
between maximum and minimum NDVI for the annual time series is first met, as well as the requirement for
the slope to be positive and the point to be before the time at which NDVI is maximum. For the end of the
growing season, the same threshold, but opposite criteria are used.

The trend component is used to determine the rate at which vegetation activity is increasing or decreas-
ing, termed greening and browning. To do this, the statistically suitable Theil-Sen estimator is used which
computes the median slope between all pairs of data points. Aside from these values, the statistical signifi-
cance of the trend is also required to provide confidence in the obtained results. This statistical significance
is computed via the Mann-Kendall test.
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Figure 6.2: Time series analysis flowchart.
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Overview of the Results

In this part of the thesis the obtained results are given in three different chapters. The way by which these
results have been generated using the methodology, as well as how they are interrelated, is shown by the
flowchart in Figure 6.3. The green boxes contain the methodological steps that produced these results, with
the white boxes showing the types of results that were generated. The chapters where each result can be
found, are indicated by the numbers in the top-right of each white box.

The first chapter, Chapter 7, concerns itself with the annual land cover results that were produced for the
full data set, as well as those for the countries and most populous cities within the domain. In the following
two chapters, Chapter 8 and Chapter 9, the results obtained by analysing the trend and seasonal compo-
nents of the time series are given. Key results obtained for the trend component are the degree of greening
and browning, as well as the nationally aggregated trend components. Using the seasonal component, the
growing season metrics were determined as well as similarly aggregated seasonal components.

Whilst the methodology could be developed using modest computational resources, this was insufficient
to analyse the full data set. Instead, the Cartesius supercomputer owned and managed by SURFsara [149]
was applied to the parallelised methodology, and more information regarding its use are given in Appendix I.

Finally, to make it easier to differentiate the various levels of the colormaps used for the results, Color-
Brewer was used [150].
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Figure 6.3: Schematic overview of the results (white boxes), and the methodological steps that created them (green
boxes). The chapters where each result can be found, are indicated by the numbers in the top-right of each white box.
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7
European Land Cover

In this chapter the annual land cover classification results are discussed for the European domain. The results
for the full domain are given in Section 7.1, with the land cover map of 2018 shown in full which together
with the confusion matrix demonstrates the effectiveness of the classification methodology. The subsequent
sections, Section 7.2 and Section 7.3, provide more specific results, as the temporal change in land cover is
given for the nations and largest cities within the domain.

7.1. Classification Results of the Entire Domain
In this section the results for the entire domain are presented. While existing land cover databases contain
a data set of only one year, or have multiple years in between, this thesis has produced these results on an
annual basis.

To assess whether the used smoothing parameters described in Section 3.7 are suitable, a comparison in
the similarity between different years’ data sets of the classified data and the Corine land cover data is shown
in Table 7.1. These values are determined using the entire domain, minus sea pixels and land cover that is
missing from the Corine data set. It can be observed that the similarity of the classified data is higher than the
similarity between years 2000-2006 and 2006-2012 of the Corine data, but notably lower than the unusually
high similarity between Corine data sets 2012 and 2018. It is therefore found to be an acceptable degree of
smoothing.

Table 7.1: The similarity between different years of the ground truth data set and classified data sets.

2000-2006 2006-2012 2012-2018
Corine land cover data 94.08% 94.34% 99.17%
Classified land cover data 95.65% 95.77% 95.80%

The table above showed the similarity over a six year gap, and the similarity between subsequent years is
approximately 98%. Therefore, only the land cover result for the final year 2018 is presented in Figure 7.1,
with results for other years available upon request. For a qualitative assessment of the results, the remapped
Corine ground truth data is presented in Figure 7.2. The data is reduced to the same classes as the classified
data, with missing data shown in white.

The classified land cover appears to capture all major patterns given by the Corine land cover data, with
all large urban centra and natural areas accurately represented. Where the results differ, are the small areas
covered by a land cover type that is distinct from its surroundings. These are often no bigger than a pixel,
and most obvious for the urban class where the red ‘noise’ in the ground truth data is not present to the same
extent in the classified data. The likely explanation for this is that these distinct areas can not provide the
classifier with sufficient training data.

45
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Figure 7.1: Classified European land cover for the year 2018.

Figure 7.2: Corine land cover data for the year 2018. Data is missing for the areas covered in white.
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For the regions where the ground truth data is missing, the classifier manages to classify major cities such as
St. Petersburg, Minsk and Kiev, but also smaller cities such as Odessa on the coast of the Black Sea and Veliky
Novgorod, south-east of St. Petersburg. The classifier also manages to capture the forests of eastern Europe
well. Examples are the thin strip of forest cover west of Kiev, encompassing amongst others the Malovanka
park, or the elongated forest on the border between the Berazino and Byalynichy districts of Belarus, between
Minsk and Mogilev. The Ukrainian example is shown in Figure 7.3, and shows that even minor details in the
natural and artificial landscape are captured despite the great distance to ground truth data.

(a) Land Cover as determined by the classifier.

(b) Land Cover as determined by Google Maps. [149]

Figure 7.3: Comparison between the classified data and Google Maps reference data. [149]

A more quantitative assessment of the results is the confusion matrix presented in Figure 7.4. This confusion
matrix is the aggregated result of the test data used for the entire domain, for the years that ground truth data
is available. The classification accuracy of each class is shown by the blue column to the right of the ma-
trix. The over-all classification accuracy excluding sea pixels exceeds 80%, due to the very high classification
accuracies obtained for the agricultural and grasslands and forests classes, as well as the high classification
accuracy of the non-vegetated class. The high classification accuracies for the latter may not be as expected
as that of the former two classes, as it is considerably rarer. Whilst the agricultural and grasslands and forests
classes exist in great quantity throughout the domain, the non-vegetated class only exists in specific regions
such as the mountain ranges of Europe. It is therefore a globally rare class, however not a locally rare class
when applying segmenting. As expected, the classification accuracy for the water bodies class is nearly per-
fect as this class is most easily separable from the others and shows little variability.

Figure 7.4: Aggregated confusion matrix for all used test data. For increased clarity, the number of samples is one
hundredth the actual amount.
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The classification accuracies of the wetlands and artificial classes are poorer, as these occur in smaller groups
and have higher intra-class variability, as shown in Appendix F. Whilst these classification accuracies are at
first sight disappointing, the reader is reminded that only one variable, NDVI, is used to generate these results
and they are comparable with those found in other classification studies [67, 82, 85, 122].

The confusion matrix further shows that for the rarer classes, the precision of the classifier, shown in the
bottom blue row, is considerably greater than its accuracy, shown in the blue row to the right. This indicates
that the classifier is conservative when applying the rarer classes, and when it does so it is often correct. This
is then a more quantitative representation of the lack of artificial ‘noise’ shown in Figure 7.1.

Finally, an absolutely true ground truth data set does not exist, and whilst the Corine land cover data base
is highly accurate with a total classification accuracy of 85%, false classification labels reduce the quality of
the training data used to grow the classification trees and result in reduced classification performance.

The distribution of land cover within the entire domain in 1999, as well as the change in distribution between
1999 and 2018, are given in Table 7.2. This table shows that changes in the land cover distribution are minor,
and that the class distribution is highly imbalanced. A high relative increase in land covered by the wetlands
class was found due to the Corine data set for the year 2000 not labelling the wetlands of northern Scotland,
contrary to the data sets of 2006, 2012 and 2018. These were thus wrongly classified in the years 1999 to 2003,
with the correct classification given in all succeeding years. As a result, in this chapter the classification results
of Great Britain for the years 1999-2003 are substituted for those obtained in 2004.

The urban sprawl expected to be found in Europe [151, 152] can be seen through the high relative increase,
something which will be discussed in more detail in Section 7.3. The non-vegetated class also increased
in size, likely due to land degradation caused by the increase in global temperature [11]. Meanwhile the
agricultural and grasslands and forests classes both decreased in size, albeit only by roughly 0.5%, and the
water bodies class shows virtually no change in size.

Table 7.2: The distribution of classes for the entire domain in 1999, including the absolute change w.r.t. to the total
number of samples and the relative change w.r.t. the number of samples within that class, between 1999 and 2018.

Distribution 1999 [%]
Absolute Change [%]
(1999-2018)

Relative Change [%]
(1999-2018)

Artificial [%] 0.82 0.14 14.39
Agricultural [%] 21.54 -0.14 -0.54
Grassl. & Forests [%] 24.28 -0.18 -0.62
Non-Vegetated [%] 1.64 0.04 1.99
Wetlands [%] 0.28 0.13 40.67
Water bodies [%] 51.44 0.00 0.01

7.2. Changes in the Land Cover of European Nations
Classification results on a national level are presented in this section for the 39 largest countries within the
analysed domain. The results are presented in graphical format in this chapter, with numerical results avail-
able in Appendix G.

Figure 7.5 shows the class distribution for the first year of the data set 1999, as determined by the classification
methodology, to provide context for the succeeding results. From this class distribution it can be deduced that
the countries of north-western Europe have the greatest percentage of artificial land cover, something which
is also apparent from the land cover map shown in Figure 7.1. On the contrary, the countries with the great-
est percentage of agricultural land cover show no distinct geographical correlation, with Moldova showing a
significantly greater percentage than any of the other nations. The land cover map presented earlier further
shows that the forest class covers nearly all of Scandinavia, which is confirmed by the high fraction of Sweden
and Finland covered by the grasslands and forests class. As expected, countries containing large mountain
ranges have the greatest percentage of the non-vegetated class, with a negligible percentage for the vast ma-
jority of European nations. Only Ireland and Great Britain show a fraction of land covered by wetlands greater
than 2%, and these countries contain a far greater area covered by wetlands than any of the other countries
within the domain. For the water bodies class it is interesting to note that the four countries showing the
largest proportion contain lakes found in the northern latitudes of Europe, with the Netherlands being the
fifth due to its artificially enclosed lake, the Ijsselmeer.
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(a) Artificial

(b) Agricultural

(c) Grasslands and forests



Chapter 7. European Land Cover 50

(d) Non-vegetated

(e) Wetlands

(f) Water Bodies

Figure 7.5: Proportion of the land cover types in 1999.
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The difference between the national land cover distribution in 1999 and 2018, relative to the size of the class
itself, is presented in Figure 7.6. Countries where the class forms less than 0.5% of the land cover, are shown in
grey. Whilst the common classes show only moderate levels of change, for the rarer classes significant change
is found. These percentages are indeed unrealistic, and show the challenge encountered when attempting to
classify rare classes. It should be noted that similar results are obtained when computing these values using
the Corine database, which are shown in Appendix H. This further illustrates the difficulty that lies in creat-
ing consistent classification results for rare classes, and as the Corine data is used to train the classifier, the
magnitude of change is therefore as expected.

The countries in South-Eastern Europe show the greatest relative increase in artificial land cover. These re-
sults resemble the percentage of built-up area (PBA) findings reported by the European Environment Agency
(EEA) and Swiss Federal Office for the Environment (FOEN) [151]. Furthermore, V. C. Radeloff and G. Gutman
claim a high degree of urbanisation in many former Eastern Bloc countries [153]. While the results presented
here quantify the spatial spread of artificial land cover, it is important to note that the classification data
cannot be used to determine urban intensification, another important aspect of urban sprawl.

The agricultural class has changed less over the twenty year period, with an increase in most eastern
countries and a slight decrease in western and central countries, although not consistently so for either re-
gion. S. Estel et al. state that abandonment of farmland occurred in Eastern Europe after the dissolution of
the Soviet Union [49, 153]. Whilst farmland continues to be abandoned in these regions. The rate of recul-
tivation in Eastern Europe is greater than the rate of abandonment and as such the increased proportion of
farmland in Eastern Europe is to be expected. They further show that farmland abandonment has occurred
in the mountainous regions of Europe, which is confirmed by the percentages shown by Norway, Switzerland
and to a lesser extent Austria and Spain. They however also conclude that farmland in southern Scandinavia
has been abandoned and not recultivated, which corresponds to the findings for Sweden, however not for
Finland, which shows a large increase in agricultural land cover.

Many of the north-western countries of Europe show forestation, with deforestation in much of south-
eastern Europe. The dissolution of the Soviet Union had not only a large impact on urban areas and farmland,
but also on the forests of former Eastern Bloc countries. G. Gutman and V. Radeloff state that the logging
industries of the Baltic countries and Romania grew to unsustainable levels, which agrees with the negative
rates found for all but Lithuania [153].

Whilst few countries contain a non-neglible amount of non-vegetated land cover, the ones that do al-
most ubiquitously show an increase with the most notable exception being Spain. The non-vegetated area
in south-eastern Spain slowly transformed into forests and grasslands in the early 2000’s according to the
classifier.

The final vegetation class is that of wetlands, which only Ireland and Great Britain contain in great quan-
tity. Ireland shows a moderate decrease of 6.4% over the time period, whilst Great Britain shows an increase of
8.9%. The former therefore corresponds with the negative rate of change reported by N. C. Davidson for Eu-
ropean wetlands, whilst the latter negates it and for the domain as a whole a positive change was determined
[28].

The temporal change for the water class distribution is smaller than that of the other common classes. As
the changes are small in an absolute sense, the likeliest cause would be errors introduced due to classification.
It is however interesting to note that an increase is found for nearly the entire domain, indicating a degree of
spatial correlation.
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(a) Artificial

(b) Agricultural

(c) Grasslands and forests
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(d) Non-vegetated

(e) Wetlands

(f) Water Bodies

Figure 7.6: Relative change in land cover with respect to the number of samples within the class itself, between 1999 and
2018. Countries where the class covered less than 0.5% of the land are shown in grey.
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7.3. Changes in the Land Cover of European Cities
Urban sprawl is a commonly recognised environmental problem, and could already be observed both for
the full domain, as well as on the national level. This section looks into this phenomenon in more detail, by
investigating the changes in land cover for the ten most populated cities within the domain. Again, the reader
should be aware that the used classification method is only able to detect changes in area, and is thus not well
suited to capture other urbanisation parameters such as utilisation intensity [151]. Furthermore, whilst the 1
by 1 kilometre resolution is adequate for results over a larger region, this results in a limited amount of pixels
to draw conclusions from for these specific subsets of the database.

The city domains are chosen such that they encompass the city and its surrounding regions, and are
shown in Figure 7.7. From these figures it is evident that the greater urban areas vary drastically in size and
land cover distribution. As such, only the changes relative to the class itself are given in Table 7.3. As neither
the non-vegetated nor the wetlands class was present in the considered urban areas, these results are omitted.

Of the ten most populated cities, St. Petersburg, Kiev and Minsk are located in regions where no ground
truth data is available. Despite this, the classifier manages to classify these cities and the smaller urban re-
gions in the greater St. Petersburg area. The classification results for St. Petersburg show that this is not
without difficulty however, and a false transition from artificial to water is present for much of St. Petersburg,
explaining the respective decrease and increase for these two classes. The only other city showing a signifi-
cant decrease in artificial area is Kiev, where some of the artificial class has transitioned to agricultural. The
remaining city outside the scope of Corine is Minsk, which shows highly consistent land cover over time.

Bucharest shows by far the strongest urbanisation. Whilst quantitative information regarding Bucharest’s
changing land cover could not be found in other sources, a strong degree of urbanisation to the east of
Bucharest is described in the years 2000 to 2006 by J. Feranec et al., which agrees with the land cover dif-
ferences shown in Figure 7.7q and Figure 7.7r [153].

Table 7.3: The relative difference between land cover distributions of 1999 and 2018.

City Artificial [%] Agricultural [%] Grassl. & Forests [%] Water [%]
Istanbul 20.51 -9.45 -2.34 10.88
London -0.69 -0.29 10.40 1.82
St. Petersburg -16.35 25.00 -3.74 0.96
Berlin 11.87 -7.72 0.32 13.39
Madrid 9.77 2.87 -4.36 0.00
Kiev -8.13 30.30 -11.31 0.00
Rome 11.24 -3.84 1.56 0.00
Paris 2.59 -2.48 4.43 0.00
Bucharest 48.78 -13.81 -4.40 0.00
Minsk 0.81 -1.66 6.33 20.69

The results found for London, Paris, Berlin, Madrid and Istanbul can be compared to the findings from the
Urban Expansion Program from the New York University, who classified these cities using Landsat image
and determined the annual rate of change between the early 2000’s and early 2010’s, with the specific time
span varying per city [99]. The annual rates of change found by this study, and those found by the NYU, are
presented in Table 7.4. From this table it is evident that the rates of change predicted by this study are consis-
tently smaller in magnitude than those predicted by S. Angel et al [99], but also that increased urbanisation is
determined for all cities but London, where this study predicts a negligible change.

It should be noted that the reference study considers the inclusion of existing urban areas into a city’s
boundaries an increase in the city’s size. This is not considered by this analysis and it forms a large part of the
change found by the reference study, partially explaining the lower rates of change. Another important differ-
ence is that the artificial class includes land cover types that are not urban, such as the Berlin-Brandenburg
and Istanbul airports, which began construction in 2006 and 2014 respectively [154, 155].

Table 7.4: Annual rates of change of the artificial class as determined in this thesis and the reference study [99].

London Paris Berlin Madrid Istanbul
NDVI Classification -0.03% 0.13% 0.56% 0.47% 0.94%
Urban Expansion [99] 0.2% 1.3% 2.9% 6% 3.7%
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(a) Istanbul, 1999. (b) Istanbul, 2018.

(c) London, 1999. (d) London, 2018.

(e) St. Petersburg, 1999. (f) St. Petersburg, 2018.

(g) Berlin, 1999. (h) Berlin, 2018.
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(i) Madrid, 1999. (j) Madrid, 2018.

(k) Kiev, 1999. (l) Kiev, 2018.

(m) Rome, 1999. (n) Rome, 2018.
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(o) Paris, 1999. (p) Paris, 2018.

(q) Bucharest, 1999. (r) Bucharest, 2018.

(s) Minsk, 1999. (t) Minsk, 2018.

Figure 7.7: The land cover maps of the ten most populated cities in the European domain, with the results for 1999 on
the left and 2018 on the right.



8
Changes in the Vegetation Activity over

Time

In this chapter the results regarding the trend of the vegetation data are presented of the full European do-
main. The greening and browning of vegetation as well as its statistical significance are discussed in the first
three sections. First for the years 1999 through 2018 in Section 8.1, followed by the last partitions of the data
- the data after the last break points - in Section 8.2, and finally the results for the forecast trend component
in Section 8.3. The chapter is concluded with the aggregated trend components of the various classes in the
Netherlands in Section 8.4. Comparisons are drawn between the results found in literature and the results
obtained by this study, however the driving factors behind these phenomena are not discussed. A detailed
investigation into the phenological behaviour remains outside the scope of this research.

8.1. Greening and Browning over the Entire Time Span
In this section the rate of change of vegetation activity is given over the entire time span of the data, from
1999 to 2018. To determine the degree of greening and browning, the Theil-Sen estimator was applied to
calculate the rate of change of each pixel’s trend component. The results are given in Figure 8.1, expressed
in the change in NDVI per year. This figure shows that Europe as a whole shows quite consistent greening,
and NDVI increased with roughly 2 ·10−4 per year. One exception to this are the mountainous regions, most
prominently shown in the Scandinavian mountains and the Alps, but also visible in the Pyrenees and Balkans.
These areas show browning at different degrees, and NDVI decreased on average on the order of −5 ·10−4 per
year. Further decreases in NDVI of approximately −2 ·10−4 per year are also present on the Russian border
with the Baltic states, as well as in Northern Scandinavia. It should be noted that a change in NDVI on the
order of 10−4 corresponds to a change on the order of 10−2 % per year.

To determine the validity of these results, they are compared to those of reference studies. Whilst a de-
tailed investigation into greening and browning of the European continent has not yet been performed to
the best knowledge of the author, information can be retrieved from global studies. These were however of-
ten performed at lower resolution, and commonly only show statistical significance in parts of the European
domain [10, 31, 36, 47, 156]. Furthermore, as was mentioned previously in Section 1.2 when discussing prior
studies into vegetation activity, the findings of the various studies are inconsistent. A possible cause is the dif-
ference in data sets, resulting in different trends on regional and global scales [127]. This is further illustrated
by the study performed by K. C. Guay et al., who obtained notable differences in greening and browning when
analysing data-series GIMMSg and its successor GIMMS3g , over the 1982 to 2008 time period [156]. Despite
these issues, a brief comparison is still presented to provide a more detailed overview of previous studies, and
it includes both sources that agree as well as disagree with the presented findings.

Greening in mainland Europe (Europe excluding Scandinavia and the United Kingdom) was determined
by all of the examined studies that included this domain [10, 31, 36, 46, 47] except one, which bound browning
throughout most of the European domain - including the Scandinavian mountain range [48]. Greening in
mainland Europe is therefore a common finding, with a rate of change in NDVI of order 10−3 per year [36, 46,
47], which is therefore an order of magnitude greater than the one obtained in this study, however one order
of magnitude smaller than the one found by R. de Jong et al. [10]. A slightly higher degree of greening was

58
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Figure 8.1: The rate of change of NDVI per year, determined over the complete trend component.

found for south-eastern Europe compared to its surroundings, in agreement with the findings of Chen et al.
[31].

A predominantly greening domain is therefore well established, albeit at varying degrees. Another finding
of the research is browning in Northern Scandinavia, for which less information exists in the global studies
due to a lack of statistical significance for the trends obtained there [31, 46, 47]. The findings are supported
by studies performed by R. de Jong et al., W. Yuan et al. and K. C. Guay [10, 48, 156]. Whilst the latter study
shows disagreement between the two data sets for the entire time span after 1982, agreement that Scandi-
navia is browning is found for the years 2000 to 2008. A report by the US National Oceanic and Atmospheric
Administration further states that areas at high latitude have transitioned from greening to browning in the
1990’s, however no specific information for Scandinavia is provided [52].

Finally, the data clearly shows a browning trend for mountainous regions throughout Europe, regardless
of their location. Whilst to the best of the author’s knowledge no study exists that studied changes in vegeta-
tion activity for the Balkans, Pyrenees or Alps as a whole, B. Z. Carlson et al. studied a small region within the
alps and found it to be greening over the entire 1984-2015 period, albeit at a decelerating pace [157]. Whilst
the aforementioned global studies on vegetation greening and browning show these mountainous regions as
well, a combination of low spatial resolution as well as low statistical significance makes drawing conclusions
from these studies with regards to these mountainous regions difficult.

This section has now given the calculated rates of change in vegetation activity, and compared these find-
ings to existing studies. Many of these studies showed low statistical significance for areas within the studied
domain, which further necessitates answering whether the aforementioned trends are statistically relevant.
To do this, the Mann-Kendall test is performed and the resulting test statistic values ZMK , as well as the asso-
ciated p-values, are determined. The reader is reminded that a positive test statistic value indicates a positive
trend and vice versa, with the absolute value being indicative of statistical significance and not the magnitude
of the present trend. On the contrary, a low p-value indicates a higher level of statistical significance.

The results are given in Figure 8.2, (a) closely mimicking the previously shown Theil-Sen slopes. As shown
by (b), the statistical significance is high throughout the domain, and as such no results need to be withheld
due to poor confidence. It should be noted that these results are determined on the trend component, and
much lower statistical significance is found if the time series are not decomposed as the seasonal component
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obfuscates present trends. Of the assessed studies, only those produced by Y. Liu and W. Yuan showed statis-
tical significance throughout the domain [46, 48]. Both of these studies use GIMMS NDVI data, which has an
8 by 8 kilometres resolution and the produced results are thus at a coarser resolution than the 1 by 1 kilometre
results produced by this study. Furthermore, neither study is as recent as this one as the used data sets end in
2012 and 2015 respectively.

(a) Mann-Kendall test statistic values. (b) P-values.

Figure 8.2: Mann-Kendall test statistic and the associated p-values, determined over the trend component from 1999 to
2018.

8.2. Greening and Browning over the Last Partitions
In the previous section, the rate of change in vegetation activity between 1999 and 2018 was given. To provide
further detail, this section shows the resulting degree of greening and browning, as well as its statistical sig-
nificance, obtained over the last partition of each time series. Furthermore, these results are indicative for the
forecasting results of the trend component that will be shown in the next section, as trend component data
belonging to the last partition is used to train the forecasting algorithms. Similarly to before, comparisons
between the obtained results and those published in literature are performed whenever possible, however
limited information is available for the specific time spans assessed here.

These partitions are not equal in length, as the last partition begins at the last of the detected break points for
each pixel individually. As such, the times at which the last break points are detected - and the last partitions
thus start - are shown in Figure 8.3. No values are given beyond the year 2017 as a minimum length of two
years was required. This figure shows that these dates vary quite strongly over the domain, but do show some
degree of spatial correlation. Most noticeable are the late break points detected in Northern Scandinavia and
the Russian border with the Baltic states, resembling the area that shows browning over the full time span.
Late break points have also been detected for areas in Western Europe.

The rates of greening and browning for these last partitions are shown in Figure 8.4. Notable changes from the
results over the entire time span are that mainland Europe does not show consistent greening anymore, and
areas of France, Germany, Spain, Portugal and the Atlantic coast of Norway have transitioned from greening
to browning. Additionally, the mountainous regions of Europe, as well as Northern Scandinavia and far East-
ern Europe showed browning over the full time span, and the data from the last partitions shows a transition
from browning to greening. As such, the majority of the areas that show late break points in Figure 8.3 have
transitioned from greening to browning or vice versa. The study performed by N. Pan included their results
obtained after the last turning points, and browning is visible in the same regions [36]. They however also
detected browning for the British Isles, which is not present in these results.
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Figure 8.3: Dates of the last break points of each pixel, indicating the start of the last partition of each pixel’s trend
component.

Figure 8.4: The rate of change of NDVI per year, determined over the last partition of the trend component.
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Despite the shorter length of these partitioned trend components, statistical significance is high. This is likely
due to the inherent nature of partitioning the data resulting in more uniformly increasing or decreasing time
series, resulting in confidence in the results over the entire domain.

(a) Mann-Kendall test statistic values. (b) P-values.

Figure 8.5: Mann-Kendall test statistic and the associated p-values, determined over the last partitions of the trend
component.

The sustainability of the trend component, introduced in Section 4.3, is indicative of its future behaviour
and is quantified by the Hurst exponent. A high degree of sustainability indicates that the current trend is
expected to continue in a similar way and can be used to predict future behaviour. It is therefore critical that
a high degree of sustainability is found for the last partitions, as this data is used for forecasting. Furthermore,
a well-functioning break point detection algorithm should result in more sustainable partitions compared to
the full trend component. The average Hurst exponent values for the full trend component, as well as for
only the last partition, are shown in Table 8.1. The average values are calculated over the entire domain,
without including the constant sea time series. As expected, sustainability is high for both due to the trend
components being largely devoid of noise. An improvement of 5.4% is found as a result of partitioning the
data.

Table 8.1: The average Hurst exponent values excluding sea pixels for the full trend component, as well as the last
partitions.

Full trend component Last partition
Average Hurst exponent value [-] 0.9205 0.9702

8.3. Forecast Degrees of Greening and Browning
In the previous two sections the vegetation activity over the current time span of the data was given. This sec-
tion expands upon these results, by providing the forecast degrees of greening and browning and its statistical
significance for the forecast data. This section will therefore show how the vegetation activity is expected to
change over the following two years, 2019 and 2020. Due to the large computational cost associated with
forecasting, these results are generated at one tenth the resolution of the original data, and each pixel covers
10 by 10 kilometres.

As the forecasting algorithm uses the data for the last partition, provided sufficient data is available, the results
shown here are similar to those shown in Section 8.2, however there are some important differences. The de-
gree of browning shown in France, Germany and England has increased both in scope as well as magnitude.
Similarly, the rate of greening has reduced in Eastern Europe. On the contrary, browning has transitioned into
greening in areas of Iberia and Scandinavia. To the best knowledge of the author no study exists that allows
for valid comparison of these results, and as such a discussion such as shown in the previous sections is not
possible.
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Whilst sporadic noise can be observed in the form of white pixels within the figure, the data is still spatially
correlated with a Moran’s I value of 0.26, assessed only over the land pixels. This increases the confidence
held in the forecast results, as they are produced independently. It should be noted that this value cannot be
directly compared to the Moran’s I values given previously for the NDVI and time series component data in
Subsection 2.5.2 and Section 4.1, as neither the domain nor the resolution are the same.

Figure 8.6: The rate of change of NDVI per year, determined over the forecast trend component.

The statistical significance of these results is again shown with the Mann-Kendall test results. Figure 8.7 shows
that the statistical confidence held in the results shown above is high, with few time series showing a p-value
exceeding 0.10. The percentage of insignificant trends is however greater than for the last partition, shown in
Figure 8.5.

(a) Mann-Kendall test statistic values. (b) P-values.

Figure 8.7: Mann-Kendall test statistic and the associated p-values, determined over the forecast trend component.
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8.4. Vegetation Trends in the Netherlands
The preceding sections have shown an analysis of the trend component by showing values obtained over
the entire time span of the given data, whether it be the period of 1999 to 2018, the last partitions or the
forecasting window 2019 to 2020.

These results therefore do not demonstrate the level of temporal detail that is possible, as differences in
vegetation activity on a smaller time scale are lost. As such, aggregated trend and seasonal components - in-
cluding their standard deviation - have also been computed on a per country and per class basis, combining
the original time window as well as the forecasting window. Furthermore, for the aggregated trend compo-
nents break points were determined and the Theil-Sen estimator has been applied on each of the partitions,
producing results similar to the example shown in Section 6.1. As this chapter only concerns itself with the
trend component, the results for the seasonal component are given in Section 9.4.

The number of countries within the domain, when multiplied with the number of classes, leads to an
amount of information that is impossible to show in this thesis document. These results are instead available
upon request, and this chapter restricts itself to only showing the results pertaining to the Netherlands. Due
to its small size relatively little data is available. As a result, if qualitative aggregated results are still available,
this is a good testament to the results for larger nations.

It should be noted however that, as the concentration of non-vegetated pixels within the Netherlands is
approximately 0.02%, too little data was available to generate meaningful results for that class. Furthermore,
results for the water bodies class are not given as vegetation data for this class is of little value. Whilst results
are presented of the remaining artificial, agricultural, grasslands and forests and wetlands classes, the amount
of data available still varies greatly. Detailed classification results themselves were presented in Chapter 7, so
mention will only be made here that solely the agricultural class exceeds 11% of the data set, with the wet-
lands class containing the least data at only 0.4%. Finally, classification results are generated on an annual
basis, and the aggregation is performed for each year individually. As such, due to changes in classification,
discontinuities are present in the results. Furthermore, land cover data was not generated for the two forecast
years. Instead, the land cover of 2018 is used for the years 2019 and 2020.

The average trend components and their standard deviations are shown in Figure 8.8. These graphs show
that the standard deviation is not directly correlated with the number of samples. One might expect the stan-
dard deviation to increase with the number of samples, as one might expect the variability within the class
to be greater. Additionally, it can be observed that the number of geographically separated regions is greater.
Nevertheless, as the intra-class variability is not equal for all classes, certain classes show a higher standard
deviation than others. The results for the class variability within Iberia shown in Appendix F further confirm
this conclusion, and whilst results for other nations are omitted from this thesis document, similar conclu-
sions can be drawn from their results. Another conclusion that can be drawn from the standard deviation
of the forecast data, is that it increases in width as the forecast progresses. The standard deviation therefore
mimics the behaviour that would be expected of the prediction interval, and both are closely related [142].

One further result that can be observed, is that the wetlands class shows a shift between the original time
window and the forecast. This appears to happen when the number of samples is especially low, which is
worsened by the fact that forecasting was performed at one tenth the resolution.

(a) Artificial. (b) Agricultural.
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(c) Grasslands and forests. (d) Wetlands.

Figure 8.8: The aggregated trend components of the Netherlands for the full time span. The original data and forecast
are divided by the vertical black line, and the standard deviation is shown by the blue shaded area.

To provide further information, the trend component was partitioned and the Theil-Sen estimator was ap-
plied on each partition. The reader is made aware of the fact that the graphs given in Figure 8.9 are zoomed
in compared to the aggregated time series shown above, and changes therefore appear larger than they are in
an absolute sense, and thus the magnitudes of change are not the same.

The artificial class appears to show the strongest discontinuities and turning points, whilst the relative
amplitude remains within roughly 10%. The discontinuities can be explained by the relatively low classifica-
tion accuracy of approximately 40%. Due to these discontinuities, it is difficult to distinguish the underlying
trend from the noise.

A much cleaner trend can be seen for the agricultural class, which is also by far the most common within
the Netherlands. The trend is increasing for the first two partitions, showing a negative shift between the
two. The last partition shows a positive shift followed by a negative trend. As a negative shift is followed by a
positive shift, the vegetation trend for the years 2009 to 2014 is anomalous compared to that of other years.
An explanation for this anomaly could be the financial crisis, which resulted in a sharp fall in agricultural
income in 2008 and 2009 and a decline in added benefit of the agricultural sector to the Dutch economy.
This negative trend is reversed in 2010, and continued to rise until 2015 [158–160]. Whilst there are many
other factors contributing to both the size of the Dutch agricultural sector and the vegetation intensity, this
temporary drop in economic activity matches the behaviour of the vegetation time series well.

The grasslands and forests class is not as directly influenced by human activity as the artificial and agri-
cultural classes, and it shows a more consistent greening trend over the entire time period. It should be noted
though that this time series too, shows a slight negative shift for the central partition, however it is consider-
ably smaller in relative magnitude. This could indicate that the aforementioned drop in economic activity is
not, or only partially, the cause for this intermediate negative shift in vegetation activity for the agricultural
trend. It should be noted that countries in the vicinity of the Netherlands do not show the same results.

Similar to the artificial trend, the wetlands time series shows many discontinuities as a result of the vary-
ing classification results, as well as the discontinuity between the original time window and forecast data.
This makes drawing conclusions more difficult, however the observation can still be made that this time se-
ries shows a crest in the vegetation activity over the years 2010, 2011 and 2012, which is also shown in the
agricultural and grasslands and forests trends and therefore likely the result of climatic factors that extend
beyond any individual class or geographical region.

To further investigate the negative shift found for the agricultural and grasslands and forests classes, the cor-
relation between these trends and precipitation and temperature is determined. To this end, annual precip-
itation and temperature data between 1999 and 2015 and 2017 respectively is used, provided by the Dutch
government [161, 162]. As this data is annual, the averaged annual NDVI values within the respective time
spans are used. The Pearson’s correlation coefficients are given in Table 8.2, and show no clear correlation
between either NDVI trends and precipitation. On the other hand, both NDVI trends show clear correlation
with temperature. This is in line with prior findings by Schultz and Halpert, and K. Ichii et al. [163, 164].

The negative shift can thus be explained by the drop in temperature of 2.2◦ Celsius seen between 2007
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and 2010, and a rise in temperature of 2.0◦ Celsius between 2013 and 2014. It should however be noted that
the temperature dropped in 2015 and remained constant after that, which is not shown by the increasing
grasslands and forests trend. Finally, the crest seen in 2011 can similarly be explained by a sudden increase
in temperature for the same year.

Table 8.2: The Pearson’s correlation coefficient between the agricultural and grasslands and forests NDVI trends, and
precipitation and temperature data.

Agricultural trend Grasslands and forests trend
Precipitation 0.087 -0.017
Temperature 0.409 0.387

(a) Artificial. (b) Agricultural.

(c) Grasslands and forests. (d) Wetlands.

Figure 8.9: The aggregated trend components of the Netherlands for the full time span. The partitions are divided by
vertical black lines, whilst the Theil-Sen estimator generated trends are shown in green and red.



9
The Vegetation Seasonal Cycle

In this chapter the growing season metrics as determined from the seasonal component, both for the original
time span as well as the forecast time span, are given in Section 9.1 and Section 9.2 respectively. Next, the rate
of change in the length of the growing season is discussed in Section 9.3. Similar to Section 8.4, the aggregated
seasonal component for the classes within the Netherlands are given in Section 9.4.

As was already discussed in Section 6.2, the growing season metrics are likely to contain errors on the
order of days, due to limitations of the underlying raw data and the applied methodology. To mitigate these
issues, mean values determined over the respective time periods are given. This however does not extend to
the resulting slopes, which is elaborated on in more detail in the pertaining section.

Finally, whenever possible, comparisons are drawn between the results found in literature and the results
obtained by this study, however limited information was found for the assessed domain and time span. Fur-
thermore, as the focus of this thesis remains a statistical and not a biological analysis, possible driving factors
behind these results are not given and instead a few of the most noteworthy findings are discussed.

9.1. Growing Season Metrics
In this section the mean values of the annual start of the growing season (SoS), end of the growing season
(EoS) and length of the growing season (LoS) are given in Figure 9.1. As these figures are highly interrelated,
they are discussed as a whole rather than individually.

Overall, there is a relation between the latitude and the start and end of the growing season, where gener-
ally the higher the latitude the more postponed the growing season is. More regional phenomena can be
seen around the coasts of Italy and Greece, where the SoS and EoS are earlier than the areas further inland.
Similarly, but to a wider extent, the coastal regions around the English Channel show an earlier SoS and EoS.

The mountainous regions of Europe were already discussed in Chapter 8, as they showed a distinct dif-
ference to their surroundings in their trends. From the length of the growing season one can again see that
it is distinctly lower than their surroundings, most especially noticeable for the Alps, Pyrenees and Scandi-
navian mountain range. The latter is however more difficult to distinguish from its surroundings, as fewer
values could be determined for this region and the northern latitudes generally show a short growing season
of roughly 4 months, similar to those expected for these regions [77].

The class-averaged results over the entire European domain are shown in Table 9.1. As expected, the non-
vegetated class has the shortest growing season, and the artificial class has the longest growing season. This
is a result of the air temperature being higher in urban areas due to the heat island effect [165]. Furthermore,
a positive trend has been determined between the degree of urban land cover and the end to the growing
season. Urban areas thus experience a growing season that ends later than the surrounding areas, and is
therefore longer [166].
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(a) The average start of the growing season.

(b) The average end of the growing season.

(c) The average length of the growing season.

Figure 9.1: The average growing season metrics from 1999 to 2018. Regions where the metrics could not be determined
due to a lack of seasonal vegetation cycles are shown in grey.
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Table 9.1: Class-averaged growing season metrics for the European domain between 1999 and 2018.

SoS [day of year] EoS [day of year] LoS [days]
Artificial 91 267 176
Agricultural 86 239 153
Grassl. & Forests 108 258 150
Non-vegetated 31 65 34
Wetlands 127 277 150

9.2. Forecast Growing Season Metrics
The last section showed the results obtained for the full time span of the used data. Here, the results are
shown for the forecast seasonal component, with Figure 9.3 showing the average growing season metrics over
the two forecast years. As there are no break points in the seasonal component, the data is not partitioned
and the entire seasonal component could be used to train the forecasting algorithm.

The fact that the seasonal component is relatively constant compared to the trend component was al-
ready stated in Section 5.4, as the likely reason why higher quality forecasts were obtained. It is therefore
unsurprising that the figures differ less than the figures shown in Chapter 8 for the trend component.

The end of season plot shows similar behaviour to the one obtained with the original time span, however
important differences are present in the start and therefore length of season plots. Generally, the growing sea-
son has lengthened in the northern and far eastern parts of the domain. Despite the analysis being performed
on different time series components, this lengthening coincides well with the regions that transitioned from
greening to browning. Scotland also shows a longer growing season, and whilst a higher rate of greening
was similarly found, it is less evident as no transition from browning to greening occurred there. In addition,
the areas which already showed a longer growing season compared to their surroundings have become more
distinct.

The class-averaged results are shown in Table 9.2, for which the land cover data of 2018 was used. The
absolute and relative differences between the metric values for the forecasting window and regular time span
are shown in Table 9.3. On average, the growing season starts and ends earlier, with a moderate change in
the total length of the growing season. One hypothesis would be that the temperature required by vegetation
to start the growing season is attained earlier due to global warming. Finally, whilst the figures for the EoS
showed no apparent change, this change is still present in both an absolute as well as relative sense.

Table 9.2: Class-averaged growing season metrics for the European domain of the forecast data.

SoS [day of year] EoS [day of year] LoS [days]
Artificial 77 246 169
Agricultural 76 228 152
Grassl. & Forests 90 249 159
Non-vegetated 26 59 33
Wetlands 105 264 159

Table 9.3: Difference in class-averaged growing season metrics for the European domain between the forecast data and
the data obtained for the original time span, both relative as well as absolute.

∆ SoS [Days / %] ∆ EoS [Days / %] ∆ LoS [Days / %]
Artificial -14.36 / -15.77 -20.71 / -7.76 -6.34 / -3.61
Agricultural -10.14 / -11.76 -11.73 / -4.90 -1.61 / -1.05
Grassl. & Forests -18.68 / -17.23 -8.82 / -3.42 9.87 / 6.60
Non-vegetated -5.03 / -16.24 -6.83 / -10.45 -1.80 / -5.23
Wetlands -22.03 / -17.32 -13.39 / -4.83 8.64 / 5.76
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(a) The average start of the growing season.

(b) The average end of the growing season.

(c) The average length of the growing season.

Figure 9.3: The average growing season metrics for the forecasting window. Regions where the metrics could not be
determined due to a lack of seasonal vegetation cycles are shown in grey.
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9.3. Rate of Change of the Growing Season
In the previous sections the average results were given for the original time span, as well as for the forecasting
window. This section displays the rate of change of the length of the growing season during the twenty year
time span between 1999 and 2018. Section 6.2 stated that neither the methodology, nor the input data are
sufficiently accurate to capture the slow rates of change that are expected, which are of the order of 0.1 - 1
day/year [10, 35, 37]. Nevertheless, the results are included as they show an interesting correlation with the
results shown in Section 8.1 for the vegetation greening and browning.

To obtain the rate of change the Theil-Sen estimator is used again, as autocorrelation is also expected to
be present in time series of the growing season metrics. The time series are interpolated to daily values, sim-
ilar to the method used by T. Park et al. [37]. The obtained rate of change for the length of the growing season
is shown in Figure 9.5. This figure shows that for the regions that transitioned from browning to greening, the
growing season shows a strongly positive trend and the mountainous regions of Europe are clearly distinct
in the plot. The rest of Europe shows more muted rates of change, both positive as well as negative. The
lengthening in Scandinavia was also found in other studies - albeit for different periods of time [10, 19, 35].

Figure 9.5: The rate of change of the length of the growing season per year, determined between 1999 and 2018. Regions
where the metrics could not be determined due to a lack of seasonal vegetation cycles are shown in grey.

9.4. The Vegetation Seasonal Cycle in the Netherlands
In this section the aggregated seasonal components for the artificial, agricultural, grasslands and forests and
wetlands class of the Netherlands are shown. The choice to present only the results for this country and these
classes is explained in Section 8.4.

Unlike the aggregated trend components, these seasonal components show little variation throughout the
time series and the standard deviation is less affected by the forecasting window. The seasonal amplitude
of the wetlands class is greater than that of the other classes, with small differences between the other three
classes. Additionally, all classes show the same seasonality, with the maximum occurring on the 19tth or 20th

time step of the year for all four classes. The average seasonal component shows a reduction in amplitude
near the forecasting window, which is then carried through by the forecasting algorithm and is most obvious
for the wetlands forecast. Belgium, Germany, France and to a lesser extent Luxembourg all show this decrease



Chapter 9. The Vegetation Seasonal Cycle 72

in amplitude. The same results are not obtained for many of the other countries, indicating that it is likely
not a methodological artefact. L. Xu et al. studied the vegetation seasonality in the boreal region, which en-
compasses the Netherlands, and found it to be approximately constant between 1995 and 2007, after which
it showed a negative trend until the end of their assessed time span in 2010 [167]. They do not provide sta-
tistically significant results for the Netherlands, making it difficult to draw direct comparisons. It is however
interesting to note that they found a similar pattern, albeit roughly ten years sooner.

(a) Artificial.

(b) Agricultural.
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(a) Grasslands and forests.

(b) Wetlands.

Figure 9.6: The aggregated seasonal components of the Netherlands for the full time span. The original data and forecast
are divided by the vertical black line, and the standard deviation is shown by the blue shaded area.
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10
Summary and Conclusions

This MSc thesis project analysed SPOT-VGT and PROBA-V NDVI data [54] of Europe over the last twenty years
in order to determine how vegetation metrics have changed over this time period and are expected to change
in the future. A similar time span was used by most studies that have been conducted previously, but the
geographical extent varies more significantly, from areas of countries to the entire globe. Several studies have
already been conducted on Europe, however to the best knowledge of the author no study exists that studied
Europe’s vegetation in the same level of detail as this thesis project. As such, the main research question
that the project aimed to answer is: ‘Which temporal trends can be found for vegetation in Europe between
1999 and 2018 using remotely sensed data?’. Other aspects that the research investigated are the use of NDVI
data for land cover classification, determining whether NDVI trends are suitable for forecasting and what
those forecasts indicate. To answer these research questions, a methodology was devised consisting of five
main steps: data pre-processing, classification, determining the time series components, forecasting and
time series analysis. This methodology was then applied to the full domain to provide the necessary results.

10.1. Summary of the Methodology
The first aspect of the methodology is that of data pre-processing, which is used to reduce the noise in the
data, as well as fill in data that is missing, and therefore increase the information that can be gathered from
it. Despite the measures the proprietors have taken to reduce the noise in the data, noise is still present and
noise reduction is applied almost ubiquitously in research. The first step of the noise reduction algorithm is
to substitute pixels marked as invalid using temporal interpolation. As this insufficiently reduced the noise in
the data set, existing noise reduction methods were investigated and a comparison between the most promis-
ing methods was performed. The iterative Savitzky-Golay filter devised by J. Chen et al. [68] performed the
best, and was thus used to reduce the noise in the data set further.

After the noise has been reduced, the data can be classified to determine which group a pixel belongs to.
The classification tree was selected due to its applicability to the remotely sensed data set and prior use for
vegetation classification. As this is a supervised methodology, training data is required. For this project, the
Corine Land Cover database [95] was used which covers the majority of the analysed domain.

The basic classification tree was unable to classify rarer classes, necessitating a more elaborate classifica-
tion methodology. To create a more balanced training data set, the data was oversampled. To mitigate the
associated overfitting and improve the results further, the ensemble technique bagging was applied. With
this technique, a multitude of classification trees are grown and majority voting is applied to arrive at the
final result.

An investigation into the data itself led to the conclusion that it is not well suited for the classification of
larger domains. By segmenting the data into smaller sections, both the intra-class variability and inter-class
separability were improved drastically. The average Jeffries-Matusita distance was increased by 0.59 and the
average Euclidean distance was reduced by 40.0%. Dividing the domain into smaller segments is therefore
seen as an essential step in the classification algorithm.
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These steps were sufficient to generate accurate spatial results, but for coherent annual classification re-
sults they were insufficient. To decrease the temporal variance, a second layer of majority voting in the form
of overlapping segments was introduced, as well as temporal smoothing.

The noise-reduced data was not only used for land cover classification, but also to provide analytical results
on its temporal behaviour. To this end, the time series were decomposed into trend, seasonal and remainder
components using STL decomposition. The trend and seasonal components are analysed separately, with
the remainder component receiving no further attention.

As the trend component cannot be expected to show consistent behaviour over the time period, its break
points were determined by using a modified version of the partial structural change model as described by
Bai and Perron [133]. By including iteration, the algorithm is capable of determining the most optimal com-
bination of break points regardless of the order in which they were detected, and a modest improvement in
performance of approximately 7% was obtained.

To determine how vegetation activity is expected to change in the future, the ARIMA and SARIMA forecast-
ing methods were applied on the trend and seasonal component data respectively. As the component data
proved ill-suited for the aforementioned models, the Box-Cox transformation is applied to improve the char-
acteristics of the time series.

Despite these efforts, the forecasting window is limited to two years to limit the forecasting errors for the
trend component. This is in no small part due to the forecasting methodology not taking the possibility of
break points occurring in the forecasting window into account, due to the added complexity and only mod-
erate prior success.

Finally, a methodology was described to analyse these time series components. As separate results are desired
for the trend and seasonal components, a different method is applied to each.

To determine the degree of vegetation greening and browning and its statistical significance, the Theil-
Sen estimator and Mann-Kendall test were applied to the trend component data. Further, to determine the
sustainability - and thus suitability of the trend component for forecasting - the Hurst exponent was com-
puted.

The seasonal component was used to determine the growing season metrics by applying the midpointpixel

method. As the seasonal component data varies strongly over the domain, this method was made more
robust by including the necessity for the start and end to be before and after the annual maximum, as well as
show a positive and negative rate of change respectively.

10.2. Summary of the Results
After developing this methodology, it was applied on the full European domain by using the Cartesius super-
computer. The results are split into three parts, the first being the generated land cover and the second and
third the results obtained for the trend and seasonal component respectively.

The classification methodology was applied on the full data set, and annual land cover maps were generated
for the years 1999 to 2018. These maps showed that the classifier manages to capture all the major patterns
found in the Corine ground truth data. Furthermore, even for regions where the ground truth data is missing
and suitable training data cannot be used, the classifier manages to capture even minor details accurately.

Quantitatively, the total classification accuracy exceeds 80%, due to the high accuracies obtained for the
common agricultural and grasslands and forests classes. The accuracy of the rare artificial and wetlands
classes is lower at 41.7% and 30.4% respectively, however at a level comparable to that of reference studies.
Interestingly, for these rarer classes the precision is greater than its accuracy. This indicates that the classifier
is conservative when classifying rarer classes.

Aside from these results for the full domain, results specific to the countries and largest cities within the
domain are also given. The generated land cover was divided on a national basis, and a high urbanisation
was found in Eastern Europe, a slight decrease and increase of farmland in Western Europe and Eastern Eu-
rope respectively, and forestation in north-western countries. The majority of the assessed cities grew in size
during the twenty year time period.
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To determine the rate of change of vegetation activity, the trend component was analysed. The results showed
a consistent, low rate of greening over most of Europe and NDVI increased with approximately 2 · 10−4 per
year. Exceptions are the mountainous regions, which are browning more rapidly, and show a change in NDVI
on the order of −5 ·10−4 per year, and North-Eastern Europe which is browning at a lesser rate and NDVI has
decreased with −2 ·10−4 per year.

The rate of change in vegetation activity was also determined using the final partitions of each time series,
to provide information that is both more recent in time and shows the basis used for forecasting. The areas
that are browning over the full time period have nearly all transitioned to greening, with areas of France,
Germany and Spain having transitioned from greening to browning. By applying partitioning, it was further
shown that the Hurst exponent value was increased by 5.4% and is highly sustainable. This indicates that
the trend component data can be used for forecasting, and its suitability is improved due to the break point
detection algorithm.

As the forecasting algorithm uses the last partitions of the trend whenever possible, similar values are pre-
dicted for the future. Differences are that the browning in France and Germany has increased, and browning
has transitioned to greening in Spain and parts of Scandinavia. The statistical significance of the trends for
forecasting window, as well as for the twenty year time span and the last partition, is high throughout the
domain.

The time series analysis discussed so far does not include the full level of temporal detail, and differences
in vegetation activity on a smaller time scale are lost. To provide this detail, aggregated components were gen-
erated for each country and class individually. For both the agricultural and grasslands and forests classes, a
notable negative shift in the trend is found for the central portion of the time series, stronger for the former
than the latter. This is likely a result of the reduced temperature over this time period.

The final results that are given are those obtained for the seasonal component. To provide more informa-
tion regarding the vegetation phenology in Europe, the start, end and length of the growing season for both
the original as well as the forecast seasonal component were determined. Generally speaking, the growing
season is more postponed the greater the latitude. Similar results were found for the mountainous regions of
Europe, which display a later and shorter growing season compared to their surroundings.

A notable change shown by the forecast data is a lengthening of the growing season for the regions that
previously showed a transition from greening to browning. Further, on average the growing season starts and
ends earlier, with a moderate change in the length of the growing season.

Finally, the growing season lengthening shows correlation with the areas that transitioned from browning
to greening. It should be noted however, that neither the applied methodology nor the used data is well-suited
to capture trends in the growing season metrics.

Compared to the aggregated trend components, the seasonal components shows less variability, both
within the original time span as well as the forecasting window. All of the assessed seasonal time series
showed a repeating maximum just after the year’s halfway point, as well as a decrease in amplitude for the
later years.

10.3. Conclusions
Now that the thesis has been summarised, a conclusion can be drawn as to whether or not the used method-
ology and obtained results are sufficient to answer the research questions the thesis project aimed to answer.
The main research question was:

Which temporal trends can be found for vegetation in Europe between 1999 and 2018 using remotely sensed
data?

This question was answered by calculating the trend component of each time series using STL decompo-
sition. Additionally, by detecting the break points of these trend components they could be divided into
partitions. This allowed for the degree of greening and browning to be quantified not only for the full time
span, but also after the last break points which is more representative of the current state of vegetation. As
the generated trend component shows high spatial autocorrelation and statistical significance, the author is
confident in the results.
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Aside from the main research question, three sub questions were also answered. These questions are:

• Are NDVI time series suitable for forecasting?

• How is vegetation expected to evolve into the future?

• Can NDVI data be used to create a representative, continent-spanning land cover data set?

The first and second subquestion regard the forecasting aspect of this study. Testing showed the forecasting
algorithm to be accurate and robust for the seasonal component, and the growing season metrics could be
determined over the forecasting window without issue. Due to the turning points within the trend compo-
nent, it is less suitable to be forecast. Nevertheless, the high sustainability determined for the trend compo-
nent indicates that existing trends are expected to continue into the future, and the fact that sustainability is
increased for the last partition increases the confidence held in the break point detection algorithm. Addi-
tionally, the observed spatial autocorrelation of the results and high statistical significance of the degree of
greening and browning provide further confidence in the forecast rates of greening and browning.

The final research question is successfully answered by the obtained classification results that are accurate
in both a quantitative as well as qualitative sense. The specific issue of classifying the full, continent-spanning
domain was addressed by dividing the data into smaller sections which greatly increased the separability be-
tween classes, and decreased the variability within each class.

All the research questions have thus been successfully answered, and a number of scientific contributions
have been made, as to the best knowledge of the author no prior study has generated these results or imple-
mented these methodological steps.

The generation of annual land cover results of Europe, its countries and cities provides detailed informa-
tion regarding land cover change, both spatially as well as temporally. In terms of the classification methodol-
ogy, sweeping sectioning greatly increased the size of the domain that could be accurately classified, reduced
the variance of the classified land cover and removed the discontinuous borders between the segments. Ad-
ditionally, a supervised classification method was used successfully to classify regions where the required
training data was not available, and the results obtained for these regions were shown to be of high quality.

Previous studies exist that determine the degree of greening and browning over the European domain,
but they generally lack statistical significance for large parts of the domain, or provide outdated results at a
significantly lower resolution. The decomposition of the time series into their trend and seasonal compo-
nents resulted in a high statistical significance. Additionally, by analysing only the European continent these
results could be generated at a 1 by 1 kilometre resolution and smaller spatial details such as the browning of
the Pyrenees could be determined.

Finally, whilst growing season metrics and forecasting results exist, they restrict themselves to specific
types of vegetation or parts of the European domain. This study did not restrict itself, and these findings were
produced for all assessed classes for the entire European domain.



11
Future Recommendations

At the end of this thesis project, aspects remained that could improve the methodology and results, but were
not included and remain the object of future research. These led to the following recommendations, which
are split into sections for the classification, time series analysis and forecasting methodology in Sections 11.1,
11.2 and 11.3.

Additionally, it is noted that apart from classification the methodology can be readily applied to other do-
mains, as the SPOT-VGT and PROBA-V NDVI data are available globally for the entire assessed time span.
The limited extent of the Corine database restricts the possible extension of the classification results, which
is addressed in more detail in Section 11.1.

11.1. Recommendations for Land Cover Classification
Whilst the classification methodology produced more than adequate results, several improvements can still
be envisioned to the methodology to increase the performance as a whole, and more specifically the accuracy
obtained for rarer classes.

• Use higher resolution NDVI data. Currently, the Corine land cover data is at a tenfold finer resolu-
tion than the Copernicus NDVI data. During the creation of the classification methodology it became
evident that the classification performance is increased drastically when a finer resolution is used, in
particular for the rarer classes. As such, further improvements are expected when the methodology is
applied to finer data.

• Investigate more complicated sampling methods, i.e. base it on samples that the method first fails to
correctly classify or base it on the distribution in feature space. Currently, no special attention is paid
to the rare cases that exist within the classes. By leveraging the clusters within the feature space that
these cases inhabit, these can be classified more accurately.

• Include spatial parameters in classification, akin to object-based classification, as the distribution and
size of objects is expected to hold valuable information, in particular for the artificial class. From the
resulting land cover maps it can be deduced that a large fraction of the artificial class takes the form of
‘noise’ within the land cover map. These samples are both rare, as well as distinct from their neighbours.
Both of these attributes are useful information that can be deduced by dividing the data into objects.

• Compare the results to the ones obtained when more parameters are included to teach the classifier
with, for instance temperature and precipitation or another vegetation parameter such as LAI. This
would indicate the change in performance when using only NDVI, and quantify the need for extra vari-
ables to be included.
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Recommendations are also made to extend the land cover results obtained thus far - both spatially as well as
temporally.

• Spatially extend the land cover results by classifying a larger domain. The classification methodology
proved capable of classifying areas where training data was not present, but in order for this to be the
case the available training data must be representative. To classify a considerably larger domain, a
different ground truth data set must be used, such as the Copernicus Global Land Cover database [65].
It is at a 100 by 100 metre resolution, and distinguishes between 23 types of land cover - predominantly
vegetation types - at a total accuracy of 80%. Currently the global data set is available only for the year
2015.

• The land cover results can be temporally extended in a straightforward way by simply classifying annual
NDVI results of the analysed domain as they are made available, and as of the second of January 2020,
the 2019 NDVI data is complete [54]. The features that are currently used to describe the time series
preclude the production of classification results in real-time. Instead, a different set of features would
have to be used. One such solution could be to fit polynomials or other functions to the time series
obtained thus far, and use the coefficient values.

11.2. Time Series Analysis Recommendations
With regards to the time series analysis, two recommendations can be made. The first pertains to the break
point algorithm, which deserves further attention, and the second to the growing season metrics which are
at this point insufficiently accurate.

• Investigate the iterative break point algorithm in more detail. Whilst the current algorithm showed an
improvement over the original model, its exact capabilities have not been investigated in detail and
the local minima found in the sums of squared residuals data have not been exploited to their full
extent. The latter can in theory not only be used to increase the accuracy of the algorithm, but in some
circumstances also greatly reduce the computational time.

• The methodology used to determine the growing season metrics proved insufficiently accurate to de-
termine the rates of change of said metrics. Currently, the existing methodologies show little sophisti-
cation and do not take detailed phenological behaviour into account. A more accurate method is thus
needed, which uses the available information to a greater extent.

11.3. Recommendations for Forecasting
For the forecasting aspect of this thesis, two recommendations can be made. The first is related to the data
used to produce the forecasts, and the second is an improvement to the used methodology.

• Produce NDVI forecasts based on multiple data types. Currently, the NDVI forecasts are created using
only the NDVI time series. Other climatic data, such as precipitation and temperature data, is however
expected to hold valuable information regarding the future state of vegetation. In fact, the NDVI trend
and temperature data of the Netherlands was found to be correlated in Section 8.4, and prior studies
on vegetation forecasting described in Section 5.1 included other data sets.

• An improvement that can be made to the forecasting algorithm, is to include the possibility of break
points in the forecasting window. Unexpected turning points were the biggest source of error for the
trend component forecasts, and with an effective algorithm the forecast quality can be improved con-
siderably. Currently, insufficient time was available for attempts to integrate such an algorithm. Fur-
thermore, to the best knowledge of the author even the most advanced forecasting methodologies that
include this feature have achieved only limited success.
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A
Autocorrelation of Invalid Pixels

In this appendix the autocorrelation coefficients are given for the European data set, as well as the Swedish
subset, to prove that temporal interpolation described in Section 2.3 is suited as the invalid pixels are almost
entirely uncorrelated.

To determine the temporal autocorrelation of the invalid pixels, binary time series were generated for each
pixel with a value of 1 if the pixel is invalid, and 0 if not. High autocorrelation values will be returned in the
case that successive pixels are invalid and vice versa. Figure A.1 contains the mean absolute autocorrelation
coefficient value for time lags up to a year, as well as the standard deviations. From this figure it is evident
that the bounds for statistical significance represented by the blue lines are not breached by the mean values.

The alternative is represented by Figure A.2, where the same plot is created of the Swedish subset. Here,
long-term snow cover and poor radiometric quality is expected to result in correlation. This suspicion is
confirmed, as several time lags are now correlated. As this is only an issue for a limited part of the data set,
and no viable vegetation data is present for these periods, this is seen as acceptable.

Figure A.1: Average autocorrelation coefficient, taking all types of invalid pixels into account in Europe.
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Figure A.2: Average autocorrelation coefficient, taking all types of invalid pixels into account in Sweden.



B
Iterative Savitzky-Golay Filter Sensitivity

This appendix contains the results from the sensitivity analysis of the iterative Savitzky-Golay filter, which
was already described briefly in Section 2.6.

The iterative Savitzky-Golay filter uses four parameters in total, two polynomial degrees and two window
widths which are used to form the polynomials. Whilst it may appear from Figure B.1 and Figure B.2 that the
spatial and temporal autocorrelation differ greatly as a function of d1 and d2, the degrees of the polynomials
used by the first and the iterative filter respectively. The difference is in fact less than a percent between the
maximum and minimum for the spatial autocorrelation and only a few percent for the temporal autocor-
relation. The selected value of 2 has nearly the highest temporal autocorrelation, with the lowest standard
deviation of said value.

Figure B.1: Spatial and temporal autocorrelation for various degrees of the polynomial of the first filter.
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Figure B.2: Spatial and temporal autocorrelation for various degrees of the polynomial of the iterative filter.

Similarly, for the single-sided window widths m1 and m2, the spatial autocorrelation is again very insensitive,
with the time series becoming increasingly temporally correlated with a greater width. Nonetheless, the dif-
ferences are small and to ensure that the second harmonic is kept, a window width of 9 was selected. These
results are shown for the first and iterative filters in Figure B.3 and Figure B.4 respectively.

Figure B.3: Spatial and temporal autocorrelation for various single-sided window widths of the first filter.
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Figure B.4: Spatial and temporal autocorrelation for various single-sided window widths of the iterative filter.



C
Intermediate Classification Results

In this chapter, the intermediate classification results are given for the Iberian subset, such that more infor-
mation is available than is given in Chapter 3. For reference, the ground truth data is given again in Figure C.1.

Figure C.1: Corine land cover data for the Iberian peninsula.

From Figure 3.4, it was already evident that the single classification tree did not provide acceptable results. Its
confusion matrix is given by Figure C.2, which further shows that the classifier fails almost entirely to classify
the rarer classes.
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Figure C.2: The confusion matrix for the Iberian land cover data resulting from a single classification tree.

The classifier was changed by including oversampling and bagging, which by themselves did not provide a
major effect on the results as can be seen in Figure C.3 and Figure C.4.

Figure C.3: Resulting land cover classification for the Iberian land cover data resulting from a classification tree using
oversampling and bagging.



Appendix C. Intermediate Classification Results 89

Figure C.4: The confusion matrix for the Iberian land cover data resulting from a classification tree using oversampling
and bagging.

However, these methods combined with segmenting do have a positive effect on the classifier’s performance.
Figure C.5 shows the results obtained by using a single classification tree combined with segmenting, which
when compared to Figure C.6 when oversampling, bagging and segmenting are used in conjunction shows
that in particular the true positive rate for the final classification results has improved drastically. The final
results for the year 2000 are shown in Figure C.7, and further show a large improvement in the classification
quality.

Figure C.5: The confusion matrix for the Iberian land cover data resulting from a single classification tree using
segmenting.
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Figure C.6: The confusion matrix for the Iberian land cover data resulting from a classification tree using oversampling,
bagging and segmenting.

Figure C.7: The land cover map for the Iberian land cover data resulting from a classification tree using oversampling,
bagging and segmenting.



D
Using Outdated Ground Truth Data for

Classification

The Corine land cover data that is used as ground truth data to train the classifier is produced on a six-year
basis. As a result, the situation can arise that a six year old data set must be used, compared to the current
maximum of three years when the required data sets are available. This appendix shows that the effects this
has on the classification performance, both quantitatively and qualitatively, are limited. The choice was made
to classify NDVI data from 2012 using ground truth data from 2006, as the similarity between the 2012 and
2018 data sets is notably higher, as shown by Table 7.1.

First a quantitative comparison is made by comparing the confusion matrix for the year 2012 when the clas-
sifier is trained using the Corine data from 2006, shown in Figure D.1, and the confusion matrix when the
correct Corine data from 2012 is used in Figure D.2. It is clear that whilst the latter outperforms the former on
nearly all metrics, the differences are minor.

Figure D.1: Confusion matrix of the year 2012, when the classifier was trained using data from 2006.

91



Appendix D. Using Outdated Ground Truth Data for Classification 92

Figure D.2: Confusion matrix of the year 2012, when the classifier was trained using data from 2012.

This becomes clear when comparing the generated land cover maps (before smoothing has been applied).
Whilst differences between the two exist, they are minor and no clear differences can be observed between the
two data sets. The similarity between the generated land cover maps is therefore high, at 95.6%. As expected,
this similarity is both higher than the similarity between the Corine 2012 and 2006 data for the same domain,
which is 93.5%, as well as the 93.3% similarity obtained when classification is performed normally.



E
Classifying with Missing Ground Truth

Data

To test whether the classifier is able to cope with missing ground truth data, the methodology described in
Subsection 3.5.2 is tested on data of France. The eastern half is given missing values, such that the classifi-
cation accuracy determined in that section when the data is present can be compared to when that data is
missing. The Corine land cover is given in Figure E.1.

Figure E.1: Corine land cover data of France.

The confusion matrix for the eastern half is shown in Figure E.2. In this case, the classifier was able to use
the data in this eastern half for training and the resulting classification accuracies are high. When this half is
specified to be missing, the classifier must be trained using the data of the western half of France. Figure E.3
shows that the classification accuracy of the less common classes has dropped substantially. The likeliest
explanation would be that balancing the data accurately is no longer possible, and the distribution of another
section may not resemble that of one far away. Despite the fact that half the data was missing, and the eastern-
most sections had to use ground truth data approximately 450 kilometres away, the classification accuracies
of the most common classes are still high and the method is considered adequate.
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Figure E.2: Confusion matrix for the eastern half of the data set.

Figure E.3: Confusion matrix for the eastern half of the data set, when it is specified to be missing.



F
Variability within Each Class

In this appendix, the variability within each class in the Iberian data set is given by its average Euclidean
distance and the standard deviation of these distances. The initial values before segmenting are given in
Table F.1. As can be seen in Table F.2, the values are lower after segmenting has been applied. In other words,
the variability within each class has decreased making it easier for the classifier to create an accurate profile.
Contrary to the Jeffries-Matusita distances, these values are improved for every class. Finally, Table F.3 shows
the relative improvement for each class via the relative decrease in the values obtained after segmenting. On
average, the Euclidean distance is improved by 40.0% due to segmenting.

Table F.1: Average Euclidean distance and its STD in Iberia when no segmenting is applied.

Artificial Agri. Grass & forests Non-vegetated Wetlands Water bodies
Euclidean distance 0.1666 0.1562 0.1569 0.1577 0.2269 0.0307
STD 0.0724 0.0570 0.0631 0.0750 0.1439 0.0888

Table F.2: Average Euclidean distance and its standard deviation in Iberia when segmenting is applied.

Artificial Agri. Grass & forests Non-vegetated Wetlands Water bodies
Euclidean distance 0.1029 0.0870 0.0967 0.0916 0.1632 0.0156
STD 0.0557 0.0380 0.0431 0.0529 0.1249 0.0416

Table F.3: Relative improvement in average Euclidean distance and its standard deviation in Iberia when segmenting is
applied.

Artificial Agri. Grass & forests Non-vegetated Wetlands Water bodies
Euclidean distance 38.24% 44.30% 38.37% 41.92% 28.07% 49.19%
STD 23.07% 33.33% 31.70% 29.47% 13.20% 53.15%
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G
Quantitative Land Cover Results

This appendix contains the numeric values of the proportion of the land cover classes in Table G.1 and the
absolute changes with respect to the total number of samples within the country, as well as the relative change
with respect to the number of samples within the class itself, in Table G.2 and Table G.3 respectively. These
tables then provide the numerical information used to create the plots in Section 7.2. The reader is reminded
that due to an inconsistency in the Corine data of the year 2000, the classified data for 2004 is used for Great
Britain instead of 1999.
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Table G.1: The distribution of land cover classes for the European nations in 1999. Please note that for Great Britain the
year 2004 is used instead.

Country Artificial [%] Agric. [%] Grassl. & Forests [%] Non-Veg. [%] Wetlands [%] Water [%]
Albania 0.30 24.91 71.36 1.10 0.02 2.32
Austria 1.81 29.57 62.53 5.56 0.11 0.41
Belarus 1.04 61.97 36.40 0.00 0.03 0.56
Belgium 9.29 70.56 19.79 0.00 0.08 0.29
Bosnia and H. 0.63 25.21 73.651 0.28 0.02 0.20
Bulgaria 0.90 52.95 45.42 0.08 0.01 0.64
Croatia 0.78 36.59 59.75 0.20 0.08 2.60
Czech Rep. 1.94 64.59 33.36 0.00 0.00 0.11
Denmark 4.59 84.15 6.91 0.01 0.18 4.15
Estonia 0.79 23.72 67.47 0.00 1.82 6.21
Finland 0.62 4.01 84.19 0.25 0.63 10.30
France 2.47 66.24 29.69 1.03 0.10 0.46
Germany 4.83 66.24 27.80 0.05 0.13 0.96
Great Britain 5.68 58.85 22.81 0.47 6.63 5.56
Greece 0.87 37.20 57.48 0.38 0.05 4.03
Hungary 1.59 75.61 21.83 0.00 0.14 0.83
Ireland 0.97 75.32 3.95 0.24 17.82 1.71
Italy 2.33 56.08 37.56 2.44 0.01 1.58
Kosovo 0.99 38.36 60.59 0.05 0.00 0.02
Latvia 0.64 37.10 59.11 0.01 1.05 2.09
Lithuania 0.97 68.20 29.08 0.00 0.09 1.66
Luxembourg 5.21 63.65 31.15 0.00 0.00 0.00
Macedonia 0.55 37.59 60.10 0.02 0.01 1.73
Moldova 0.06 93.59 5.55 0.00 0.03 0.77
Montenegro 0.68 4.94 90.81 1.20 0.37 1.99
Netherlands 10.48 76.24 4.92 0.02 0.41 7.93
Norway 0.27 1.65 59.70 29.82 0.24 8.32
Poland 1.52 68.80 28.13 0.01 0.09 1.45
Portugal 1.91 49.02 48.37 0.40 0.01 0.30
Romania 0.64 60.33 37.11 0.02 0.90 1.00
Russia 0.26 13.84 72.89 0.02 0.90 12.10
Serbia 1.13 53.43 45.02 0.02 0.01 0.39
Slovakia 1.02 49.26 49.30 0.19 0.00 0.23
Slovenia 1.20 29.04 68.53 1.12 0.06 0.04
Spain 0.62 55.11 42.73 1.04 0.07 0.43
Sweden 0.73 5.70 82.49 2.64 0.35 8.09
Switzerland 3.99 31.56 46.55 15.15 0.00 2.74
Turkey 1.13 46.28 47.09 3.51 0.10 1.89
Ukraine 0.62 75.91 21.89 0.00 0.18 1.41
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Table G.2: The absolute difference between land cover distributions of 1999 and 2018, as percentage of total land cover
for that country. Please note that for Great Britain, 2004 is used instead of 1999.

Country Artificial [%] Agric. [%] Grassl. & Forests [%] Non-Veg. [%] Wetlands [%] Water [%]
Albania 0.78 -1.28 0.22 0.30 0.00 -0.02
Austria 0.18 -0.22 -0.25 0.28 0.00 0.00
Belarus -0.17 -0.87 0.94 0.00 -0.02 0.12
Belgium -0.34 -0.85 1.15 0.00 0.04 0.01
Bosnia and H. 0.33 2.84 -3.46 0.27 0.00 0.02
Bulgaria 0.34 1.81 -2.20 0.02 0.00 0.03
Croatia 0.39 1.70 -2.14 0.06 -0.05 0.04
Czech Rep. 0.27 -2.77 2.50 0.00 0.00 0.00
Denmark 0.19 -1.46 1.45 -0.01 -0.04 -0.13
Estonia -0.05 2.88 -3.05 0.00 0.30 -0.08
Finland -0.01 0.28 -0.16 0.01 -0.15 0.03
France 0.46 -0.99 0.46 0.07 0.00 0.00
Germany 0.43 -3.10 2.63 -0.01 0.00 0.04
Great Britain -0.10 -0.76 0.24 -0.08 0.59 0.11
Greece 0.74 -0.64 -0.37 0.21 0.01 0.05
Hungary 1.13 -0.79 -0.45 0.00 -0.01 0.13
Ireland -0.01 1.05 -0.04 0.15 -1.14 -0.02
Italy 0.61 0.30 -1.34 0.42 .00 0.01
Kosovo 0.66 -1.34 0.62 0.05 0.00 0.01
Latvia 0.05 0.68 -0.84 0.02 0.03 0.06
Lithuania -0.01 -1.43 1.39 0.01 0.01 0.04
Luxembourg 0.22 -3.46 3.23 0.00 0.00 0.00
Macedonia 0.23 -1.14 0.91 0.02 0.00 -0.02
Moldova 0.26 -0.34 0.09 0.00 -0.02 0.014
Montenegro 0.47 0.18 -2.46 1.76 0.00 0.05
Netherlands 0.57 -2.06 1.28 -0.01 0.09 0.12
Norway 0.00 -0.07 -0.73 0.88 0.08 -0.17
Poland 0.23 -0.89 0.61 0.00 0.02 0.02
Portugal 0.25 1.33 -1.46 -0.24 0.01 0.11
Romania 0.51 1.67 -2.22 0.01 -0.03 0.04
Russia -0.07 0.46 -0.26 0.13 -0.39 0.09
Serbia 1.01 1.28 -2.36 0.01 -0.01 0.07
Slovakia 0.64 -0.93 0.27 0.00 0.00 0.02
Slovenia 0.42 0.14 -0.60 0.02 0.01 0.01
Spain 0.32 -0.13 0.33 -0.55 0.00 0.03
Sweden -0.01 -0.38 0.10 0.13 0.14 0.03
Switzerland 0.16 -1.65 1.37 0.10 0.00 0.03
Turkey 0.56 0.25 -0.74 -0.20 -0.02 0.15
Ukraine -0.00 1.28 -1.27 0.00 -0.03 0.03
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Table G.3: The relative difference between land cover distributions of 1999 and 2018, as percentage of the number of
samples within that class. N.A. is used when the number of samples in 1999 was zero and in 2018 non-zero, meaning

that the relative change cannot be computed. Please note that for Great Britain, 2004 is used instead of 1999.

Country Artificial [%] Agric. [%] Grassl. & Forests [%] Non-Veg. [%] Wetlands [%] Water [%]
Albania 264.04 -5.15 0.31 27.29 14.29 -0.78
Austria 9.78 -0.74 -0.40 5.03 3.59 1.16
Belarus -16.11 -1.41 2.58 N.A. -54.78 21.42
Belgium -3.67 -1.21 5.79 0.00 51.35 3.57
Bosnia and H. 51.42 11.28 -4.70 97.51 -11.11 12.33
Bulgaria 38.03 3.42 -4.84 29.03 0.00 3.94
Croatia 50.79 4.64 -3.57 28.49 -59.70 1.37
Czech Rep. 14.08 -4.29 7.49 0.00 0.00 -2.22
Denmark 4.08 -1.73 20.97 -80.00 -23.02 -3.13
Estonia -5.76 12.14 -4.52 0.00 16.25 -1.22
Finland -2.22 7.05 -0.19 5.15 -23.66 0.28
France 18.75 -1.49 1.54 6.44 -4.96 0.43
Germany 9.01 -4.68 9.44 -17.60 3.29 4.26
Great Britain -1.75 -1.29 1.06 -16.88 8.94 1.89
Greece 85.69 -1.73 -0.65 54.84 25.00 1.32
Hungary 70.82 -1.05 -2.08 0.00 -7.07 16.09
Ireland -0.61 1.40 -0.92 62.37 -6.40 -0.89
Italy 26.08 0.53 -3.56 17.21 -10.00 0.55
Kosovo 66.89 -3.49 1.02 114.29 0.00 33.33
Latvia 7.86 1.83 -1.43 185.71 3.19 2.72
Lithuania -1.43 -2.10 4.78 N.A. 10.78 2.39
Luxembourg 4.27 -5.43 10.38 0.00 0.00 0.00
Macedonia 41.85 -3.05 1.52 116.67 0.00 -1.03
Moldova 406.25 -0.36 1.53 0.00 -60.00 1.81
Montenegro 68.25 3.63 -2.70 146.61 0.00 2.46
Netherlands 5.48 -2.71 26.02 -35.71 23.23 1.56
Norway 0.54 -4.37 -1.22 2.97 32.60 -2.01
Poland 15.44 -1.29 2.18 -8.06 23.21 1.35
Portugal 13.16 2.71 -3.01 -60.98 68.75 37.97
Romania 79.84 2.78 -5.97 65.15 -3.05 4.11
Russia -25.31 3.60 -0.36 747.73 -43.23 0.75
Serbia 89.74 2.40 -5.25 47.37 -84.62 17.78
Slovakia 62.84 -1.89 0.55 2.11 0.00 7.06
Slovenia 35.33 0.48 -0.88 1.83 17.65 15.39
Spain 51.19 -0.25 0.78 -52.90 -0.22 7.19
Sweden -1.47 -6.63 0.12 4.83 39.16 0.35
Switzerland 3.90 -5.22 2.94 0.63 0.00 1.08
Turkey 49.52 0.53 -1.57 -5.72 -17.56 8.01
Ukraine -0.55 1.68 -5.78 N.A. -18.35 1.83



H
Relative Changes on a National Basis in the

Corine Database

In this appendix the change in the class distribution between 2000 and 2018 for the Corine database is shown
in Table H.1 on a country-by-country basis, relative with respect to the number of samples found in the class
itself. Note that some countries are omitted due to a lack of Corine land cover data.
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Table H.1: Relative change w.r.t. the number of samples within the class itself from 2000 to 2018, according to the Corine
land cover database.

Country Artificial [%] Agric. [%] Grassl. & Forests [%] Non-Veg. [%] Wetlands [%] Water [%]
Albania 75.66 -1.79 -2.13 16.53 21.74 6.02
Austria 21.23 -2.03 -0.26 -0.38 -12.46 8.14
Belgium 2.96 -0.92 -0.22 -44.44 14.60 2.11
Bosnia and H. 36.46 -9.71 3.66 79.23 19.05 -0.31
Bulgaria -3.89 0.23 0.17 -9.08 -13.17 3.17
Croatia 25.63 -1.37 0.10 5.66 2.99 -0.85
Czech Rep. 10.93 -1.09 0.39 66.67 7.34 5.09
Denmark 16.85 -2.81 8.93 5.06 -0.08 8.87
Estonia 13.06 -3.12 0.81 -42.86 7.79 0.25
Finland 2.23 -3.35 0.62 38.18 -5.69 0.21
France 24.86 -1.60 -0.25 2.06 2.13 7.76
Germany 17.59 -3.54 3.45 -65.32 -9.95 11.82
Great Britain 14.28 -3.22 -22.57 -35.41 317.03 1.99
Greece 49.16 -3.22 -0.59 50.81 -1.67 4.75
Hungary 10.22 -3.80 9.27 12.90 2.65 1.79
Ireland 23.54 1.38 3.11 124.03 -13.31 -3.35
Italy 17.48 -0.81 -5.65 64.48 3.15 1.92
Kosovo 86.15 -4.36 -0.09 28.99 0.00 -8.70
Latvia 53.41 -11.28 8.66 270.00 2.63 9.07
Lithuania 8.20 -4.23 7.81 50.00 -3.81 2.84
Luxembourg 19.53 -5.55 4.92 0.00 0.00 -20.00
Macedonia 20.98 -3.68 0.92 202.47 16.00 4.04
Montenegro 81.62 -5.56 -3.97 60.00 -4.55 0.93
Netherlands 21.45 -4.79 6.71 -18.62 13.60 1.83
Norway 11.15 0.18 -0.57 0.17 2.62 -0.04
Poland 47.44 -5.17 6.32 -20.29 0.90 2.80
Portugal 21.93 1.14 -2.05 -24.89 4.98 53.21
Romania -17.01 0.512 2.50 -33.40 -13.98 -0.35
Serbia 11.77 -3.20 3.70 -8.63 35.21 1.83
Slovakia 11.38 -2.91 2.01 5.36 37.50 -2.56
Slovenia 26.31 -1.15 -0.32 -0.73 2.56 27.78
Spain 49.41 -3.91 4.84 -40.88 2.32 13.74
Sweden 12.28 0.72 -0.33 1.84 2.51 -1.64
Switzerland 5.71 -3.55 2.43 -1.97 44.74 0.29
Turkey 23.89 2.67 1.78 -33.95 -4.21 5.73



I
The Cartesius Supercomputer

The Cartesius supercomputer hosted by SURFsara [149] provided the computational resources necessary to
analyse the entire domain. In this appendix a very short overview of the system is given, as well as the com-
putational cost associated with the analyses described in this thesis document. Should the reader desire to
perform a similar analysis, the information given here will aid the selection of a suitable computational sys-
tem as well as the planning for the required computational time.

Cartesius is a general purpose system that enables the use of a high quantity of cores with a large amount of
memory. Two different types of nodes were used for this thesis, the fat nodes which contain 32 cores and have
256 GB of memory, and the thin nodes which have 24 cores and 64 GB of memory. As each parallel worker in
MATLAB uses roughly 1 GB of memory even when idle, the amount of usable memory for parallelised tasks
is limited when using thin nodes.

Nevertheless, as thin nodes are more frequently available, use was made of them for data pre-processing,
time series decomposition, break point detection and forecasting. The data was divided into four roughly
equal parts by latitude, to avoid exceeding the amount of available memory.

As the spatial domain affects the results obtained for classification, the aim was to have the sections be as
large as possible and thus fat nodes were used. The data was divided into seven parts by latitude, which were
roughly equal in size. A conscious effort was made to limit the effect of this procedure on the classification
results. A qualitative analysis showed that the borders between these parts are not visible, and this segmen-
tation of the data is deemed not to have affected the results in a meaningful way.

The required computational time is given in Table I.1, for both a single core and when either the 24 cores
of the thin node are used or, in case of classification, the 32 cores of the fat node are used.

The reader is reminded that the full domain contains approximately 20 million pixels, of which roughly
half are sea pixels. For all the steps listed in the table, the computational time required by these ten million
sea pixels is negligible compared to that of the remaining land pixels, and the computational cost per land
pixel is roughly twice the values given in the table.

Data pre-processing, classification and time series decomposition could be performed at native resolu-
tion due to the acceptable computational cost. As break point detection and forecasting proved costly even
for Cartesius, these computations were performed for only one tenth of the domain.

Table I.1: Required computational time of the various tasks, assuming only one core is used in clock-seconds and
clock-hours, as well as the total when the thin or fat nodes are used.

Task
Computational time
per pixel [clock-s]

Total computational
time [clock-hr]

Total computational time
[hr]

Data pre-processing 0.12 672 28
Classification 0.60 3,360 105
Time series decomposition 0.20 1,080 45
Break point detection 8.38 46,560 1,940
Forecasting 54.0 300,000 12,500
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