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ABSTRACT

Recovering the appearance and physical parameters of elastic objects
from multi-view video is essential for many applications that require
simulation of the real world. Past methods for this task have provided
accurate results in recovering physical properties; however, their re-
liance on Neural Radiance Fields (NeRFs) for novel view synthesis
means they trade off visual quality for rendering speed. To address
this issue, we present a novel framework for the joint appearance
reconstruction and physical parameter estimation of elastic objects
relying on 3D Gaussian splatting. Our key insight is that dynamic
3D Gaussian kernels extracted from multi-view video can be used
to reconstruct the object’s geometry and supervise elastic parame-
ter fitting through a differentiable physics engine. Novel views and
object behaviours can then be constructed by forward simulating the
extracted mesh and using it to drive the Gaussian kernels. We demon-
strate that our method is competitive with the state of the art on phys-
ical parameter estimation while being better at reconstructing object
appearance. Additionally, our method can simulate novel views and
object interactions at near real-time rates that outperform past ap-
proaches.
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Figure 1: We present a novel framework for joint appearance reconstruc-
tion and physical parameter estimation of elastic objects. Our
method works on multi-view video and uses dynamic 3D Gaus-
sian splatting and differentiable Neo-Hookean simulation to re-
construct and simulate the recorded object. Overall, the resulting
technique can recover physical parameters at the level of state-of-
the-art methods while providing higher visual quality and infer-
ence speed.

Elastic objects are common in everyday life and must, therefore, be
included in any applications that require real-world simulations, such
as movie and video game production, virtual reality and robotic con-
trol. For these tasks, it is often needed to render the object from any
viewpoint and simulate it in various scenarios. Thus, we require tech-
niques that can reconstruct elastic objects” appearance and behaviour
(dynamics). Nonetheless, achieving these goals is challenging due to
the complex dynamics elastic objects demonstrate.

Traditional approaches that have tackled the above problem have
relied on point cloud scanning and tracking [WWY*15], often in com-
bination with robotic actuators that are required to accurately de-
form the object being scanned [CZB23; SLK*20]. These techniques
have high accuracy but are largely inaccessible due to the required
equipment. Simultaneously, Neural Radiance Fields (NeRF) [MST*20]
and 3D Gaussian splatting (3DGS) [KKLD23] have demonstrated that
high-quality appearance and geometry reconstruction from multi-view
images can be achieved. However, most methods based on these new
techniques are unsuitable for our purpose since they focus on cap-
turing static scenes [BMT*21; BMV*22; KJJ*21] or reconstructing ob-
served dynamics [XHKK21; PCPMMNZ21; GSKH21] and cannot make
inferences about the reconstructed object’s behaviour under new con-
ditions.



INTRODUCTION

To be able to generalize to novel object behaviours, a few techniques
have attempted to jointly recover objects’ appearance and physical
elasticity parameters directly from multi-view video. The idea be-
hind those methods is to recover object representations that can be
rendered and simulated accurately using the recovered parameters.
The first to try this was Virtual Elastic Objects (VEO) [CTS*22], which
was later followed by PAC-NeRF [LQC*23]. Both of these techniques
are NeRF-based, and they entangle the physics and appearance rep-
resentation. As a result, they are prone to rendering artifacts due to
errors in the physical parameter estimation and, most importantly,
trade visual quality for rendering speed. More recently, Spring-Gaus
[ZYWL24] attempted to mitigate these issues by utilizing the explicit
radiance field representation used by 3DGS. Their method models ob-
jects as spring-mass networks of spatially varying spring stiffness and
drives the Gaussians based on how the masses move. Although this
approach is performant and can achieve excellent visual quality, its
reliance on a spring-mass network makes it unrealistic, thus making
the method unsuitable for physically accurate material characteriza-
tion.

In this work, we address the limitations of the current techniques
for jointly recovering the appearance and physical parameter estima-
tion of elastic objects by combining 3DGS with differentiable Neo-
Hookean elasticity simulation. Our key insight is that optimizing the
Gaussians across time can create a dynamic point cloud represen-
tation of the observed deformation. This point cloud can be used
directly as 3D supervision in a differentiable physics pipeline and
for object reconstruction. As a result, our pipeline can produce novel
views and simulate novel interactions with observed objects at near
real-time rates.

1.1 SUMMARY OF CONTRIBUTIONS

We present a method combining 3D Gaussian splatting and inverse
physics to achieve novel view and object interaction synthesis. We
find that our method can generally estimate physical parameters at
the same level of precision as state-of-the-art approaches, while being
better at reconstructing object appearance. Moreover, our method can
produce novel simulations and renders of the observed object faster
than previous approaches, achieving near real-time rates. In summary
we make the following contributions:

1. We propose a pipeline that combines 3D Gaussian splatting
with Neo-Hookean differentiable simulation for appearance re-
construction and physical parameter estimation.

2. We achieve competitive results with other state-of-the-art tech-
niques on physical parameter estimation.



1.2 OUTLINE

3. We accomplish better appearance reconstruction results than
other methods, maintaining details such as high-frequency tex-
tures even under strong object deformations.

4. We reach near real-time inference rates, outperforming past meth-
ods.

1.2 OUTLINE

This report is structured in six chapters. We start by giving an overview
of related works and the theoretical background required in Chap-
ter 2 and Chapter 3, respectively. Afterwards, we present our pro-
posed method in Chapter 4. We then evaluate our method in Chap-
ter 5 and present our conclusions in Chapter 6.
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RELATED WORKS

This chapter provides an overview of the relevant literature for this
work. Namely, we will be covering the three focus areas of our work:
(dynamic and controllable) novel view synthesis, physical character-
istics estimation and their combination. Note that this chapter aims
to survey the different subfields and highlight the relevant literature.
Later, in Chapter 3, we dive deeper into the theory behind the tech-
niques presented here.

2.1 NOVEL VIEW SYNTHESIS

Novel View Synthesis (NVS) refers to synthesising images from arbi-
trary viewpoints of an object or scene given a set of observed im-
ages of the same object or scene [ZTS*16] (Figure 2). Early work
on NVS was based on dense light fields [GGSC23], a requirement
which was later relaxed with the introduction of methods based on
Structure-from-Motion (SfM) [SF16] and multi-view stereo [SCD*06]
which were able to reconstruct scenes from sparse sets of images.
These methods, however, require blending and reprojection of the in-
put images, which leads to high memory consumption since all input
images must be stored in GPU memory and can produce blending
artifacts [TFT*20; KKLD23]

CAN NS Yae—.

Training Set Images Novel View

Figure 2: High level overview of Novel View Synthesis (NVS). Given a train-
ing set of images, NVS algorithms aim to render previously unseen
views of the scene.

More recently, NVS has benefitted from the introduction of deep
learning-based methods. Initially, deep learning was used to enhance
the existing approaches, for instance, by estimating blending weights
[HPP*18] or directly predicting pixel values [FNPS16]. However, these
approaches still require high-quality scene modelling whose auto-
mated acquisition remains an open research problem [TFT*20]. To
address this, neural rendering methods have arisen as a promising
alternative.

Neural rendering methods extract an implicit representation of the
underlying scene from the input data, which can be rendered. Specif-



RELATED WORKS

ically, the advent of Neural Radiance Fields (NeRF) [MST*20] demon-
strated that Multi-Layer Perceptrons (MLPs) combined with volumet-
ric ray-marching could effectively be used for NVS. Many publica-
tions followed after NeRF trying to improve the visual quality of
the outputs [BMT*21; BMV*22] and its rendering speed [WSND*23;
MESK22; KJJ*21]. Although impressive steps have been taken to im-
prove NeRFs, the inherent reliance on large MLPs and volumetric ray
marching causes such techniques to have a substantial tradeoff be-
tween visual quality and rendering times, making them unsuitable
for interactive applications.

To create a method that can achieve state-of-the-art visual quality
at interactive frame rates, Kerbl and colleagues [KKLD23] proposed
to use 3D Gaussian Splatting (3DGS). Their method relies on differ-
entiable rasterisation in combination with traditional Gaussian kernel
splatting [ZPVBGoz]. In this way, no expensive ray-marching or large
MPL is required, making this method train and render significantly
faster than NeRF-based approaches. Additionally, the explicit repre-
sentation used by 3DGS lends itself nicely to various downstream
tasks, like colour editing or object moving, which are otherwise diffi-
cult in methods based on implicit representations.

Following the success of 3DGS, many papers have aimed to im-
prove it by reducing the amount of memory required [PKK*24], re-
moving rendering artifacts [RSP*24; FCC*24] or improving the abil-
ity to extract high-quality meshes from the Gaussians [GL23]. In our
work, we benefit from using 3DGS since it provides high-quality ap-
pearance reconstruction and an explicit representation that can be
combined with physical simulation.

2.1.1  Dynamic Novel View Synthesis

Dynamic NVS adds a temporal dimension to the traditional NVS
problem so that dynamic scenes can be reconstructed and rendered
across time. NeRFs can be adjusted for dynamic capture and gen-
eration by directly adding a temporal dimension and treating radi-
ance over space and time [XHKK21; LNSW21]. Alternatively, other
methods learn deformations of a canonical static NeRF [PCPMMN21;
PSB*21; FYW*22; PSH*21] or the flow of the representation from one
frame to the next [GSKH21; WELG21].

Many methods have emerged with the recent introduction of 3DGS,
aiming to use this representation for dynamic NVS. Here, some ap-
proaches rely on deep learning methods to learn the observed de-
formation model and then use that to drive the Gaussians [DMY*23;
DWY*23; WYF*23; KLD23]. Contrary to those, other methods rely
only on optimizing Gaussians by either reformulating them in four di-
mensions [YYPZ23] or optimizing their positions and rotations across
time [LKLR24]. The latter method - Dynamic 3D Gaussians - is most
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relevant to our work. Using physically inspired regularisation func-
tions, they propose an elegant approach for optimizing the positions
and rotations of 3D Gaussian kernels created from the first frame. As
a result, they can densely track objects and reconstruct their dynamic
appearance. We are building on this method by utilizing it in the first
stage of our pipeline, as it is simple and very effective in our setting.

The methods above can give great results in motion reconstruction
and novel viewpoint rendering. However, they have limited to no un-
derstanding of the underlying scene dynamics and thus cannot be
used to extend the observed motions. To generate novel dynamics
techniques like Pie-NeRF [FSL*23] and PhysGaussian [XZQ*23], di-
rectly integrate physics-based simulations with NeRF and Gaussian
splatting, respectively. In contrast, other techniques aim to use prox-
ies from which the deformation can be transferred to the radiance
representation. Such proxies can be parametric models of humans
[LMR*23; PCG*19], articulated skeletons [UEK24; YHL*22] and (cage)
meshes [YSL*22; PYL*22; JKK*23; BKY*22b]. The same (cage) mesh-
based deformation can be easily adapted to work on 3D Gaussians
as demonstrated in [GYZ*24; WBT*24; JYX*24; ZBS*23]. Inspired by
classical work on simulation, which simulates deformation on tetra-
hedral meshes and then uses them as cages to deform a triangular
mesh [MMC16], we simulate the deformation of a tetrahedral cage
and similar to the techniques mentioned above, we then transfer the
deformation to the Gaussians.

2.2 PHYSICAL CHARACTERISTICS ESTIMATION

System identification aims to learn mathematical descriptions of dy-
namic systems from input data to predict new data points from previ-
ous observations [PAG*23]. A plethora of different approaches have
been developed from this, ranging from classical (statistical) kernel
fitting-based methods [SL19] to those that rely on physics-informed
neural networks [W]X*22]. Inverse simulation is closely related to sys-
tem identification. Here, the goal is to recover the initial conditions of
a system, given the evolution of this system across time [MSoo]. We
recognise two ways in which methods that tackle the above can be
classified: based on their representation of the system and based on
the supervision they require.
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2.2.1  System Representation

We separate approaches for physical characteristics estimation de-
pending on whether they use an implicit or an explicit system rep-
resentation’.

Implicit approaches to inverse physics aim to learn an embedding
of the system’s states that can be used to infer system parameters or
future system states. A line of work approaches this by by learning
Hamiltonian [GDY19; TRJ*19], Lagrangian [CGH*20] or more gen-
eral non-linear operators [LJP*21] that can explain the dynamic be-
haviours of the observed system. Specifically for the case of deformable
objects some approaches propose using graph and dynamic interac-
tion neural networks for learning the system’s dynamics [SGGP*20;
PFSGB20o; LWT*18], while other methods [XWZ*19] encodes objects
in a dense latent space that allows for direct extraction of physical
properties. Such methods require few prior assumptions about the
physical system they model and thus they generalize to a wide variety
of different systems. However, since they rely on complex neural net-
works they can lack interpretability, have limited predictive horizons
and require large amounts of data for training. Explicit approaches
address these limitations.

Explicit approaches to inverse physics tackle the problem by as-
suming a parameterisable physical model that describes the observed
system and fitting the parameters that minimise the error between
the predictions and the observations. This minimisation can be done
with gradient-free iterative methods [WWY*15; SLK*20], or as is now
more prevalent, by utilising differentiable physics engines. Starting
with an initial (potentially random) estimate of the relevant parame-
ters, the physics engine evolves the system through time. The result-
ing states are then compared with the observed ones, and the error
is backpropagated through the engine to adjust the initial parame-
ters (see Figure 3 for a high-level overview of this process). Through
the recent advancements in autodifferentiation frameworks, differen-
tiable engines have been made for a diverse set of dynamic models,
like extended position-based and projective dynamics [MMC16; SC23;
BML*23;, DWM*21] or the Material Point Method (MPM) [HFG*18;
HLS*19]. Based on these, further methods have been developed that
incorporate physics engines into Deep-Learning pipelines to act as
strong inductive priors [J[BH19] or to be combined with inverse ren-
dering [MMG*20]. Such explicit approaches reduce the space of learn-
able parameters and provide interpretable results.

In our work, we will be using the differentiable physics engine
DiffSim [MMG*20], which provides a fully explicit FEM-based model

In the literature of physical simulation, one often encounters the terms implicit and
explicit when referring to time-integration schemes. That is not their use here as we
focus solely on how the system is modelled.
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for simulating deformable solids based on the Neo-Hookean elasticity
laws.

System Parameters D > @} D > System States D gl Loss

—> Forward flow
e Gradients

Figure 3: The general differentiable physics pipeline. System parameters are
used to evolve the system and the resulting states are compared
with ground truth observations through a loss function. Then,
since the process is differentiable, error gradients can propagate
back and adjust the system parameters.

2.2.2  Supervision

Another criterion for separating physical characteristics estimation
techniques is the type of supervision they require. The form of super-
vision can vary greatly depending on the modelled system. For this
work, we focus on the case of deformable solids, where there are two
main approaches to supervision.

In the most straightforward case, 3D state supervision can be pro-
vided, for example, as an animated 3D mesh or point cloud. This
approach was taken by many of the earlier methods in the field of
physical parameter estimation [DHD*19; SC23; DWM*21; HLS*19],
since it can provide an easy-to-use, strong and stable learning signal
which eliminates the ambiguities that arise during image formation,
however, as [MMG*20] points out, getting those 3D labels has tradi-
tionally been labour-intensive and sometimes even infeasible.

To overcome the issues associated with acquiring 3D labels, more
recently, the focus has been on using 2D supervision by combining
inverse physics with either neural image synthesis [JBH19] or inverse
rendering [MMG*20]. Such methods have the advantage of working
on video, which is often easy to acquire. This property makes such
methods more practical, however, their performance can suffer com-
pared to methods that use full 3D supervision [MMG*20].

Our approach combines the merits of both types by utilising the 3D
Gaussians to automatically extract 3D states from images and then
use those to optimise the physical parameters. We explain these fur-
ther in Chapter 4.

2.3 JOINT APPEARANCE AND PHYSICS RECONSTRUCTION

Few approaches attempt to unify the appearance and physical char-
acteristics estimation problem. To the best of our knowledge, the
first to attempt this was [CTS*22], which combined the non-rigid
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NeRF from [TTG*21] with a differentiable mesh-free forward simu-
lator for Neo-Hookean dynamics, for which they sampled particles
directly from the reconstructed NeRF volume. Similar to this, PAC-
NeRF [LQC*23] reconstructs a static representation of the object using
the voxel NeRF presented in [SSC22] from which particles can be sam-
pled and evolved through a differentiable MPM simulator, managing
to reduce inference timings. In both cases, the renderings produced
during the optimization of the physics are compared with the ground
truth for supervision. These methods provide an end-to-end pipeline
for the task, but their reliance on implicit scene representations forces
them to trade rendering speed for visual quality and to errors from
the physical parameter estimation to appear as rendering artifacts
(e.g. as gaps in the object).

Contemporaneous to our work is that of Spring-Gaus [ZYWL24].
Instead of NeRF, they utilize 3D Gaussian splatting [KKLD23] for
appearance reconstruction and then sample the density field created
by the Gaussian to get anchor points that can form a spring-mass
system. This spring-mass system is then simulated using a differen-
tiable engine that fits parameters such as the spring stiffness to match
the images of the training set. This method is efficient in producing
plausible-looking results; however, since their model is not physically
grounded, the recovered parameters cannot be used to characterize
the object’s material.

Our method combines the explicit Gaussian splatting representa-
tion with physically based Neo-Hookean FEM simulation. In that
way we combine the advantages of using an explicit representation
for rendering while also being able to characterize accurately object
materials. We summarize where we stand in relation to other meth-
ods in Table 1.

Physically
Method Based Forwaljd Gaussian NVS
Parameter Simulation
Estimation
PAC-NeRF v’ v’
VEO v’ v’
Spring-Gaus v’ v’
PhysGaussian v’ v’
Ours v’ v’ v’

Table 1: Summary of related methods. Our method is the only one doing
physically based parameter estimation and Gaussian novel view
synthesis.
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This chapter explores the fundamental theoretical and technical back-
ground required to understand the domain of our work. We start by
explaining 3D Gaussian splatting and how it can be used for novel
view synthesis. We then provide some background on how elastic ob-
jects can be represented and simulated digitally and define our exact
physical model.

3.1 3D GAUSSIAN SPLATTING FOR NOVEL VIEW SYNTHESIS

Gaussian splatting was initially introduced in [ZPVBGoz] as a method
for antialiased rendering of volumetric data. It works by using dis-
crete 3D Gaussian kernels as rendering primitives to approximate
the value of the continuous volumetric signal at every point in space.
The advantage is that since the Gaussian kernels are discrete, they
can be projected onto the image plane and then alpha-blended to get
the final pixel values which is faster than the traditional ray marching
approaches usually required for volume rendering.

Each 3D Gaussian kernel can be described by a set of parameters.
Every kernel has a center position ¢ *, and a scale and rotation which
can be jointly expressed in the Gaussian covariance matrix X. Specifi-
cally if a kernel’s scale is given by the scale matrix S and its rotation
by the rotation matrix R, then £ = RSSTR'. Knowing these param-
eters, we can then evaluate the density of the kernel at any point x
using the formula

G(x) = e—%(x—c)TZ*](x—c).
In addition, every kernel can be given a colour, or as later proposed
by Kerbl et al. [KKLD23], spherical harmonic coefficients that allow
for expressing view-dependent appearance effects. With every kernel
described like this we can now denote any scene as a collection of
Gaussian kernels P, that combined with a view matrix V be used to
render image I using a rendering function R.

The rendering function R can be implemented through a rasteri-
zation pipeline similar to the one used for traditional triangle-based
surface rendering. As Zwicker et. al. [ZPVBGoz] showed, we can de-
fine a view transformation matrix M that transforms the covariance
matrix £ from world space to view space (£'). Once in view space,

Typically the symbol u is used to denote the center of a Gaussian kernel. Here, we
deviate from the standard notation to avoid confusion with the Lamé parameter ,
which we introduce later.
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the third dimension of each Gaussian is dropped so that the kernels
are projected on the image plane. Then, the colour of each pixel is
calculated by alpha blending the colours of all kernels that affect it,
using the kernel densities as blending weights. The whole process is
summarized in Figure 4.

}W Y — MsmT Projection

World Space View Space Ie Space

Figure 4: Overview of the Gaussian rasterization process. Similar to trian-
gle rasterization, the Gaussians are converted from world space to
view space and the projected to the image plane. The final pixel
values are computed by blending the colors of each overlapping
kernel.

To utilize this representation for novel view synthesis, Kerbl and
colleagues [KKLD23] propose using an inverse rendering pipeline
to fit the Gaussian kernels to the underlying continuous signal of
the scene’s radiance. The process begins by receiving a sparse point
cloud along with the images of the scene and the corresponding cam-
era poses. This initial point cloud can be randomly initialized or ex-
tracted using Structure from Motion (SfM) [SF16]. On these points,
the algorithm initializes the original set of Gaussian kernels, whose
position, scale, rotation, color and opacity are then optimized to fit
the underlying scene.

—> By

Clone Optimization

Continues

‘Spt’ ﬁptmzaton (
Continues

Figure 5: Adaptive Gaussian densification. The top row demonstrates that
Gaussian kernels will be duplicated when the underlying ge-
ometry (black outline) is insufficiently covered. The bottom row,
demonstrates that Gaussian kernels will be split in half to approx-
imate finer geometry. Figure taken from the original 3DGS work
[KKLD23]

Under:
Reconstruction

Over:
Reconstruction

A combination of heuristics and gradient-based optimization is
used to optimize the kernels. First, the kernels are rendered using
a differentiable tile-based rasterizer from all training viewpoints V;.
The resulting image is then compared with the corresponding train-
ing set image I; using an image loss function. Typically, this loss func-



3.1 3D GAUSSIAN SPLATTING FOR NOVEL VIEW SYNTHESIS

tion is a combination of the L1 norm and structural similarity index
(D-SSIM), weighted with a scalar 1:

Lim=(1-1 ) IR(P, Vi) = Lilh + Lp_ssim- (1)

1

Since the process is differentiable, the error gradients can be back-
propagated to the Gaussian parameters, adjusting them to match in-
put images better. On top of that, to give the algorithm the ability
to create or remove Gaussians from specific parts of a scene, during
the optimization step, Gaussian kernels can be split or merged de-
pending on the error gradients to match finer geometric details (see
Figure 5). The above process is repeated until the optimization con-
verges. The entire pipeline is demonstrated in Figure 6 while Figure 7
shows the evolution of optimization for a simple scene.

(o] —
/ Projection ‘\

- g h
- ’/ \

.. . .
T Differentiable | —
*  — | Initializati — Image
. Diazation / Tile Rasterizer +— 8
. Adaptive «
SfM Points 3D Gaussians Densi PC |
SpsityiContro ‘ —> Operation Flow ~ —» Gradient Flow

Figure 6: The Gaussian optimization pipeline. Differentiable Gaussian ras-
terization and densification is applied iteratively to convert an
initial sparse point cloud into a 3D Gaussian representation of
the underlying scene. Figure taken from the original 3DGS work
[KKLD23].

Figure 7: Example Gaussian optimization process. Within a few hundred
steps the Gaussians can be optimized to represent the underlying
object.

The optimization process described above can achieve excellent vi-
sual quality even in large environment scenes. Concurrently, because
of using rasterization (contrary to ray-marching used by NeRF-based
approaches), novel views can be generated in real-time, making Gaus-
sian splatting a good fit for interactive applications.

As a last note, we emphasize that since the Gaussian kernels are
optimized in 3D space at the end of the optimization, the kernels have
adapted to match the appearance and geometry of the underlying
scene. Thus, if we ignore the kernels’ covariance, we are left with a
point cloud representation of the scene. Examples of this are shown
in Figure 8.
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Figure 8: Reconstructed object point cloud. By optimizing the Gaussians in
3D, the geometry of the scene is reconstruced. Here, we visualize
the centers of the Gaussian kernels as points.

3.2 MODELLING AND SIMULATING ELASTIC OBJECTS

Simulating elastic objects has been an important problem in Com-
puter Graphics since the seminal work by Terzopoulos et. al. [TPBE87].
As a result there exists a vast array of methods for this goal. In this
section we try we give the minimal necessary background required
to understand our work as well as the competing methods. For an in
depth view of the topic we recommend the works of Kim et al. [KE20]
and Nealen et al. [NMK*06].

3.2.1  Modelling Elastic Objects

We start by covering the basic notions of elasticity theory required for
this work.

Formalizing Elasticity

In this work, we deal with hyperelastic solids that return to their orig-
inal shape once all external forces are removed. This original shape is
referred to as the rest shape of the object, and we can think of it as a
connected continuum of points X.

When the object moves and deforms, the positions of each point
changes based on an affine map ¢, resulting in a new set of points X.
Note that ¢ is unique per point, so even though each point undergoes
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a linear transformation, globally the object can change in a non-affine
manner. For each point x € X and X X, we then have

x = ¢(x),
which, because ¢ is an affine mapping, can be written as:
d(R) =FR +t,

where t € R3 is the translation vector and F € R3*3 is the matrix
that encodes any potential rotation, scaling and reflection. The matrix
F is referred to as the deformation gradient since it can be obtained
by differentiating the previous expression:
a‘g;") - % (Fx + 1)
=F

Now that we have a way to describe the deformation that occurred,
we need to define a measure of how deformed the object is. For this
purpose, we use an energy function V. The energy function allows us
to define the "distance" of the deformed shape from the rest shape
and thus can be used to determine how the object should push back
against external forces to return to its rest shape.

Selecting the proper energy function is important as it affects how
realistic and numerically stable the simulation will be. There are many
options in the literature [KE20], but since we are building on top of
DiffSim [MMG*20], we are using the Neo-Hookean energy described
in [SGK18], which offers stability against element inversions and re-
flections, as well as maintaining the object’s shape at rest and recov-
ering from extreme compressions (e.g projecting all vertices on one
line). The energy is given by the formula:

Wia mA) = 2iie ~3)+ 50— @~ Ploglic +1), @)

where ( is the state vector of the object®, u, A are the Lamé parame-
ters3, a is the rest stability term, I¢ is the first Green-Cauchy invariant
and ] = detF. We explain these terms in more detail in the following
paragraphs.

The first Green-Cauchy invariant, Ic, measures the deformation
of an infinitesimal volumetric element of the solid. Concretely, Ic =
cr,% + Gﬁ + cr%, where oy, 0y, 0, are amount of stretching of the volu-
metric element across each of its axis (see Figure 9). In practice I¢ can
be computed directly from F using the Frobenius norm:

Ic = ||F|I

For example, in the case of a tetrahedral element, this state vector would be the
collection of the tetrahedron’s vertices

Technically, 1 and A as they appear in Equation 2 are shifted versions of the actual
Lamé parameters. Per [SGK18] we have p = %HLamé and A = A qme + %u]_amé. This
remapping does not affect our discussion, but it is important to remember when
comparing ours with other simulation techniques.
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Intuitively, it measures deformation invariant to rotation (since the
norm of F is invariant under rotation).

Figure 9: The components of first Green-Cauchy invariant for an infinitesi-
mal volumetric element.

In the second term of the sum, we encounter | and «. Starting
with J, we have | = detF, which describes how much the volume
of the element has changed. It is thus essential for ensuring that the
volume of the element is preserved. Additionally, we want the object
to have rest stability to preserve the volume, meaning it does not
collapse when it is not under any deformation. This is achieved by
the o term, which is a constant set to o« = 14 & — /5 (see [SGK18] for
the derivation).

The last remaining terms in Equation 2 are p and A, which appear
as scalar factors. These are the Lamé parameters and they define how
much edge length and volume preservation we require for each vol-
umetric element making up the object. Specifically, the parameter p
(also known as shear modulus) controls the length preservation while
the parameter A controls volume preservation. The two parameters
form a trade-off with each other, where if we want to preserve vol-
ume, we have to set A to be larger than p and conversely for stronger
length conservation. Last, the Lamé parameters are tightly coupled
with two popular parameters describing elastic materials: Young'’s
modulus (E) and the Poisson ratio (v). The relations connecting them
are given by:

- (3A + 2p)
At
A

20+ )

The E, v pair is quite popular in literature, and thus, even though our
model is parameterized directly with u, A, we use E and v for our
evaluations in Chapter 5.
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Assumed Material Model

With the mathematical model established above, we can now describe
non-linear isotropic materials. For clarity, we explain each term sepa-
rately below:

* Non-Linear: Contrary to the well-known Hooke’s law, we as-
sume that the relationship between force and object displace-
ment is not linear.

¢ Isotropic: We assume that the object will deform the same re-
gardless of the direction of the force causing the deformation.

¢ Spatially Invariant / Homogenous: The elasticity parameter p, A
(or equivalently E,v) are the same across the object’s surface.
Note that our model does allows for varying materials, but we
found the elasticity parameter optimization process to be unsta-
ble when dealing with this case, so we impose it as an extra
constraint.

This material model is practical due to its simple formulation (Equa-
tion 2), while it accurately captures the behaviour of many real-life
materials like rubber or numerous types of plastic [CTS*22].

3.2.2  Simulating Elastic Objects

In Section 3.2.1, we explain that deforming objects tend to stay as
close to their best shape as possible. Further, we established how Neo-
Hookean energy (see Equation 2) can measure the distance between
the deformed and rest shapes. What remains is how the energy func-
tion can be used to alter the object’s state such that the deformation
conforms to the assumed material model.

We start this part with a general overview of time integration for
simulating meshes to explain how deformation occurs in the simula-
tion. Later, we discuss three different approaches to discretizing the
simulation domain, which is essential in understanding how the ma-
terial model is enforced. Specifically, we discuss the finite element
method (FEM), which is the one used by our simulator, as well as two
alternative approaches; the material point method and mass-spring
systems.

Making Objects Move and Deform

We start with the view that objects at their rest shape can be described
by a set of points X. Using the semi-implicit (symplectic) Euler inte-
gration, we can calculate how each point x € X will move under the
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influence of a gravitational acceleration vector g between two discrete
time steps t and t 4 1 with At being the size of the time step:

Ugy1] = Ug + gAt

Xt41 = X¢ +Up 1At

where u denotes the velocity vector.
External forces can be added into this formuation using Newton’s
second law of motion:

Ft = Mmay,

where F; is the total force applied to the object’s point at time t, m is
the point’s mass, and a is the point’s acceleration. This equation can
be rewritten to solve for acceleration:

=

23

Furthermore, this acceleration can be inserted into the symplectic Eu-
ler equation for velocity in the place of g:

Upy1] = Ut + aiAt
F F
=ug+ —At (from a; = —). (3)
m m
The velocity can then be used to compute the new positions as:
Xt41 = X¢ + U 1At (4)

This formulation allows us to displace the object’s points based on
arbitrary external forces, such such as collision and elastic forces. In
turn, we can deform the object based on the Neo-Hookean energy
¥ from Equation 2. Since objects deforming tend to stay as close as
possible to their rest shape, we can compute the elastic force as the
vector that moves the points in the direction that minimizes ¥, which
mathematically is the negative gradient of the energy function*:

oy

Felastic = Ox
t

7

and can be analytically derived from Equation 2 (see [SGK18]).

So far, in this analysis, we have abstractly referred to points from
the object. However, in practice, we need a way to sample those points
and connect them to define a continuous volume. There are multiple
ways this can be done, and it depends on the way of discretizing
the simulation domain. The following paragraphs discuss the three
popular alternatives for simulating deformable objects.

Technically the gradient should also be scaled depending on the volumetric element
used (e.g. inverse tetrahedron volume), but since this depends on the discretization
of the simulation domain we overlook it for now.
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(a) Surface triangular mesh (b) Volume tetrahedral mesh

Figure 10: Crossections of a triangular and tetrahedral mesh of the same
object. In the tetrahedral case, the mesh has internal structure.

The finite element method

The finite element method (FEM) is one of the most popular ap-
proaches for simulating deformable objects. Broadly, FEM belongs
to a family of simulation techniques characterized as mesh-based La-
grangian, meaning that they use connectivity information between
the participating particles to do their computations. Specifically, in
FEM-based simulations, the object is viewed as a continuous con-
nected volume, which is then discretized into an irregular mesh. The
specific way this discretization is done is important since it defines
how the deformation gradient F is computed and how well the simu-
lation mesh matches the underlying object.

In our case, we use tetrahedral meshes. Contrary to the typical
triangle surface meshes used often in Computer Graphics, tetrahedral
meshes are composed of tetrahedra and, as shown in Figure 10, have
internal structure.

Tetrahedral-based FEM offers a simple and effective way to sim-
ulate elastic deformation since the topology of the object does not
change during deforming. Additionally, simulated tetrahedral meshes
can easily be used to drive the deformation of triangle meshes and
(the more relevant for our case) Gaussian kernels.

The material point method

An alternative to FEM is the material point method (MPM), which
has been used for our task by PAC-NeRF [LQC*23]. MPM belongs to
a family of simulation techniques characterized as hybrid Eulerian-
Lagrangian. This means that their computations happen both in a
background grid (Eulerian) and in particles that exist and interact
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with that grid (Lagrangian). Notice that no mesh is involved here,
meaning no direct connectivity information exists. This lack of re-
liance on meshes makes MPM a good fit for simulating objects with-
out fixed topology, such as sand or fluids. However, it can also be
used for simulating hyperelastic objects by calculating the energy
function (for example, the Neo-Hookean energy) on the grid and us-
ing that connectivity information to derive the forces, which can be
applied to the particles. For a complete overview of MPM and its
applications, we refer to [JST*16].

Mass-Spring Systems

Mass-spring systems are another instance of a mesh-based Lagrangian
method for simulating deformable objects. It is a simple and intuitive
approach in which any mesh can be simulated by assigning a mass
at each vertex and treating each edge as a spring with stiffness k.

Due to their simplicity, mass-spring systems are easy to implement
and computationally efficient. However, their simplicity comes at the
cost of physical accuracy [NMK*06]. Specifically, the results of most
such models depend on the mesh resolution and topology while in-
creasing the mesh resolution does not necesserily lead to convergence
to the true deformation state. Furthermore, the spring coefficients
used are typically arbitrary and have no direct equivalency to ma-
terial properties. The above makes mass-spring systems a poor fit for
our purpose since our ultimate goal is to extract meaningful material
properties from real-life objects and create accurate novel-interactions
with them.
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From the related works presented in Chapter 2 and the background
in Chapter 3, we recognise that there is no solution that combines
physically accurate system identification with the advantages Gaus-
sian splatting brings to novel view synthesis. Our method aims to
unite these two to enable the joint optimization of appearance and
physical properties with a single technique.

In the following sections, we start with an overview of the assump-
tions under which our method works and then proceed to explain its
exact workings.

4.1 SETUP AND ASSUMPTIONS

The input to our method is multi-view video. Since we focus on sin-
gle object reconstruction we require masks to be available to isolate
the object. Note that those can be automatically generated through
background matting [LRS*21] or semantic segmentation [KMR*23].
Moreover, we assume that on the first frame the object is fully visi-
ble and that any external forces are known. Specifically, we deal only
with the case of objects free-falling under the influence of gravity and
ignore air resistance’. We assume a non-linear isotropic and homoge-
nous material model as explained in Section 3.2.1.

4.2 OVERVIEW

Our method consists of a two-stage reconstruction pipeline. In the
first stage (left part of Figure 11), we utilize the multi-view video
of the object deforming to track its deformation through an adapted
version of dynamic Gaussian optimization [LKLR24]. In the second
stage (right part of Figure 11), we reconstruct the object and employ
a differentiable physics engine to recover the elasticity parameters,
using our extracted 3D Gaussians trajectories as supervision. With
this process, we can fit the parameters of our elasticity model. With
the fitted parameters and the recovered mesh we can then simulate
realistic novel object behaviour while also rendering the object using
the Gaussians.

We have chosen this for simplicity, but our method can function for any known
external forces.
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Figure 11: Overview of our appearance reconstruction and elasticity param-
eter estimation pipeline. In the first stage we optimize dynamic
3D Gaussian kernels based on the given multi-view video. In the
second stage a tetrahedral mesh is extracted from the optimized
kernels and we use their trajectories as supervision to optimize
the elasticity parameters through a differentiable physics engine.

4.3 DYNAMIC GAUSSIAN OPTIMIZATION

To recover the physical parameters of the observed system, we require
a form of ground truth state that the differentiable physics engine can
use as supervision. We propose optimizing dynamic 3D Gaussian ker-
nels to track how the object deforms by adapting the technique pro-
posed in Dynamic 3D Gaussians [LKLR24]. We use the first frame
frame to initialize the set of Gaussians that will be used to track the
object deformations. Then, we fix the amount of Gaussians and opti-
mize their position and size across frames. In the end we acquire a
time-coherent point cloud like the one shown in Figure 12.

Initial Gaussian Cloud|

Figure 12: Extracted dynamic Gaussian kernels (visualized as points) for an
example scene. By overlaying the Gaussians with the tracked ob-
ject (orange cow) we see that the kernels effectively track the ob-
ject throughout its deformation.

Using only the image loss £ from Equation 1 for optimizing the
positions can cause the Gaussians to move in their local neighbour-
hood, resulting in noisy trajectories with the Gaussians changing their
position relative to the underlying object’s surface. For this reason,
the authors of Dynamic 3D Gaussians propose to use a local rigidity
loss, which enforces rigid transformations of local Gaussian neigh-
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bourhoods between consecutive frames and an isometry loss which
maintains the Gaussian relative distances across all frames.
Specifically, for two Gaussians i, j with centers ¢; and c¢; and
rotation matrices Ri; and R; at time t, we define the rigidity loss
between them to be
rigid -1 2
ﬁif =wijll(¢jt—1 —Cit—1) —Rit—1R (€50 —cid)ll
where wj ; is the isotropic Gaussian weighting factor:

—Awlleso—cioll3
Wi.,j —=e wll j,0 1.,0”2,

with A, = 2000 to give a standard deviation of 2.2cm. This loss is
calculated in neighbourhoods of k Gaussians (determined by the knn
function) and summed for the entire Gaussian cloud G:

- 1 L
rigid __ rigid
£ "~ KI|G] Z Z Li,j
1€G jeknn(, k)

In all our experiments we use k = 20. Similarly the isometry loss can
be calculated as:

. 1
Liso — TG Z Z wij |llcjo — cio0

i€G jeknn(i, k)

3 —lleje — il
We can now combine the different loss functions with weights w to
get the total loss as:

Ltrajectories = woLim + w1 Lrigid + w2 Liso (5)

Throughout our experiments we use w = {500, 1000, 700}. Lastly, note
that contrary to the original Dynamic 3D Gaussians technique, we do
not regularize the rotation of the Gaussians across frames, since in
our case we care only for the quality of the resulting trajectories and
not for rendering each observed frame.

Additionally, depending on the views and the object’s shape, the
Gaussian cloud created by optimizing the first frame can have non-
uniform density, with specific areas having more Gaussians than oth-
ers. Although this does not affect the reconstructed appearance, it can
lead to noise arising in the optimized trajectories, as those extra Gaus-
sians tend to cluster and move randomly inside the object. Therefore
we apply Poisson subsampling to the initial Gaussian centers to en-
force a blue noise distribution of the kernels. Figure 13 demonstrates
the effect of this choice. Note that we still use the complete set of
Gaussians for the appearance reconstruction.

4.4 MESH EXTRACTION

Concurrently, with optimizing the dynamic Gaussians, we reconstruct
the object as seen in the first frame. We use the first frame Gaus-
sian positions from the dynamic Gaussian optimization and apply
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Without Poisson Subsampling

With Poisson Subsampling

Figure 13: Impact of Poisson subsampling the Gaussian cloud. Notice that
without subsampling, on frame 8 the distribution of the Gaus-
sians is uneven inside the object, leading to noisy trajectories.

screened Poisson surface reconstruction [KH13]. Since the Gaussian
cloud is not perfectly aligned with the surface and can have internal
points the resulting mesh is often of low-quality and thus it is ill-
suited for simulation (see Poisson reconstructed mesh in Figure 14).
To mitigate this issue, we apply alpha wrapping [PRLH*22] which

Gaussian centers Poisson reconstructed Alpha wrapped Tetrahedralized
point cloud mesh mesh mesh

Figure 14: The stages of our mesh extraction process. We rely on multiple
methods from traditional geometry processing to reconstruct the
object from the Gaussians.

computes a new enclosing mesh of higher quality (see alpha wrapped
mesh in Figure 14). At this point we have recovered a surface mesh,
but as explained in Section 3.2 we require the mesh to have internal
structure so that it can be simulated. To obtain the internal struc-
ture we tetrahedralize the results of alpha wrapping using Delaunay
tetrahedralization. Delaunay tetrahedralization populates the inside
volume by placing points inside the surface, and connects them in a
way that avoids creating slim or degenerate tetrahedra and maintains
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their uniformity. As a result, the output tetrahedral mesh is suitable
for FEM based simulations. In the end we obtain the final simulatable
mesh (Xp, A), where Xy is the set of vertices and A is the set of edges
(adjacencies).

4.5 PHYSICAL PARAMETER RECOVERY

Once we have both the tetrahedral mesh and the dynamic Gaussian
cloud, we can recover the initial velocity of the object and the elasticity
parameters describing its material. As a reminder, we are following
the Neo-Hookean elasticity model (Equation 2) for homogenous ma-
terials presented in Section 3.2.1, and thus we need to optimize two
parameters; Young’s modulus E and the Poisson ratio v.

To recover the initial velocity 1t and the optimal elasticity parame-

ters £, ¥, we employ the differentiable physics engine DiffSim [MMG#*20].

The physics engine can produce the deformed mesh vertex positions
Xt for every moment t based on a given initial velocity uy and elas-
ticity parameters E, v. Formally, we denote the engine as a function

S: (uO/ EIVIXOIAIt) — th

that evolves the system state using the rules of Equation 3 and Equa-
tion 4.

We can now use this formulation to define a loss term that can
be used to perform gradient-based optimization on the parameters.
Since we have no reliable way to get exact correspondences between
the mesh’s vertices and the dynamic Gaussians, we use the Chamfer
distance between the Gaussian centers and the vertices:

Ccnamier(Xe, Go) = 3 min x—ell3+ > minx—ecl,
x€X¢ ceGy
where Gy is the set of dynamic Gaussian centers at time moment t.
To make the optimization more robust, we follow a scheme similar
to that described in PAC-NeRF [LQC*23]. We initialize the elasticity
parameters at values Ep, vo and use the states observed during free-
fall to optimize only the velocity. This approach is effective because
those states provide a clear learning signal for the velocity. This way,
we also ensure that the elasticity parameters are not adjusted to fix
mismatches in velocity. Formally, if contact with the ground occurs at
time moment N., we have:
A Cq Neod
U= argminu - > Lchamer(S(u, Eo, Vo, X0, A, 1), Gy).
t=0
After the velocity is optimized, we fix it and proceed to fit E and v,
which are optimized using the entire sequence of N observed states:

A

N-—1
. . 1 .
E V= argming v E Lchamfer(S(TL E, v, Xo, A, t), Gt).
t=0
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In the end, the above optimization process allows us to recover the
set of parameters 11, £ and ¥, that explain the observed dynamics.

46 GENERATING NOVEL VIEWS AND DYNAMICS

Given new positions for the vertices of the mesh X and a new initial
velocity u’, we simulate novel dynamics using S(u’, £, %, X4, A, t). We
propagate the resulting mesh motion to our original Gaussian repre-
sentation by updating the kernel positions, scales and rotations.

To change the kernels’ positions, we use Mean Value Coordinates
(MVC) [JSW23]. This is different to previous approaches that have
used barycentric coordinates for the same purpose [ZBS*23; JYX*24],
and we evaluate our choice in Section 5.10.

For adjusting the scale and rotation we assign each Gaussian to the
closest tetrahedron and apply deformation transfer [SPos; ZBS*23].
Concretely, for a tetrahedron i we define the deformation matrix J;
as:

JiE; = E;
Ji=EE T,

where E; € R3%3 and E; € R3*3 contain the edge vectors of tetra-
hedron i in the canonical and deformed states. We provide a visual
explanation of this formula in Figure 15. The deformation matrix is

TN

wsld

Figure 15: Explanation of J. Given a tetrahedron with vertices a, b, c, d, we
descibe its initial state as E = [b—a,c—a,d—a] and its de-
formed state as E (computed in a similar manner). With these,
we can now define J as the transformation from E to E, or equiv-
alently: E =JE.

then applied directly to adjust the Gaussian covariance matrix:
o/
L =LIl

As with MVC, we demonstrate the importance of this in our ablations
in Section 5.11.
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With MVC and the tetrahedral deformation transfer, we are able to
use the simulated mesh to guide the Gaussian kernels. In this way our

method allows for rendering novel views of novel object interactions.
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EXPERIMENTS

In this chapter, we evaluate our method through a series of experi-
ments. We start by providing some implementation details about our
method and describing the baselines and datasets we used. We then
examine our method’s physical parameter estimation and appearance
reconstruction capabilities and provide timings for our method’s in-
ference pass. We then ablate the different steps of our reconstruc-
tion pipeline and examine the impact of the mesh reconstruction on
our dynamics reconstruction. From there, we conduct experiments
to chart the optimization landscape of our method. Last, we experi-
mentally demonstrate the importance of using MVC and tetrahedral
deformation transfer to adjust the Gaussian kernels.

5.1 IMPLEMENTATION DETAILS

We implement our method in PyTorch [PGC*17] using the custom
CUDA backends for differentiable Gaussian rasterization [KKLD23]
and differentiable physics simulation [MMG*20]. For the mesh pro-
cessing used in our mesh extraction step, we use the corresponding
MeshLab [CCC*08] filters with their default parameters. Simultane-
ously, we rely on TetGen [Han15] for the Delaunay tetrahedralization.
Last, we use the MVC implementation of Bergman [BKY*22a].

We initialize the Gaussians with a random point cloud and use
10,000 iterations to optimize the initial frame and then subsample the
cloud to 12000 Gaussians. After, we use 3500 iterations to optimize
the dynamics. For simplicity, we optimize colour and not spherical
harmonics throughout the Gaussian optimization. In the image loss
(Equation 1) we use | = 0.2. Regarding inverse physics, we use 12,000
simulation substeps in our dataset and 10,000 for the Elasticity one
with 100 iterations to optimize the velocity and 120 iterations to op-
timize the elasticity parameters. Across the board, we use the Adam
optimizer [KB15]. The learning rates for each parameter are shown in
Table 2 and are consistent across scenes. We use a machine with an
NVIDIA GeForce RTX 4070 Ti SUPER with 16GB of GPU memory for
Gaussian and inverse physics optimization. For training PAC-NeRF,
we use a single Tesla Vioo GPU with 32GB of memory offered by
the DelftBlue HPC cluster [DHP24] since PAC-NeRF’s training has
higher GPU memory requirements. We time the inference passes of
both techniques in the machine with the RTX 4070.
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Parameter Learning Rate
Gaussian Centers 0.0005
Gaussian Colors 0.0025
Gaussian Rotations 0.001
Gaussian (logit) Opacity 0.05
Gaussian (log) Scales 0.001

u 0.001
(log) E 0.1

v 0.001

Table 2: Summary of learning rates used for our optimizations.

5.2 BASELINES

To the best of our knowledge the only other techniques that do joint
physical parameter estimation and novel view synthesis are VEO
[CTS*22] and PAC-NeRF [LQC*23] (see Table 1). However, VEO does
not openly provide an implementation, making it difficult to compare
against them in this work’s timeframe. For this reason, we evaluate
our method only against PAC-NeRF. Note that the authors of PAC-
NeRF compared their technique against VEO by re-implementing the
latter and found that their approach outperformed VEO significantly
in all aspects. Thus we assume that it is sufficient to compare only
with PAC-NeRF.

5.3 DATASETS

For our evaluation, we rely on two synthetic datasets. The first one is
the Elasticity dataset, created by the authors of PAC-NeRF using their
simulator. It consists of 10 scenes of the same object falling with dif-
ferent elasticity parameters and initial configurations. Although the
Elasticity dataset is sufficient to evaluate physical parameter recovery,
it relies only on one simple monochrome object. Thus, it is not well
suited for evaluating the performance of the appearance reconstruc-
tion. For this reason, we also create our own dataset of three scenes,
each with a different object and simulation parameters. We simulate
the objects using DiffSim and render the results in Blender [Com18].
To avoid any biases caused by the camera views used, we use the
same ones as in the Elasticity dataset. Overviews of the two datasets
are shown in Figure 16 and in Figure 17.
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-

Figure 16: Frame 5 from selected scenes of the Elasticity dataset. Every scene
consists of the same object with different initial configuration and
elasticity parameters. Here we show the same time moment from
the same camera view for 4 different scenes (out of the total 10).

B

Figure 17: Our dataset. We use the Torus and Ball scene to evaluate appear-
ance reconstruction of complex textures and the Cow scene to
evaluate dynamic and appearance reconstruction of more com-
plex geometry.

5.4 PHYSICAL PARAMETER ESTIMATION

We compare our method to PAC-NeRF [LQC*23] across physical pa-
rameter estimation performance. Both techniques recover the initial
velocity with high accuracy (= 1% average error), so we do not re-
port the detailed results, while Table 3 show the elasticity parameter
estimation results for each scene.

Across both datasets, the performance of our technique is often
better than that of PAC-NeRF. However, we note that each technique
performs better than the other on the dataset created with the same
physics simulator. This discrepancy implies that both techniques are
biased to perform better on data that matches their physical model.
Nonetheless, our method can produce accurate predictions for both
datasets, often outperforming PAC-NeRF in one or both parameter
estimates. This is not true of PAC-NeRF, which consistently exhibits
worse performance in our dataset.

Interestingly, we note that for both techniques, there are scenes for
which performance drops significantly in one or both parameter es-
timates. We examine possible explanations of this behaviour in Sec-
tion 5.9.

5.5 APPEARANCE RECONSTRUCTION

We now evaluate the performance of our method in appearance re-
construction. As a reminder, we perform 3D Gaussian optimization
only on the first frame and use the underlying reconstructed dynam-
ics to move, scale and rotate the Gaussians accordingly. We use the
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logio(E) (1) v
PAC-NeRF Ours PAC-NeRF Ours
Elastic o 0.02 0.262 <0.001 0.038
Elastic 1 0.04 0.06 0.03 0.014
Elastic 2 0.008 0.185 0.069 0.1
Elastic 3 0.019 0.049 0.04 0.01
Elastic 4 0.002 0.213 0.017 0.067

FElastic 5 0.088 0.043 0.075 0.118
Elastic 6 0.031 0.167 <0.001 0.060

Elastic 7 0.149 0.028 0.077 0.140

Elastic 8 0.113 0.288 0.261 0.135
Elastic 9 0.031 0.195 0.055 0.130
Ball 0.154 0.03 0.2789 0.039
Cow 0.150 0.011 0.0581 0.026
Torus 1.036 0.062 0.0833 0.005
Mean 0.141 0.122 0.080 0.068
STD 0.274 0.098 0.088 0.050

Table 3: Parameter estimation results across all scenes. Our method is com-
petitive to PAC-NeRF.

PSNR, SSIM and LPIPS [ZIE*18] image metrics and evaluate the per-
formance of our method in the first frame (Table 4) and across the
entire sequence (Table 5) for both datasets. Figure 18 and Figure 19
show some example results.

Table 4 shows that our method consistently achieves better visual
quality than PAC-NeRF in static scene reconstruction. We demonstate
this qualitatively in Figure 18. However, in Table 5 we see that this is
not always the case when reconstructing the entire sequence. Specif-
ically, we observe that PAC-NeRF often achieves better scores in the
PSNR and SSIM metrics, even in scenes where our method has per-
formed better in the parameter recovery (e.g. in the Ball scene). Upon
inspecting the results, we find that this is because of mismatches in
the reconstructed object’s position and exact deformed shape. We
analyse this further in Section 5.8, where we show that these mis-
matches arise due to the quality of the reconstructed mesh. Last, ob-
serve that even for these cases, our LPIPS score is often better than
PAC-NeRF’s, indicating that the mismatches are less perceivable than
PAC-NeRF’s rendering artifacts.

As shown in Figure 18 and Figure 20, our method can reconstruct
complex textures and maintain their quality under deformation ac-
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Figure 18: Static reconstruction results. Our method can accurately recon-
struct uniform color objects and objects with high frequency tex-
tures.

curately. Simultaneously, we find that PAC-NeRF suffers from dis-
cretization artifacts due to the discrete voxel NeRF it uses. Our method
does not have this problem since it relies on Gaussian splatting. Note
that we do observe certain artifacts in our method, which we discuss
in Section 6.2.4.

5.6 TIMINGS

We now discuss the performance of our method in terms of speed.
Overall, our backwards pass requires 2.1 hours on average, with the
main bottleneck being the inverse physics optimization (~ 1.5 hours)
and the rest being required for the trajectories optimization. In the in-
ferences, our method required on average 3.3 seconds per scene, with
96% of that allocated to the physics simulation. We summarize our
method’s inference performance in Figure 21. Notice that our method
performs at near real-time rates and outperforms PAC-NeRF by 7x
on average. In addition, according to the timings reported in VEO
[CTS*22], our method is 700x faster than theirs. Last, our method
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Figure 19: Dynamic reconstruction results. We demonstrate our method’s
ability to reconstruct observed dynamics based on the estimated
elasticity parameters.
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PSNR (1)

SSIM (1)

LPIPS (1)

PAC-NeRF Ours

PAC-NeRF Ours

PAC-NeRF Ours

Elastic o
Elastic 1
Elastic 2
Elastic 3
Elastic 4
Elastic 5
Elastic 6
Elastic 7
Elastic 8
Elastic 9
Ball
Cow

Torus

40.89
41.63
41.33
40.77
41.86
41.69
41.86
41.74
41.86
41.34
37.50
36.66
32.19

42.28
42.19
42.22
42.10
42.42
42.39
42.40
42.46
42.28
42.2

41.41
39-24
39-05

0.994
0.9944
0.994
0.9938
0.9943
0.9941
0.9943
0.9944
0.9945
0.9941
0.9931
0.9904
0.9754

0.9945
0.9945
0.9944
0.9946
0.9946
0.9945
0.9945
0.9945
0.9946
0.9945
0.9967
0.9934
0.9964

0.0053
0.0046
0.0056
0.006
0.0051
0.0052
0.0051
0.0051
0.0048
0.0051
0.0057
0.0031
0.0082

0.004
0.0035
0.0042
0.0043
0.0039
0.0041
0.0039
0.0039
0.0038
0.0038
0.0039
0.0018

0.0056

Table 4: Static appearance reconstruction results. Our method is consistently
better than PAC-NeRF on static reconstruction.

Frame 0

Frame 5

(S

Ground Truth

Ours

PAC-NeRF

Figure 20: Qualititative evaluation on the Ball scene. Our method can recon-

struct complex textures and maintain their quality under object
deformation.

can be easily adjusted to use a faster physics engine if one becomes
available, potentially reducing simulation times significantly.

Note that we observe differences in the simulation time of the
same amount of frames. The cause for this is, first, the differences
in the number of vertices and tetrahedra on the reconstructed meshes
across different scenes and, second, the fact a different number of sim-
ulation substeps is required per scene. This is a consequence of the
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PSNR (1)

SSIM (1)

LPIPS (1)

PAC-NeRF Ours

PAC-NeRF Ours

PAC-NeRF Ours

Elastic o 34.96 28.29 0.9862 0.9728 0.0111 0.0191
Elastic 1 35.11 32.59 0.9862 0.9804 0.0106 0.0121
Elastic 2 35.99 34.46 0.9888 0.9851 0.0086 0.0085
Elastic 3 33.80 24.47 0.983 0.9617 0.014 0.0424
Elastic 4 34-39 34.70 0.9849 0.9859 0.0125 0.0089
Elastic 5 35.82 33.50 0.9878 0.9829 0.0108 0.0111
Elastic 6 34.91 35.50 0.9855 0.9867 0.0118 0.008
Elastic 7 33.58 33.72 0.9825 0.9826 0.0137 0.0111
Elastic 8 34.44 31.29 0.9841 0.9764 0.0125 0.0218
Elastic 9 34.10 34.07 0.9826 0.9829 0.0137 0.0105
Ball 33.15 30.55 0.9872 0.9822 0.0057 0.0039
Cow 32.44 32.42 0.9808 0.9797 0.0076 0.0073
Torus 25.13 25.17 0.9558 0.9564 0.0219 0.0156

Table 5: Dynamic appearance reconstruction results. Our method is often
better than PAC-NeRF. In Section 5.8, we demonstrate that these er-
rors arise due to a mismatch in dynamics and not because of visual
quality.

Neo-Hookean FEM model we use, in which the mesh and the exact
parameters used affect the number of simulation substeps required
for the symplectic Euler integration to remain stable.

5.7 PIPELINE STAGES ABLATION FOR PHYSICAL PARAMETER RE-
COVERY

We now ablate the different parts of our pipeline. To do this, we per-
form three experiments. First, we replace the extracted Gaussian tra-
jectories with the ground truth vertex positions that generated the
dataset. Second, we again use the Gaussian trajectories but replace
the reconstructed mesh with the ground truth one. Last, we use both
the ground truth mesh and trajectories to get a baseline on the phys-
ical parameter estimation. We conduct these experiment only on our
dataset, since it is the only one for which we have access to the ground
truths. The results of our experiments are shown in Table 6 and Fig-
ure 22.

Across our ablations and the results of Section 5.4, we see no signif-
icant difference in parameter performance and find that no version
is universally better. Interestingly, we observe that in certain cases
using the ground truth trajectories or mesh does not lead to better re-
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EPS ()

Ours PAC-NeRF

Figure 21: Perfomance in FPS of our method and PAC-NeRF. On average,
our method is 7x faster than PAC-NeRF, although it displays
variability in the timings due to different mesh sizes and required
simulation substeps per scene.

sults. We therefore reason that the trajectories extracted and the mesh
reconstruction are not the main causes of errors in the parameter es-
timation. We further explore this idea Section 5.9.

58 MESH IMPACT ON DYNAMICS

In Section 5.5, we showed examples of scenes where our method out-
performed PAC-NeRF in parameter estimation but was still unable to
reproduce the exact observed deformation. We now demonstrate that
the root of this problem is the reconstructed mesh. For this purpose,

logio(B) (}) v ()

Full Method 0.0346 0.0239
GT Mesh 0.2208 0.0020
GT Traj. 0.6755 0.0090

GT Mesh and Traj. 0.3248 0.0413

Table 6: We ablate our method using the ground truth (GT) mesh and GT tra-
jectories to evaluate the impact of each pipeline stage to the physical
parameter estimation. We find no configuration that is universally
better. Results are averaged across all scenes of our dataset.
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GT Trajectories

Figure 22: Example results for the ablation configurations tested. Although
minor differences exist, we find that they are not immediately
noticable.

we simulate the Ball scene using the exact ground truth physical pa-
rameters with the reconstructed mesh and render the deformation
like before. Additionally, we use the ground truth mesh and simulate
it with the recovered parameters. The results can be seen in Figure 23.
We see that in the case of our method, there is a shape mismatch
when using the reconstructed mesh, even though we have used the
correct parameters for the simulation. We discuss this issue more and
propose potential solutions in Section 6.2.6.

Figure 23: Mesh’s impact to reconstructed dynamics. Across all images the
orange border represents the ground truth shape and position.
Observe that the reconstructed mesh, simulated with the correct
parameters ("Rec. Mesh - GT Param."), has a bigger mismatch
with the ground truth shape than the ground truth mesh simu-
lated with the recovered parameters ("GT Mesh - Rec. Param.").

Last, we emphasize that although the mesh impacts the simulated
dynamics, the ablation in Section 5.7 showed that it does not signifi-
cantly affect the estimation of the physical parameter values.

5.0 UNDERSTANDING THE OPTIMIZATION LANDSCAPE

In Section 5.4, we observed outliers in the performance of the phys-
ical parameter estimation. Moreover, in Section 5.7, we showed that
the errors in parameter estimation persist when we remove any noise
incurred by the extracted Gaussian trajectories and mesh reconstruc-
tion. We now explore and justify these observations through experi-
ments that map our method’s optimization landscape. To do so, we
perform a grid search over the parameter space and plot the result-
ing loss landscape. We evaluate only the differentiable physics engine
here, so we use the ground truth mesh and the ground truth deform-
ing vertices as supervision. We demonstrate the results for the Ball
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scene in Figure 24, but the observed behaviours were similar to those
in the other scenes of our dataset.

Interestingly, the first column of Figure 24 demonstrates that there
is no single unique minimum but rather a region over p and A* for
which the loss function has low values. This explains why, even in
the presence of errors in the value of the elasticity parameters, the ob-
served dynamics are still matched. This implies that the problem is
under-constrained for the given training sequences. Or equivalently,
the correct values of the elasticity parameters are ambiguous from
the given training sequence. To further test this, we increase the num-
ber of frames used for training. The results are shown in the second
and third parts of Figure 24. Observe that adding frames makes the
optimization landscape less smooth and steeper, meaning that gradi-
ent descent optimization will more quickly be guided towards low
loss value regions. Simultaneously, as more timesteps are used for
supervision a unique minimum seems to arise. We conclude that ob-
serving more interactions is crucial for recovering the correct values
of the elasticity parameters.
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Figure 24: The optimization landscapes of the Ball scene for different
amount of supervision timesteps. The top row shows the opti-
mization landscapes in 3D while the bottom row demonstrates a
2D view of them from the top. Notice that as more timesteps are
used for supervision, the landscape changes to have a single well
defined minimum.

To explore this phenomenon further, we construct a scenario where
the ambiguity about the parameter values should be minimal using
the setup shown in Figure 25. We reason that ambiguity in this setup
will be minimal because it directly corresponds with the definition of
the elasticity parameters. We let an elastic beam hang and apply an
initial velocity to the vertices of its bottom.

1 As areminder p and A are related to E and v (see Section 3.2.1). We use @ and A here
since DiffSim is directly parameterized with those.
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t=0 t=5 t=10 l t=15 t=20 t=25

Figure 25: The Beam setup and resulting sequence. We let an elastic beam
hang and set it in motion by applying some initial velocity to its
bottom.

Like before, we plot the optimization landscapes using different
numbers of frames for supervision. Figure 26 demonstrates the re-
sults. In this case, we observe similar behaviour to before, only now
the difference is less pronounced between supervising with 25 and 35
frames. These observations imply that depending on the interactions
that are being reconstructed, a different amount of training data is
required for good results.
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Figure 26: The optimization landscapes of the Beam scene for different
amount of supervision timesteps. The top row shows the opti-
mization landscapes in 3D while the bottom row demonstrates a
2D view of them from the top. Notice that as more timesteps are
used for supervision, the landscape changes to have a single well
defined minimum.

Overall, the above analysis indicates that the errors in physical pa-
rameter estimation reported in Section 5.4 can be attributed to the
training set’s ambiguity and not on the method.

5.10 IMPORTANCE OF MEAN VALUE COORDINATES

We now evaluate our choice of using Mean Value Coordinates (MVC)
for controlling the Gaussians’ positions in Section 4.6. There, we men-
tioned that a popular alternative is using barycentric coordinates for
the same goal. In Figure 27, we demonstrate why barycentric coordi-
nates are problematic in our case.
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Figure 27: Comparison between using barycentric (top) and mean value
(bottom) coordinates to drive the kernels’ positions. In contrast
to MVC, barycentric coordinates can lead to kernels moving away
from the object.

In the case of barycentric coordinates, some kernels move away
from the object when it undergoes extreme deformation. This hap-
pens because the mesh extracted with the Poisson reconstruction is
not guaranteed to enclose all kernels. These kernels will then have
negative barycentric coordinates, meaning that if the tetrahedron they
belong to expands, their distance from it grows, creating the observed
artifacts. This effect is demonstrated for the 2D case in Figure 28.

S
o
o

Figure 28: Cause of barycentric coordinate artifacts. In this configuration a
point d is defined in terms of the triangle vertices a, b, c. Then,
as ¢ deforms to ¢, the point is pushed away from the triangle.

In contrast, the behaviour of MVC for kernels outside of the cage is
smoother because the MVC coordinates depend on all of the surface
vertices. As a result, even if some parts of the mesh deform highly,
they have a limited impact on the kernels” positions, effectively re-
solving the artifacts observed in the case of barycentric coordinates.
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5.11 IMPORTANCE OF KERNEL COVARIANCE ADJUSTING

In Section 4.6, we demonstrated how the deformation of the cage can
be used to adjust the scale and rotation (covariance) of the Gaussian
kernels. We now demonstrate the effectiveness of this approach in
Figure 29.

Without Cov. Adjusting

With Cov. Adjusting

Frame 8 Frame 10

Figure 29: Impact of adjusting the kernel covariances based on the under-
lying mesh deformation. The colored boxes indicate areas where
the difference is most pronounced.

In the top row of Figure 29, we disable adjusting the covariances
and only change the positions of the kernels using MVC. Here, ker-
nels can be observed as spiking artifacts that appear almost perpen-
dicular to the underlying surface. These artifacts arise because the
rotation of the kernels has been optimized only on the first frame,
but throughout the deformation, the relative rotation of the underly-
ing surface changes. In contrast, the bottom row of Figure 29 shows
that this issue is significantly reduced when we adjust the kernels’
covariance matrix based on the cage’s deformation.



DISCUSSION AND CONCLUSION

We now discuss the results obtained in Chapter 5 and derive conclu-
sions about our work. We further give recommendations for future
work.

6.1 RESULTS
We summarise the results presented in Chapter 5.

PHYSICAL PARAMETER ESTIMATION. Our method can estimate
physical parameters with precision competitive to the state-of-the-art.
However, we find discrepancies in the performance of the tested meth-
ods across different datasets and thus believe their generalizability to
real-world data should be studied further.

APPEARANCE RECONSTRUCTION. We find that our method suc-
cessfully reconstructs object appearance, even in cases of objects with
complicated textures.

TIMINGS. Our method can produce novel views and interactions
at near real-time rates (=~ 6 FPS on average). This is a 7x increase in
the speed of the primary competing method.

6.2 LIMITATIONS AND FUTURE WORK

We now underline the limitations of our method and indicate direc-
tions for future research to address them.

6.2.1  Setup Assumptions

Our method assumes non-linear isotropic and homogeneous materi-
als. As a result, it cannot reconstruct objects whose material proper-
ties change across their surface. A naive solution to this would be to
optimize elasticity parameters per vertex of the mesh; however, some
early experiments we conducted indicated that this makes the opti-
mization process unstable because the recovered materials can vary
between neighbouring vertices. Therefore, we suggest exploring reg-
ularization methods to constrain the variability of the material across
the surface to the minimum required.

Moreover, our method assumes that multi-view video is available,
which can often be challenging to acquire. Exploring the applicability
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of monocular reconstruction methods [TKB*23] can provide ways to
remove this requirement.

Additionally, our method requires object masks to be available for
every frame in the input. Although, high quality masks can be gen-
erated automatically [LRS*21; KMR*23], our method can potentially
be adapted to work without them by performing dynamic Gaussian
reconstruction for the entire scene while predicting which Gaussians
should move.

6.2.2  Timings

Although our method’s inference is faster than competing methods,
it is still not interactive due to the physics engine’s speed. However,
the modularity of our approach allows for the physics engine to be re-
placed by newer and faster alternatives, so advancements in physical
simulation methods can be easily incorporated into our pipeline.

6.2.3 Two-Stage Reconstruction Pipeline

Our method relies on a two-stage pipeline for parameter recovery
and reconstruction. This approach leads to the problems outlined in
Section 6.2.6 since it is impossible to determine whether the recon-
structed mesh has the required quality and resolution without incor-
porating the observed deformations in the mesh creation. However,
note that this approach increases the robustness of our optimization,
as optimizing both dynamics and topology simultaneously is difficult
due to the many degrees of freedom involved. Furthermore, utilizing
different stages makes our method modular, meaning that individ-
ual components can be replaced with better alternatives in the future.
For instance, we have relied on traditional geometry processing tech-
niques for mesh reconstruction, which could be replaced by recent
alternatives targeted at mesh reconstruction from Gaussian splatting
kernels [GL23].

6.2.4 Static Appearance Reconstruction and Deformation Transfer

We observe three types of limitations in our appearance reconstruc-
tion. First, since our method optimizes appearance only for the first
frame, areas of the object that become visible later are poorly recon-
structed. Moreover, because of the deformation transfer, the relative
order of the Gaussian kernels with regard to a viewpoint can change
during the dynamic sequence, causing small colour changes to ap-
pear. Last, even though we rotate and scale the Gaussians based on
the underlying deforming mesh, we see that sometimes small gaps
between kernels can appear on the edges of objects. We demonstate
the above types of artifacts in Figure 30.
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Figure 30: The different types of rendering artifacts produced by our
method. We discuss potential solutions in this section.

All of the above limitations result from our method relying only on
the first frame for appearance optimization. Therefore, a potential so-
lution would be to use an extra pass over the multi-view video train-
ing sequence to fine-tune the deformation transfer. This fine tuning
can include learning weights that associate each kernel to a tetrahe-
dron, instead of relying solely on MVC, and further optimizing the
kernels’ colors based on the entire sequence.

6.2.5 Ambiguity

Although not directly an issue with our method, we observe that
the training set significantly impacts the optimization landscape and,
therefore, the physical parameter recovery. In Section 5.9, we demon-
strated that the optimization landscape varies between scenes and
provided supervision and specifically showed that for the datasets
used, it does not exhibit a unique minimum, implying that the in-
stances of physical parameter estimation problem we deal with are
under-constrained. Since the analysis in Section 5.7 did not find any
other significant source of error in our method, this ambiguity likely
is the primary cause of errors in the physical parameter estimation.
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The simplest solution to this is increasing the amount of training data
used, while it is also interesting to investigate potential regulariza-
tion approaches for the recovered parameter values. Furthermore, it
is worth conducting more experiments to understand better how each
observed deformation state affects the optimization landscape and at-
tempt to quantify the uncertainty of the parameter values. The latter
part has been recently done for the analogous problem in novel view
synthesis [GRS*24], but to the best of our knowledge, it has yet to be
explored in the inverse physics context. By quantifying the ambigu-
ity, we reason that it will be possible to develop techniques to guide
the data capturing process of real objects, making methods like ours
more robust.

6.2.6  Impact of Reconstructed Mesh

As shown in Section 5.8, the quality of the reconstructed mesh may
lead to dynamics different than those observed, even with the correct
physical parameters. This issue is fundamental to using FEM-based
simulations and, in principle, could be reduced by increasing the res-
olution of the mesh. Unfortunately, increasing the mesh’s resolution
imposes a significant increase in the GPU memory required to per-
form the inverse physics optimization. Last, as noted in Section 5.8,
the mesh impacts the simulated dynamics but does not significantly
affect the estimation of the physical parameter values.

One potential solution is adapting our technique to work with a
meshless simulator, like the one used in PAC-NeRF. For this purpose,
instead of reconstructing the mesh, particles can be sampled from the
density field defined by the Gaussian kernels. In addition, this change
would require adjusting the deformation transfer method so that the
simulated particles can be used to guide the Gaussians.

A different solution to the limitations imposed by FEM is to inves-
tigate the inclusion of implicit approaches for learning dynamics that
can predict corrective vectors for the mesh’s vertices or directly dy-
namically remesh when needed (as done by Pfaff and colleagues in
[PESGB20]).

Last, we emphasize that our method allows for the mesh recon-
struction step to be skipped if an alternative mesh can be provided.
This can be beneficial in cases where a high quality 3D model of the
object already exists or can be acquired through different means.

6.2.7 Biases and Lack of Real Datasets

In Section 5.4, we observed that our method and PAC-NeRF show-
cased better parameter estimation performance on data generated
with their simulation. From this, we concluded that both techniques
are biased in performing better on data that matches their physical
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model. Experiments should be conducted with real data to address
this and better understand our method’s generalizability. Such an
evaluation is currently challenging due to the lack of high-quality
real datasets in this space. We reason these datasets do not exist be-
cause it is difficult to determine accurate elasticity parameters exper-
imentally. However, we stress that effort should be put into creating
such datasets since they offer the only way to understand the real-
world generalizability of the physical models assumed by methods
like ours.

6.3 CONCLUSIONS

We have presented a novel framework for joint appearance recon-
struction and physical parameter estimation of elastic objects. Our
method works on multi-view video input by utilizing dynamic 3D
Gaussian splatting and differentiable Neo-Hookean simulation. We
have demonstrated the ability of our method to estimate elasticity
parameter values at the level of current state-of-the-art approaches
while providing better visual quality and faster inference times. Our
method represents a significant step forward in elastic object recon-
struction, paving the way for accessible, realistic digital asset creation
and we hope that it will inspire future research in this field.
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