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SUMMARY
The paper considers the large-time behaviour of positive solutions of the equation

_ = —— >0
at % o T

with — o0 < x < 00 and t = 0, for pulse-type initial data. In suitably scaled variables
this equation models the one-dimensional flow of a solute through a porous medium
with the solute undergoing absorption by the solid matrix of the medium. With the total
mass both absorbed and in solution invariant, it is shown that the asymptotic solution
depends crucially on the value of p. For p > 2 the solution approaches the symmetric
solution of the linear heat equation centred on x = ¢, while for p = 2 this becomes
asymmetric due to the effect of nonlinearity. For 1 < p < 2 convection dominates at
large time and the solution approaches the form of an asymmetric pulse moving at unit
speed along the positive x-axis. Diffusion effects are confined to regions near the leading
and trailing edges of the pulse. For 0 < p < 1 the pulse is still convection-dominated
but it no longer moves under a simple translation. Again diffusion only becomes
important near the leading and trailing edges. It is shown that for p > 2 the asymptotic
solutions are uniformly valid in x but for 0 < p <2 convection-dominated outer
solutions have to be supplemented by diffusion boundary layers. In this latter case
uniformly-valid composite solutions can be constructed. Finally our asymptotic analyses
for the various values of p are compared with numerical solutions of the initial-value
problem.

[Q. J1 Mech. appl Math, Vol 47, Pt 1, 1994] © Oxford University Press 1994
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1. Introduction

IN THIS paper we consider the large-time behaviour of solutions of the
convection-dispersion equation with nonlinear capacity
0 Ou d*u
a—{u+u’} +——-D—
t

=0, with (x, ) e R x R*, 1.1
o 32 (x, 1) (1.1)

subject to the initial condition
u(x, 0) = uy(x) for x e R. (1.2)

Here p and D are positive constants and u, is a non-negative function satisfying
the finite-mass property

uo + uf € L\(R). (1.3)

The problem (1.1), (1.2) arises as a model for the one-dimensional transport
of a solute, with scaled concentration u > 0, through a porous medium. In this
model it is assumed that the solute undergoes equilibrium adsorption with the
porous matrix. In equation (1.1) the term u” denotes the scaled adsorbed
concentration. The integrability condition (1.3) implies that initially the total
mass, both in solution and adsorbed, is finite.

For the purposes of this paper the work is organized as follows.

1. Introduction
2. The model
3. Some analytical remarks
4. The asymptotic solution
4.1 The outer solutions
4.1.1 The case p > 2
412 Thecase 1 <p<?2
413 Thecase p <1
4.2 The uniformity of the outer solutions: the translation-layer solutions
421 Thecase 1 <p< 2
422 Thecase 0 < p< 1
4.3 Construction of uniformly-valid solutions for 0 < p < 2
5. The numerical method
6. Conclusions
References
Appendix A Error analysis for p =3 and p=2
Appendix B Solutions to a boundary value problem
Appendix C The solution for D = 0 when p=4and p = 3

In section 2 we discuss the physical background of the problem and derive
equation (1.1). In section 3 some analytical properties of solutions are given,
such as the occurrence of free boundaries when p € (0, 1) and the large-time
behaviour when the initial distribution satisfies either ug(— o0) =1, ug(+c0) =0
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(convergence towards a travelling wave) or uy(— o) =0, ug(+ ) =1 (con-
vergence towards a rarefaction wave). We also compare our findings with the
analytical results of Escabedo, Vazquez and Zuazua (1). Next, in section 4, the
asymptotic form as t — oo of pulse-type solutions satisfying

w+u?)-,)el'(R) forallt>0 (1.4)

is derived. We discuss first the outer solutions in section 4.1 and thereafter, in
section 4.2, the boundary-layer solutions which occur for 0 < p <1 and
1 < p < 2. We also compare the asymptotic profiles with the numerical solution
of problem (1.1), (1.2). The algorithm, which is discussed in section 5, is based
on a higher-order Godunov approach, which makes it possible to compute
solutions of (1.1) with D small, or even with D = 0. In section 6 the concluding
remarks are given as well as an interpretation of the results in terms of the
physical model.

2. The model

In this section we formulate a model for the one-dimensional transport of a
one-species contaminant through a porous medium. To begin with, we consider
the flow of an incompressible fluid through a homogeneous and saturated
porous medium. We shall assume that the flow is steady, macroscopically
one-dimensional and directed along what is chosen to be the positive x-axis.
It is characterized by the volumetric flux, also known as specific discharge,
which will be denoted by g (m/s).

In the fluid a one-species solute is present at tracer-level concentration C
(mol/m1®). This means that the flow is independent of the solute distribution.
We shall therefore take g to be a known positive constant.

If no adsorption reactions occur between the solute and the surrounding
solid part of the porous medium, then the transport is determined by
convection, molecular diffusion and mechanical dispersion; see for instance Bear
(2) or Freeze and Cherry (3). However, if adsorption reactions do take place,
this has to be taken into account when describing the transport process. In this
reactive case we denote by S (mol/kg porous material) the adsorbed concen-
trations. If the boundary and flow conditions are such that both C and S can
be assumed to be constant in planes perpendicular to the x-axis, implying that
C = C(x,t) and S = S(x, t), then mass conservation yields the expression (see,
for example, Bolt (4)).

0 0 aC

—{0C + pS} + —<9qC—-D—>» =0, 2.1

a:{ pS} e {q 6x} 2.1
where t and x denote, respectively, time and space coordinates. Here 8(—) is
the porosity of the porous material, p (kg/m?) its bulk mass density and D
(m?/s) is the coefficient of hydrodynamic dispersion, which is the sum of
molecular diffusion and mechanical dispersion.
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All coefficients in (2.1) can be considered as being constant and positive. The
term p(8S/0t) in (2.1) represents the rate of change of concentration on the
porous matrix due to adsorption or desorption.

Now we consider the adsorption process. In general, the relation between
the concentration in the fluid and the adsorbed concentration is described by
a first-order ordinary differential equation of the form

% kf(C, S), 22
ot

where k > 0 (s~ !) is the rate parameter and f (mol/kg porous material) is the
reaction rate function. In (5) general rate functions are considered, some of
which are discussed below together with some of their properties.

If we can solve the equation

f(C,S)=0 (2.3a)
in the form
S =y(C) (2.3b)

then we call ¢ the adsorption isotherm. In many cases, rate functions and
isotherms satisfy the following monotonicity properties

f(C,8)>(<)0 ifand onlyif S <(>)y¥(C), (2.4a)
Y(0) =0 and  strictly increasing and smooth for C>0 (2.4b)

The isotherms i are sometimes classified according to their behaviour near
C = 0. We say that

1. ¢ is of Langmuir (L-type) if y is strictly concave near C = Oand ¢'(0+) < oo;
2. y is of Freundlich (F-type) if ¢ is strictly concave near C =0 and y'(0+) = o0;
3. ¢ is of convex (S-type) if ¢ is strictly convex near C = 0.

The distinction between these classes is of importance, because different
isotherms may give different transport behaviours for the solutes. In mathemati-
cal terms, the regularity and global behaviour of the solutions may be different
if § is taken from these different classes. This is clearly the case when considering
the asymptotic profiles in sections 4 and 5.

Well-known examples of isotherms are

1. the Langmuir isotherm, where

K,C .
C)=——— withK,K,>0 2.5
¥(C) T K.C 1 K 2.5)
and
2. the Freundlich isotherm, where
Y(C)= K,C? with K;,p> 0. (2.6)

In (2.6) the isotherm is of F-type if 0 < p < 1 and of S-type if p > 1. The case
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when 0 < p < 1 occurs in many practical situations, although values for which
p > 1 have been used (see, for example, van Genuchten and Cleary (6)).

In this paper we restrict ourselves to the case of fast reactions or equivalently
equilibrium adsorption. Mathematically this is achieved by letting k — o0 in
(2.2). As a result we have

S =y(C); (2.7)

see also (2.3). The convergence process in which k —» oo is discussed in detail
by Knabner (7) and van Duijn and Knabner (8, 9). From a physical viewpoint
this limit implies that the adsorption reactions are very rapid in comparison
with the flow velocity, so that the adsorbed concentration instantaneously
follows the variations of the solute concentration.

We also restrict ourselves with respect to the choice of the isotherm. To be
specific we shall consider the case of Freundlich isotherms only, whence the
transport equation (2.1) becomes

% {0C + pK;5CP} + aix {qC -D %g} =0. 2.8)
We shall consider solutions of this equation in the half-space
Q= {(x1): -0 <x < o00,t>0},
and impose the initial condition
C(x,0) = Cy(x)

at t = 0. To eliminate the constants from (2.8) we apply the following scaling
and redefinition: for p = 1,

u=C, z=2€(1+"_K—3) t, x=x, D=—; 29)
) 6 q
forp#1,
K\Vt-1
u=<f’—> ¢, t=9: x=x, D=2 (2.10)
6 0 q
This leads to the initial-value problem (for ail p > 0)
0 du o%u
—{u+uwl+-——D—=0 for(x,t)eQ, 2.11
st} £ = Do (xDeQ 2.11)
u(x,0) = ug(x) for xeR, (2.12)
where
Co(x) forp=1,

ug(x) = (51&

1p-1)
9 ) Co(x) forp # 1.
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We shall consider the large time-behaviour of solutions of the initial-value
problem (2.11), (2.12) for the case where u, is a pulse satisfying

(o) =0, uy=0#0) onR.
In particular we shall require that
uo + uf € L'Y(R), (2.13)

so that the total mass of adsorbed and dissolved concentration is finite.
We note that we could have chosen a scaling which also eliminates the
constant D from equation (2.11). To be specific define

(2.14)
to give

quru) _Ju_H (2.15)

which is the equation we actually consider in section 4.

However, keeping D in front of the second derivative allows us to consider
the hyperbolic limit D | 0. We come back to this point in the concluding remarks
of section 6.

We finally observe that in many cases of practical interest pK;/6 » 1. This
means that the implication of the scaling is quite different for p < 1, p =1 and
p > 1. One has to bear this in mind when comparing solutions of (2.11), (2.12)
for different values of p.

3. Some analytical remarks

We first set
Py =u+u? foruz=0, 3.1
and write equation (2.11) as
d ou d%u
ot p) ox Ox (32)

We have put D = 1 in (3.2) which, as we note from (2.19), can be done without
loss of generality. Equation (3.2) is a nonlinear second-order equation of
parabolic type. Since f'(u) may tend to infinity when u tends to zero (p < 1),
equation (3.2) can degenerate at points where its solution vanishes. Therefore
we cannot expect the initial-value problem (2.11), (2.12) to have classical
solutions for values of p belonging to the interval (0, 1).
Writing
w=pBu) and u= @(w), 3.3)

where ¢ = ™! denotes the inverse of the function f, we obtain for w the trans-
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formed initial-value problem

ow  dp(w) drp(w)
ot dx ox?

=0 for(x,t)eQ, (34)

w(x, 0) = wo(x) = up(x) + ub(x) for x e R. 3.5)

The existence and uniqueness theory for the problem (3.4), (3.5) is well known
and can be found in Gilding (10). We can therefore use these results to make
some statements about the solvability of (2.11), (2.12) for u. If we assume that
uy, and hence wy, is such that

uy € C(R), (3.6a)
then there exist numbers — o0 < a; < a, < o such that
=0, —o <x<a,,
ug(x){ >0, a, <x<a,, (3.6b)
=0, a,<x<ow.
Then we can make the following statements.

(i) If p=1 then the problem (2.11), (2.12) has a unique classical solution
u e C*(Q) n C(Q) which satisfies u > 0 in Q;

(i) If pe(0,1) then (2.11), (2.12) has a unique weak (distributional) solu-
tion ue C(Q). At points where u > 0, the solution is smooth (that is,
ue C*({u > 0})) and satisfies the equation classically. Moreover, there exist
functions (for i = 1, 2) 5;€ C([0, c0)), satisfying 5,(0) = g;and — o0 <s,(t) < o©
for all ¢t > 0, which form the support of u in the x, t plane; that is, u(x, t) > 0
if and only if x € (s,(2), s,(¢t)) for every t > 0.

The functions s; are called interfaces or free boundaries and they occur only in
the degenerate case p € (0, 1).

In this paper we are interested in the large-time behaviour of solutions of
the problem (2.11), (2.12). First we make some statements about previous work
on equation (3.2) which, to the authors’ knowledge, has dealt exclusively with
initial data satisfying

ug(+ ) = uy, (3.7
where either
O<u_<u,<w (3.8a)
or
w>u_>u, =0. (3.9b)

We note that (3.2) has travelling-waves solutions u(x, t) = f(x — ct), which
satisfy f(£ o0) = uy, where u, and u_ satisfy (3.8a) if p> 1 and (3.8b) if
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pe (0, 1) and where the wave speed c is given by

U, —u_
c=——v—— .
Bu,) — B(u_)

The stability of these travelling waves follows from a result of Osher and Ralston
(11). They employ a contraction property of the semigroup associated with the
transformed problem (3.4), (3.5) to prove convergence, as t — o0 in L'(R),
towards a suitably shifted travelling wave.

The large-time behaviour for the cases where rio travelling waves exist, that is,

p>1 and (3.8b) (3.11a)

(3.10)

or
pe(0,1) and (3.8a) (3.11b)

was considered by van Duijn and De Graaf (12). For this parameter choice,
the contaminant profiles become flatter as time increases. In fact it was shown
that B(u(-, t)) converges to the transformed solution u* of the reduced hyper-
bolic problem

2ﬂ(u)+%=0 for (x,)e Q (3.12a)
ot ox
u_, x<0,
u(x, 0) ={ (3.12b)
u,, x>0.

The function u* is a rarefaction wave with u* = u*(x/t). Since f is given by
(3.1), it is easy to obtain explicit expressions for u*. The convergence analysis
gives an estimate for decay rate of || f(u(-, 1)) — B(u*(-, )l Loy @S t = ©0.

We now make some remarks about the solution to (2.11), (2.12) and the
procedures used to find the asymptotic solutions. We first note that the solutions
have mass conservation, that is, for all t > 0

‘[ {u+ u?}(x,1)dx = f (up + uf)(x) dx
R R

=M, say

This property, together with scaling arguments, plays a crucial role in establish-
ing the asymptotic solutions.

In constructing the asymptotic solutions of section 4 we use the following
intuitive ideas. In the degenerate case, p € (0, 1), for t - o0 we may write

u+uf~uf
and consider the simplified equation
) ou P _
ot 0x Ox

0 (3.13)
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to obtain the asymptotic limit. This procedure is formalized in detail in section
413,
When p = 1, we have the linear equation
ou odu Ju
2 - = 3.14
ot ox 0x* (3.14)

which has the asymptotic profile

M 1 t\?
u(x, t) - mexp{—z (x — 5) } ast — oo. (3.15)

When p > 1 the situation becomes more subtle. Both the numerical evidence
and the solution in the hyperbolic limit (D ] 0) suggest that we first transform
to the moving coordinates

t=t and ¢{=x-—1t (3.16)

which gives the equation, now with nonlinear convection,

0 P92
Quruny 2 _0u_q (3.17)
ot o0& 8¢
Next we write
u+uf~u
as t — oo and obtain the equation
ou? 92
ou_our 0w _ (3.18)
ot 0& 9&?

This procedure is also formalised in section 4, where we distinguish the following
cases. For 1 < p < 2, we show in section 4.1.2 that convection terms in (3.18)
dominate diffusion as ¢t - oo and the asymptotic profile becomes, in the
appropriate variables, a semi-N-wave.

For p =2 the convection and diffusion terms in (3.18) balance in the
large-time limit, resulting in a Burgers equation for which a self-similar limit
profile exists which the solution approaches. This is also given in section 4.1.2.

For p > 2 we show that the diffusion term in (3.18) dominates convection
and that the asymptotic profiles are now symmetric self-similar solutions of the
heat equation; see section 4.1.1.

The asymptotic forms discussed above are called outer solutions. We note
here that convergence (in the L' sense) of solutions of (3.18) towards these
outer solutions for p > 1 was proved by Escabedo, Vasquez and Zuazua (1)
and Escabedo and Zuazua (13). However for 1 < p < 2 there are two defects
associated with the outer solutions. First they are not continuous and secondly
they do not have unbounded support. It is necessary therefore to supplement
the outer solutions by boundary-layer solutions which are valid in thin regions
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near points of discontinuous behaviour of the outer solution. Except for one
case, we can solve the boundary-layer equations explicitly. These solutions can
be used to do two things: first to render the outer solution continuous and
secondly to give the solution unbounded support. Boundary layers have also
to be inserted when 0 < p < | to smooth out the outer solution and locate the
position of the free boundaries which occur since the outer solution predicts,
erroneously, a stationary interface at one end of its support.

4. The asymptotic solution

4.1 The outer solutions
In this section we construct the large-time solution of the scaled equation

ou+u?) 0*u Ou
qutu) o Mo ps0,(xne 4l
ot ox*  ox P (e “D

with pulse-type initial conditions satisfying (2.13). Our approach is to a large
extent intuitive in the sense that we postulate an analytic form for the solution
and then deduce for what range of values of p this type of solution is expected
to occur. This idea has been successfully used in a number of papers devoted
to large-time asymptotics for nonlinear diffusion and related equations, particu-
larly for pulse-type initial data with either bounded or unbounded support; see
for example Grundy (14, 15, 16).

The nature of the limiting solution depends on the value of the parameter p
and reflects the relative importance of the various terms in (4.1) as ¢ becomes
large. As will become apparent later on, it is natural to take the cases 0 < p < 1,
1 < p <2and p > 2 separately. Let us take p > 2 first.

4.1.1 The case p > 2. We start off by transforming equation (4.1), using the
moving coordinate system

tLE=x—1) 4.2)
with u = u(¢, t), giving
d o Qu 0
E(u+“)_5?+—aé—' (4.3)

We would expect the spread of the solution to be incorporated by using the
similarity vanable

E X —t

’
3 té

n= (4.4)

o~

where d > 0, together with the change of dependent variable

u(é, 1) = t*v(n, 1) (4.5)
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with & < 0 to simulate temporal decay. In the new variables (4.3) now becomes

v ov _ o(v®) a(v")}
L —+av—6p— ¢+ 1P D — " 4 app? — 6
{ o ”aq} { a P T Oy

— t1—2a6_2"+ ta(p—l)+(1—a)@ (4.6)

on? on
which we write as A + B= C + D.

The immediate aim of the analysis is to determine the unknown indices a
and 4. To assist us in this task we turn to the time invariant (3.13), namely

M= J {u + uP} dx 4.7
which, in terms of n and v, can be written as

M= '[ {2+ + 1°P+ %P} dny. (4.8)
Thus, for p > 1 )
M~t** ast—- oo

and hence for M to be invariant in time,
d=—a. (4.9)

Remembering that we are seeking solutions in the limit t — o0, n = O(1), we
now assume that v and its derivatives with respect to n together with t dv/0t
are bounded in this limit. With this assumption it is clear that for p > 1 and
a <0 the term A dominates the left-hand side of (4.6) as t - 0. Two
possibilities now emerge; either I: C dominates D on the right-hand side of (4.6)
and balances asymptotically with A or II: D dominates C on the right-hand
side and balances asymptotically with 4. By the term asymptotic balancing we
mean asymptotically equivalent as ¢ — oo. The first possibility (I) requires that

5=14 (4.10)
and
ap—1)+1-8<0. @.11)
With « = —1 from (4.9), condition (4.11) is simply
p>2, (4.12)

whence (4.6) becomes

P P
[@-l(v.‘.n@)+t—(l7_1)/2{ta(v )___pvp__'la(v )}
o 2 on a2 2 0y

v - a(”’).
an

=—— +1

(4.13)
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We now expand
v(n, 1) = vo(n) + o(1), (4.14)

such that ¢ dv/dt = o(1), in the limit t » o0, n = O(1) and substitute into (4.13).
Collecting leading-order terms gives

vo + $(nvp + vo) = 0,

where primes denote differentiation with respect to 5. The general solution of
this equation is

@

vo= K, e "* ~ K, e'"z/‘j efds=K e ™* +0(n™") asn-o o

n
where K, and K, are arbitrary constants. Bearing in mind that mass invariance,
for p > 2, in the form (4.8) requires vy(n) be integrable on (— o0, o0), we must
put K, =0 to give

vo =K, e " (4.15)

Substituting (4.14) into (4.8), with (4.15), the leading-order result gives

® M
M=K1J' e "tdy or K,=——

cw 2/n

Thus we have shown that for p > 2,

u(x, 1) = M t7HemxTMMLL 4 o(1)} (4.16)
2/n
ast — oo, (x — t)/2,/t = O(1). This result is uniform in x.
It is instructive at this stage to compare the leading-order behaviour of (4.16)
with the numerical computations. In Fig. 1 we plot v(n, £) = t'*u(x,t) as a
function of 5 for p = 3 and the initial data

up(x) = H(x + 1) = H(x — 1) 4.17)

for various values of t. Here H(x) is the Heaviside function. So with M =4
from (4.7) the results show a slow but evident convergence to the asymptotic

profile
2

i e-ﬂ’/4'
Jr

the slowness due presumably to the neglect of the dominant convective error

term ¢~ 7~ 22 3(v®)/dn in (4.13). If we include this term in a first-order error
analysis then we show in Appendix A thatforp=3andt —»

4t~ ogt

n/3

v(n, t) = vo(n) + vo(n) + O(t™ 1) (4.18)
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1-2 -—————

l.o.
wl
0-8y
0-6r

0.4 L

0-2f

0
-10 -8

6 8 10

FiG. 1. Convergence of the numerical solution to the limiting profile for the
case p=3. ut'? plotted as a function for 5 for — ¢ = 80, --- ¢ = 320,
+++ ¢t = 1000, » =« t = 2000

or, equivalently, that
o(n, ) = vo(n,) + O(t™172), (4.19)

where

4t~ 12 Jogt

/3

The utility of this device is shown in Fig. 2, where the numerical solution is
represented as a function of n,. The accelerated convergence to

n=n+ (4.20)

2 exp(=n?/4)

Jr
is clearly evident.

We recall here the results of Escabedo et al. (1) and Escabedo and Zuazua
(13), who proved that for p > 2 the finite-mass solutions of (4.3), after neglecting
the time derivative of u?, converge in the L! sense to the solution of the heat
equation, obtained by disregarding the derivative d(u”)/o¢ in (3.17). Our
analysis includes this term as t — oo and enables us to improve the convergence
to the asymptotic profile.

4.1.2 The case 1 < p <2. We now turn to the second (II) possibility in (4.6).
By equating powers of ¢ as before we find that

(p—1D+1-6=0 (4.21)
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FIG. 2. Convergence of the numerical solution to the limiting profile for
the case p=3. wr'/? plotted as a function of the modified variable 5, for
——t=200,---1t =500, +++ ¢ = 1000, « %« t = 1500

and
1 -2 <0O. (4.22)

o =—-, §=- (4.23)
and the inequality (4.22) becomes

p<2. (4.24)
With these values of « and é (4.6) can be written as

14 4
t@—l(v+q@>+t“"“”‘°{ta-(v—2-v"—ga(v )}
ot p an ot p On

2
- t—(z-m/pﬂ + ?@ (4.25)
on*  an
We now expand

v =vo(n) + o(1) (4.26)

as t — o0, n = O(1), with t(dv/dt) = o(1), which we call the outer expansion.
Leading-order terms in (4.25) now give

(v + nv) + p(wf) =0,
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where again primes denote differentiation with respect to n. The general solution
of this equation is

8+ 1oy =C,
p

where C is an arbitrary constant. In order to fix the value of C in this solution
we use the following argument. For C < 0 vy(n) is double-valued with

n<—p(=C)"/(p— DTV,
a solution which we reject. On the other hand for C > 0 v4(n) is single-valued
on —o<n<owbutasy -+
vo ~ pC/n.
Since mass invariance requires v,y(n) be integrable on (— oo, o0), it follows that
C cannot be positive. Thus we must take C = 0 and the solution for v, is simply

n -1
Uy = (——) . @4.27)
P/ +

The solution (4.27) is defined for all n € R but gives a solution with infinite
mass. To ensure a finite mass M as given by (4.8) we must restrict the range
of validity of (4.27) to the finite interval n, < n < 0, setting v, identically zero
outside this interval. This leads to an outer solution with a discontinuity at n,.
Substituting (4.26) into (4.8), with (4.27), gives to leading order

o/ _ -1
AR
m \ P

(p=1)/p
n = —p(il—> < 0. (4.28)
p —_—

In terms of x and t therefore we have shown that for 1 < p <2

and hence

u(x, ) = t- w(‘pt‘_")w- ”{1 + o(1)} (4.29)

1/p
ast — oo, (x — t)/t'/? = O(1). The condition 7, < n < 0requiring in (4.29) that
nt'’"<x—-t<0.

It is convenient at this stage to consider the borderline case p = 2. In this event
the terms A, C and D are asymptotically equivalent at t — o0, 1 = O(1), whence
a=—8§=-—1,

Expanding
v = vo(n) + o(l),

with t dv/dr = o(1) as before, yields a second-order differential equation for v,
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which has the solution
e M4

K + (Jnerf(n/2)’

where K is an arbitrary constant given by the asymptotic mass-invariance
condition

voln) = (4.30)

M =J. vo(n) dn.

This condition gives
K= /nE™ + 1)/(e” —1).

Again we can compare this asymptotic result with the full numerical solution.
With u, given by (4.17), v(n, t) = t''Pu(x, t) converges rather slowly to (4.26)
due to the neglected term of O(t ~*/?) in (4.13). To include this term we can go
through a procedure similar to the one for p > 2. In Appendix A we expand

W, 1) = veln) — 0-0639:™ V2(log 1)vp(n) + O(t'72), 4.31)
suggesting that we may write
o(n, £) = vo(n,) + O(t'2), (4.32)

where n, = n — 00639t~ '/ log t. The numerical solution is represented as a
function of n, in Fig. 3, where a somewhat faster convergence to the asymptotic
profile is evident.

1.2 —_— v ~— v —— T y——r

1-0F

0-8f

0-6f

0.4.

0-2¢

0
-10 -8 6 8 10

FiG. 3. Convergence of the numerical solution to the limiting profile for the
case p=2. ut'? plotted as a function of the modified variable 5, for
t=500,---t=1000, +++ = 1500, s+  ~ 3000
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Finally we note that (4.26) agrees with the convergence result of Escabedo
et al. (1) for these cases. This can be understood if one disregards the time
derivative of u” in equation (4.3). Also note that the function v, in (4.26) is a
self-similar solution of Burgers’s equation ((3.19) with p = 2).

4.1.3 The case p < 1. Our intuition suggest that we adopt a different strategy
by considering a similarity variable with no translation. This is confirmed by
the computations and the propagation properties of the profile in the hyperbolic
limit, see Appendix C. So now we put

n= ti v>0 (4.33)
with
u(x, t) = Py, 1), f<0. (4.349)

Making the change of variable in (1.1) gives

_{ v v a(vP) a(up)}
PUTP — + By — vp—p + <t + Bpv? — vp —=
{ ot Bo = v 6r]} { at Ppo? = vn on

= ta(l-p)ﬂ—zva_z” — t"“‘ﬂ’“‘”?. (4.35)

on?

Clearly since § < 0 and p < 1, B dominates the left-hand side of (4.35) ast — oco.
The question is with which term on the right-hand side does B balance. It turns
out that the only consistent possibility is that D dominates C and takes up the
asymptotic balance with B. This requires that
B —p)+1—-v=0 (4.36)
and
Bl —-py+1—-2v<O. 437

The second equation relating § and v in addition to (4.36) is obtained from the
mass-invariance result (4.7). Writing this in terms of n and v from (4.33) and
(4.34) we have

M= J {tP+7p + 192+ 7y} dp (4.38)

and, for p < 1 with g <0,
M ~tP?*" ast - .

Hence the invariance of M requires that

v=—fp, (4.39)
which, along with (4.36), gives

f=—-1 and v=p.
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With these values of f and v, (4.35) becomes

P P ’
t(aaut)_p{vp N nag;)} + t‘“‘"’{t%— b — pn g_”;} - [—pi_u_@. (4.40)

We now expand
v(n, £) = vo(n) + o(1) (4.41)

such that t(dv/dt) = o(1), as t — oo, n = O(1). Substitution into (4.40) gives to
leading order

p{vg + n(vg)'} = vo,
where again primes denote differentiation with respect to n. The general solution
is given by
pnvg — v, =C
with C constant. A similar argument to that of section 4.2.1 leads to C =0
and the solution for v, is then

vo = (pn)i =P (4.42)

The non-trivial part of the asymptotic solution is confined to the interval
0 < 5 < n, by the mass-invariance condition (4.38), which using (4.41) with
(4.42), gives to leading order

LE!
sz (p”)p/(l—p)d,,'
0

Thus
M 'r
n, = {—} pr (4.43)
1—p
In terms of x and ¢ and for 0 < p < 1 we have now shown that
1/(1-p)
u(x, 1) = rl(’j-f) {1 +o(1)} (4.44)

ast — 00, x/t? = O(l). The condition 0 < n < n, requires that
0 < x < n,t*

We call (4.44) the outer solution.
We discuss the case p = 1 and its role in the transition from (4.29) to (4.44)
in section 6.

4.2 The uniformity of the outer solutions: the boundary-layer solutions

We now consider the question of uniformity in x of the outer solutions for
u(x, t) in the limit ¢t — oo. In the case p > 2 it is clear that the asymptotic repre-
sentations (4.16) and (4.30) are uniformly valid for all x. For other values of
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p the situation is not so straightforward. For instance when 1 <p <2 we
must first ask how (4.25) represents the zero-order asymptotic solution on
— o0 < x < oo. Since this has to satisfy u = 0 at x = + o0 we would expect the
structure

0, —00 <x<t+nt'
t — x\M/e-1)
ux, £y =4 7 —— .ttt <x <, (4.45)
ptl/P
0, x>t,

There are, however, two objections to this representation. First u(x, t) is not
continuous while in the second place, contrary to what we know, the support
is bounded. Both these objections to (4.45) can be met by including boundary
layers at the trailing and leading edges of the pulse where n =7, and n =0
respectively. As t —» oo these will be thin on the scale of n but since we include
the diffusion term within them, they have the effect of smoothing out the
solution and at the same time rendering the support unbounded. We note that
this approach has been successfully used to uniformize asymptotic solutions to
diffusion—convection equations by Grundy (14, 15, 16).

A similar situation presents itself in the case 0 < p < | where, in principle,
the uniformization can be carried out in the same way. In this case the
zero-order outer representation is

0, x <0,
1/(1-p)
u(x, ) = :-1<%) . 0<x <yt (4.46)
0, X > nyth.

Once again this situation is at variance with what we expect since the solution
is discontinuous at x = n,t? and there is no moving interface to the left. As in
the case p > 1, these difficulties can be removed by including boundary layers.

Having set out our reasons for seeking boundary-layer solutions we devote
the remainder of this section to constructing them.

42.1 Thecase 1l <p < 2.
(a) The trailing edge layer at n = n,. Near n = n, we make the change of
variable

=1 + t_ﬂc’ u> 0: (447)

where { = O(1), t - . This defines a thin layer, on the n scale, of thickness
t~*, where p has to be found. In this layer we look for a solution which varies
on the {-scale so we put

u(n, t) =w(l, 1) (4.48)
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in (4.25) which now becomes

t‘“{[a_w_z_i.(#_.l.)ggﬁ}+t‘1/P{ta(a_!t_p)+wP+#CM}_ﬁa_w

ot p p)” & 74 p
Fw  d(wP)
(b R L MRS DT
e P (4.49)

An essential feature of the boundary layer is that the diffusion term becomes
important there. Assuming that all {-derivatives are bounded within the

boundary layer we therefore put
9 _
u=="P>o (4.50)
p
and expand

w(&, £) = wo(S) + o(1), (4.51)

with t(0w/0t) = o(1), as t - oo, { = O(1) in (4.49). Collecting leading-order
terms gives
wy + (W) + 1wl =0 (4.52)
P

with primes denoting differentiation with respect to . The matching condition
requires that

—n, \- D
Wy = <——> as { - o (4.53)
P
while the boundary conditions are
we=wo =0 as{—o—o. (4.54)

Equation (4.52) admits the solution

" e—(p-l)m((—{o)/p t/p—1)
Wo = p[1 — e—(p'l)m(C-Co)/P]} (4.53)

which satisfies the conditions (4.53) and (4.54) but is only unique to within the
arbitrary translational shift {,. Unfortunately there appears to be no way of
finding {, to this order of approximation but we surmise that this constant will
depend on the initial distribution via an integral invariant or through higher-
order terms in the asymptotic analysis. However, we have made no attempt to
determine its value but it may be possible to fit (4.55) to numerical or experi-
mental data, thereby prescribing a value of &,.

(b) The leading-edge layer near n = 0. Near n = 0 we make the change of

variable
n=yt"" (4.56)

where ¢ > 0 will be chosen so that the diffusion term in (4.25) becomes
important in the region where the variable y is O(1). To see how to scale the
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independent variable v within the trailing edge layer we have the outer
expansion

—n 1(p—1) —x Hp-1)
o(n, 0 =vo(m) +o(1) =(— ) +o(1)~ e =2
p p

in terms of y. This suggests we put

v(n, 1) = t~4P" VW (y, 1) 4.57)
and expand
W t) = Wo() + o(1) (4.58)
with t(0W/dt) = o(1) as t —» o0, x = O(1), using
Wol) ~ (—2/p""™ " as x = - (4.59)

as a matching condition. Making the above changes of variables in (4.25) gives
ow
Nli4 ( € 1) W < 1) ow
ot p—1 p 31
we 1\ a(w®
+t‘”2{ta(——)+<1— id )W"+(e——)x ¢ )}
ot p—1 p dy

PW AW
8)(2 oy

= - Q2-pip

We now invoke the condition that the second derivative becomes important in
the limit ¢t — oo, y = O(1). This demands that

e=(2-p)2p
and the equation for W(y, t) then becomes
aw Wwe *wW
taW ud X +t"’2{zaLa—)+2WP—la(Wp)}= +a(Wp).
t

o0 2Azp-1) 2 oy 2 0y ax? oy
(4.60)
Substituting (4.58) into (4.60) and equating leading-order terms gives
W5 + (W8) + sy W + Wo =0, 4.61)
2p-1)

with primes indicating y-derivatives, which has to be solved subject to (4.59)
and the boundary conditions
W, =0, x — 0. (4.62)

The boundary-value problem (4.61), (4.59) and (4.62) has been recently
studied by Cazenave and Escabedo (17). They show that this problem has a



90 R. E. GRUNDY ET AL.

family of monotone solutions of which only one has exponential decay of the
form exp(—x?/4) as y — co. The remainder have a power-law decay in the same
limit. Based on the non-degenerate nature of equation (4.1) for this range of p,
we select this unique exponentially decaying solution to the boundary-value
problem.

422 The case 0 < p < 1.

(a) The leading-edge layer near n = n,. We now go through a similar pro-
cedure for the case 0 < 1 < p, where we expect interfaces to appear within the
support of the solution. We put

n=mn+t?, p>0, (4.63)

where { = O(1) as t -+ o, defining a thin layer on the scale of n of thickness
t™?, where p is to be found. In this layer we look for solutions of (4.35), where

uix, t) = z((, 1)

which, in the new variables, becomes

0z - 0z 0z

t_(#+1—P) t— — + — I t‘(l_P)__

{ pri (p p)CaC} pn, o

6(2")} o, 20 _ p-p 0202
a

a ot o
Choosing p = p has the effect of making the diffusion term O(1) so the equation
for z(Z, t) becomes

P P
t_l{tﬁ _ Z} _ pnzt-(l—P)% + t‘P{tﬂz_) — pzp _ zpc a(Z )}

+ t—"{t? —pzf —(p + p){
4

ot a¢ ot a
_ 0%z 0z (z")
R + pn, o (4.64)

Expanding
2(C, 1) = zo(0) + o(1)
such that ¢(8z/dt) = o(1) as t — 0, { = O(1), yields the equation
zo — 2o + pny(2§)' =0 (4.65)

for z,, with primes denoting differentiation with respect to {. This has to be
solved subject to the matching condition

2o~ ()P, (-~ (4.66)
and the boundary condition
29 =29 =0, { — oo. (4.67)
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The problem (4.65) to (4.67) admits the solution

[pn, — e} ~PE—Loqt=n  r ¢ 4 log(pn,)

3

l—p
Zo = | (4.68)
0, (>0 + olg(_p';l),

which is unique to within the arbitrary shift {, which is not determined to this
order of approximation. Clearly (4.68) has an interface at

1

og(pn2) (4.69)
(1-p

(b) The trailing-edge layer near n = 0. In order to work out the structure of

the asymptotic solution near n = 0 we have to look in a little more detail at
the outer expansion (4.41). To be specific we write

5=Co+

v(n, 1) = (pm)"" 7P + 17 log to,(m) + tTP0,(n) + £~ T Puy(m) 4+ -+ (4.70)
Substituting this into (4.40) we find that
v, = K(pn)?'~», 4.71)
(pm)?* =P { p’ } .
=Y logn — K + Cyqp)?t=» (4.72)
Po(t-p) (1= p)? ’
and

(np)(l-p)/(l—p)
p(1 = p)
where K, C, and C, are arbitrary constants. Comparing the first two terms in

(4.70) with (4.71) reveals that the outer expansion is non-uniformly valid when
x = O(log t), suggesting the inner independent variable

+ Csnp, 4.73)

P
(== =0 (4.74)
logt logt

together with the dependent variable
1 (\/a-p
u= (%) Z@ o), (4.75)

where we have reverted to the original independent variable u. Making these
changes of variables in (4.1) and expanding

Z((, 1) = Zo() + o(1) (4.76)

yields the equation
p

(I1-p

Zo

LA
0=
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with solution

Zo = {pl - L} 77, (4.77)

giving an interface at { = {, which is, at the moment, unknown.
To match the inner and outer expansions we first recast (4.70) with (4.71) to
(4.73) in terms of { and u to give

_ IL)EE va=e 1/(1 -p) (pC)p/“_p)I: _ P2 :| <log(log t))}
u_( t) {(pC) ooy KT oo T e S

(4.78)
This must match with (4.71) and (4.73) expanded as { - oo, namely
"y <log t)l/(l—P){(pO”(l—p) _ P (pp)P1r=» +}
t (1—-p)
Thus for a successful match we require that
p3
plo = — K. 4.79)

To proceed further we note that the diffusion term has yet to be taken into
account in the inner region. In order to do this we make a further scaling near
{ = {o, namely

(=0 + i (4.80)
logt
together with
u= " VATPY(E ). (4.81)

We observe in passing that in terms of x the scaling (4.80) can be written as
x={ologt+ ¢&. (4.82)
Making these changes of variables the equation for U(¢, t) becomes
I 4
t_,{tau_ U 6U}+t6(U)_ p

_Co_ = —

o (—p Ui+

o (1-p) & A

Expanding
U(E, 1) = Up(§) + o(1)
such that t(U/dt) = o(1) as t - oo, £ = O(1) gives the ordinary differential

equation
p

(1-p

for U, with primes denoting differentiation with respect to £. The matching

Usg — U + Ug + LUy =0 (4.84)
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condition with the inner solution requires that

Up ~(pO)M'7P, &> 0 (4.85)
while the boundary condition demands that
U, =0, - —w. (4.86)

The problem is to find {, and U, subject to (4.84) to (4.86).
We show in Appendix B that a unique solution to this problem exists if and

only if
{o=—p/(1 —p) (4.87)
and in that event
_ 141 -p) > ¢,
Uy — {[p(é DK ES @38)
0, &<,
for some &,. So, returning to (4.83) we find that
K =p*/(1 —p)*.

We note that (4.88) is actually uniformly valid throughout the inner region and
can be matched to zero order with the outer expansion. We use this observation
in the next section, where we construct uniformly valid solutions for all x.

Finally from (4.88) we observe that the trailing-edge interface is located at
¢ = ¢, orin view of (4.87) and (4.82) at

—-P
(I-p

x= logt + &,.

4.3 Construction of uniformly-valid solution for 0 < p < 2

In this section we make some remarks about the construction of uniformly-
valid large-time solutions for the parameter range 0 < p < 2. In contrast to the
situation for p = 2, for 0 < p < 2 the asymptotic analysis does not yield a single
formula which approximates u(x, t) uniformly in x as t - 0. To see how such
a formula may be constructed we note that the asymptotic solution for both
0<p<land!l < p < 2can be regarded as an outer expansion linked by two
boundary layers to the conditions at infinity. Although this picture is not
entirely straightforward for 0 < p < 1 the interpretation can still be made since,
as noted above, equation (4.88) is uniformly valid in the trailing-edge layer.

If we denote the zero-order solution by U,, the zero-order leading-edge
boundary-layer solution by U, and the zero-order trailing-edge boundary-layer
solution by U, then for 0 < p < 1 we have from (4.46)

0, x <0,

H(1-p)
X
Uy = (pT> , 0<x<<n,t?,

0, X > n,t%,
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and from (4.88)

I—I[P'Iz _ e(l-p)(x—qzr'-Co)]l/(l-p), X < ’72“’ + Co + IOg(p”Z)’

I—p
Ul = l
0, x>n2t”+Co+M2—),
I—p
while from (4.88) with (4.82)
0, x <& — P log ¢,

U; = p 1/(1-p)
t"/“"”{p<x+ 1 logt—§l>} , x=2& —Blogt.

For 1 < p < 2, the corresponding expressions and domains are from (4.45)

0, X <t+ntiP,
{— x\1e-1
Uy =4 ¢~V = , t+nttP<x <,
p
0, x>t,

from (4.55)

1p—1)
U1 = t—llp{ (A } R
p(exp{(p — Dni(x — 1~ nyt7P — Lot®= D7) prP= D} — 1)
—0 < x < W,
and from (4.58)

U, = t“’““"”WO(X —

t
_tW)’ —00 < Xx < .

The next step in the process is to construct the inner limits of the outer solution,
expressions which have to reflect the failure of analyticity of U, at the leading
and trailing edges. For 0 < p < 1 we write the leading-edge inner limit of U, as

e (pn) VTR, x < nyt?,
(Uoh ={ ? z p
0, x> n,t?,
and the trailing-edge inner limit of U, as

t-l/(l-p)(px)ll(l—p)’ x> 0’
(Uo)z ={
0, x <0.

For 1 < p < 2, corresponding expressions are

0, x <t+ ',
(UO)I ={ -1/p 1/p
™ (=ni/p), xZt+ it
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_ t — x\e-1
t ”‘P‘”<—) , x<t,
(Uo)2 = p

0, x>t

and

The idea now is to construct what, in the language of matched expansions, are
called composite solutions and which are uniformly valid for all x. In this case
we use multiplicative composition; for a number of reasons the more familiar
additive composition is not applicable here. In a more straightforward situation
a leading-order composite approximation would be of the form

UoU, U,
(Uo)1(Uo),

(see for example van Dyke (18)). However this rule cannot be applied directly
since Uy, (Uy); and (U,), are zero over certain domains of x. Nevertheless the
multiplicative nature of u. makes it a straightforward matter to modify (4.89)
to take this into account. In the case 0 < p < 1 we write

(0, x<& —logt,

ufx, 1) = (4.89)

U, U.
- 2’ ¢, —logt<x <0,
(Uo)y
U.
Ul 2: 0<x<772t",
u(x,t) =¢ (Uo)y
1
U1U2, ”1[P<x<n2tp+§o+£g(17—’72)’
(UO)Z l_p
lo
0, x> nytP + &g+ lg(Pﬂz)
\ -p

This is adapted from (4.89) by omitting U, = (U,); = 0 from both numerator
and denominator in the second domain. In the third domain U, = (U,), which
cancel while in the fourth domain U, = (U,), = 0 which can again be omitted.
The corresponding result for | < p <2 is

(
U‘UZ, x <t + nyt'l,
(Uo)2
u(x, t) = < (Lg()j’ t+ P <x<t,
0/1
U, x>t
\(Up)s

Although these uniformly valid composite expansions are continuous, they accept
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discontinuities in their x-derivatives; namely of O(t~¢*"V) at x = n,t? for
O<p<1andof O(t~%P)at x =t + n,t"? for 1 < p < 2. However, this is not
a high price to pay since in each case the formula for u, is simple and in the
case 0 < p < 1 very easy to compute. For 1 < p < 2 the procedure is com-
plicated by the need to evaluate Wy((x — t)/t'/?) at prescribed values of its
argument.

The main problem with using the composite solutions is that they are indeter-
minate to within the two arbitrary constants occurring in each of the boundary-
layer solutions. In principle these cannot be determined from the zero-order
analysis. However, it is possible to simulate the convergence to the asymptotic
solution by adjusting these constants so that the composite solution fits, in
some ad hoc way, the numerical solution at a suitable value of time. From a
practical computational point of view the use of such a formula would reduce
the excessive computing time required to calculate the slowly converging
large-time solution using the scheme of section 5.

5. The numerical method

The method used to generate the numerical solutions was developed and
analysed by Dawson (19) for nonlinear parabolic equations in one space
dimension. Here, we discuss the application of the method to the problem
(2.11),(2.12).

Again we make transformation (3.3) and use the transformed equation as a
starting point for the discussion. However, here we want to keep the diffusion
coefficient D in the analysis, because this will allow us to do computations for
problems in which convection dominates diffusion. Therefore we consider, with
w = f(u) and u = p(w),

aw g _ 0w _

- 5 =0, (xneQ. (5.1)

Let —o0 <---<X_;_y3 <X_;4q; <00 be a partition of R into grid blocks
B; = [x;_ 12, X;41/2), and let x; be the midpoint of B;. For simplicity, assume
that the partition is uniform with mesh spacing h > 0. Let At > 0 denote a
time-stepping parameter, and let " = nAt and t"*'Y? = (" + 1"*')/2. For
functions g(x, t), let g} = g(x), t"), gl /7 = g(x;41/2, t"+1?), etc.

On each grid block Bj, approximate w; and uj by constants w; and U}
respectively, where

wf = U]+ (UN*. (5.2)

Discretizing (5.1) by finite differences in space and time, we find that
Wj'“ —w + 49("’;:11 7) — ¢(W;—Jrll 7 _D 90(“’;:11 - A’-‘/’(W_/"Jr )+ @(W;jll) ~0
At h h? '

(5.3)

The term @(w]!/?) is approximated using a higher-order Godunov approach,
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see van Leer (20). Assume the time step satisfies the CFL constraint

sup @'(w)At < h. (54)
Expanding in a Taylor series about the point (x, t"),

At
Wit 12 _w+gw + 5wk O + Ath + &%), (55

where the right-hand side of (5.5) is evaluated at (x, t"). Using the differential
equation (5.1), we find that

h A
wirl2 = 4 (5 — ¢'(w) {)w + O(h? + Av). (5.6)

Emulating (5.6), define
h
N E =] + ( (w)") 5, f. (5.7
where d,wj is calculated by a slope-limiting procedure. In particular

6:‘(0_7 = 6Iimw,7' Sign(m;+1 - w]_y), (5.8)
where

A.of,|A-0f]) ifA,0f.A_w}>0,
b j_{mm(l +@fl, 1A _wf]) ifA,w] wy > (5.9)

0 otherwise.

Here A, w; is the forward difference (w,,, — w;)/h, and A_w; = (0; — w;_)/h.
Approximating w}; /2 by @]} /2, we obtain the nonlinear system of equations

wf“‘“’f_'_(l’(wjﬂ 2) (P(wf+1lz)
At h
(wj+l) 2‘P(Z’;“)+‘P(w;+1l =0. (5.10)

Initially, set UP = u%x,) and w® = UP + (UP)*. Note that, given ] at some
time level t*, the term @(@] /7 is calculated explicitly. Thus, we are left with
a symmetric system of nonlinear equations to determine w}*", which we solve
by a fixed-point iteration.
Let
(@] 21f3) — @] if7)
h

==

Then, substituting the definition of wf* into (5.10) we find that

at+l __ nt+iyp mp — A+l u+l
UJ U] + (U] ) (U]) -D UJ+1 ZUI + U = r,". (511)
At At h?
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Let U* ! be an initial guess for Up*!. Then, given US* ', define

(Ut — Uy

, Uttt Up,

pit=4 urttt-ur (5.12)
0, otherwise,
and determine the (k + 1)th iterate U *!
n+lk+1__jn A+ 1,k+1 _ n+1,k+1 A+1k+1
[1+,B;'k] UJ UJ—DU'H-I 2Uj +Uj—1 =r;' (513)

At h?
This procedure gives iterates which satisfy a maximum principle; that is
min U < U1 < max U},
J
therefore p7* well defined.

6. Summary and discussion

By way of conclusion we summarize our results. For p > 2 the limit profile
is given by the leading term in (4.16). This is a symmetric profile which travels
to the right with unit speed decaying like ¢t~ */2. Numerical solutions of the
initial-value problem for (2.11) with p =3 and D =1 are displayed in Figs 1
and 2 with t'/?y as a function of n = (x — t)/t'/? for various values of t. These
clearly confirm the analytic behaviour.

For p = 2 the diffusion-dominated profile becomes asymmetric due to the
influence of convection. The limiting solution is in fact a similarity solution of
Burgers’s equation. Numerical convergence to the limit profile is illustrated in
Fig. 3.

For 1 < p < 2 the asymptotic profile still moves to the right with unit speed.
It is left-asymmetric with respect to x =t and has a discontinuity along the
curve (x — t)/t!? = n,, with n, given by (4.29). In section 4.2 boundary-layer
solutions are constructed near the leading and trailing edges of the outer solu-
tion which resolve its non-analytic behaviour near n = 0 and n = n,. Figure 4
presents sample numerical solutions for the case p = 3. The main aim here is
to show convergence to the outer solution. In order to reduce the spatial effect
of the boundary layers, which have thickness proportional to D*~*# for some
a, >0, we take D =10"2 To check the convergence properties of this
numerical solution we compare the computations with the analytic solution of
the initial value problem for D = 0. The solution is written down for p = % in
Appendix C and presented in Fig. 5. The slow convergence to the outer limit,
shared by both sets of results, is clearly evident.

As p|1 the outer expansion is no longer valid. This is clear from (4.25).
However, we can solve the asymptotic problem for p =1 (see (3.15)) to give

exp{—gx;z;@i}, t— oo,

u(x, t) ~ am)
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Fic. 4. Convergence of the numerical solution to the zero- order outer solution
for p= 1'5. ut?’? plotted as a function of n for —— t = 1000, --- t = 2000

with D = 1072
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Fi1G. 5. Convergence of the exact solution of the initial-value problem to the
zero-order outer solution for D = 0 and p = 1-5. The values of time are 1000,
2000, 5000, 10 000 and 20 000

a diffusion-dominated profile moving with speed 4 to the right. Bearing in mind
the change in translation properties of the solution as p passes through 1, it is
not surprising that the limiting form for 0 < p < 1 does not translate at all. In
this regime the relevant outer variable is n = x/t? and the outer solution
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4-5 . - . v - v —
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FiG. 6. Convergence of the numerical solution to the zero-order outer solution
for p = 0-5. ut plotted as a function of n for —— ¢t = 1000, - - - ¢ = 2000 with
D=10"2

becomes right symmetric with respect to x = 0 with a discontinuity along the
curve x = n,t?, with n, determined by (4.43). Again we can construct boundary-
layer solutions near n =0 and n = n,, which in both cases lead to solvable
problems predicting interfaces. Figure 6 shows results of the computations for
the initial-value problem (2.11) with D = 10~ 2 to isolate the outer solution
from the influence of the boundary layers. As a check on the numerical con-
vergence we again compare the computations with the analytic solution for
D = 0 given in Appendix C and displayed in Fig. 7. In both cases the slow
convergence to the outer solution is apparent.

The results of the paper clearly distinguish the difference between the cases
p > land p < 1. This can also be interpreted in terms of the underlying physical
model; see also van Genuchten and Cleary (6), in the foliowing way.

The differential capacity for adsorption, which is obtained from equation
(1.1) by differentiating the nonlinear term in the time derivative, that is,

puf~! + 1, 6.D

shows that for p > 1 the adsorption at low concentration is relatively minor.
Consequently the leading edge of the profile propagates at a speed nearly equal
to that of the fluid. This is consistent with the translational properties of the
outer solution as given by (4.1) for p > 1. At higher concentrations adsorption
becomes much more extensive, resulting in a lower speed of propagation. This
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51

_4 -2 2 4
n

F1G. 7. Convergence of the exact solution to the initial value problem for
D=0 and p =05. The values of time are 1000, 2000, 5000, 10000 and
20000

will cause the profile to be flat or dispersed behind the leading edge. After most
of the chemical has passed and the concentration starts decreasing, much of
the chemical which was adsorbed will go back into solution (capacity relatively
large). Consequently the concentration tends to remain high, leading to a sharp
front at the trailing edge of the profile. Again this agrees with the representation
(4.45) and the computations shown in Fig. 4. As p increases the effect of
absorption becomes progressively weaker and the transport of the solute will
be governed by diffusion. Our analyses show that p =2 is asymptotically a
critical value in this respect since for p > 2 the limiting profile is dominated by
diffusion. See Figs 1, 2 and 3.

When p = 2, the differential capacity is constant and equal to 2. Therefore
all concentrations move with half the speed of the fluid, leading to a symmetrical
profile of the form (3.16).

Finally, 0 < p < 1. Here the capacity decreases with increasing concentration.
This means that as concentration increases, the resulting adsorption rate
becomes smaller, leading to an increase in propagation speed. Consequently
the solute distribution becomes steep at the leading edge of the profile. As con-
centration decreases, the desorption rate of the chemical increases, bringing
more and more chemical into solution and hence reducing the decrease in the
solution concentration. This leads to a highly dispersed solute profile near the
trailing edge. This physical interpretation is supported by both the limiting
solution (4.44) and the computations presented in Fig. 6.
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APPENDIX A
Error analysis forp=3 and p=2

In the first part of this Appendix we compute the leading error term in the expansion
(4.14) for v(n, t) when p = 3. It turns out that we must consider an expansion of the form

o(n, ) = ve(n) + t~ 2(log v, () + 1™ Poy(n) + o(e ™13, (A1)
where

M
vo(n) = —— e "/,
2/n

With a few modifications the analysis can be extended to all values of p > 2. Substituting
(A.1) into (4.13) and equating terms of O(:™ /2 log t) gives

vi + vy +0, =0, 0,(£©)=0. (A2)
If we require v, to have exponential decay as n — 3 oo, then (A.2) has the solution

v, = Avp(n), (A3)
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where A is an arbitrary constant. The equation for p, can now be written as

v5 + dnvy + vy = (4 — 3})rg
with solution

vy = vp(mw,(n),

where

-2
s2e ¥4 ds

Bev*  3MEeM (= Aevt [
—+ — | sSeds— -

wh =
n an g " n

L}

and B is an arbitrary constant. We now require that v, decays exponentially to zero as
n — too. This demands that the exponentially growing terms in ), be suppressed,
which, as n — + o0, requires B to be zero. The same condition as n - — o0 gives

2 © 2
A= M SZ e—312/4 dS/J.m s2 8-11/4 ds = M
an J_, e 4n,/3

and hence (A.1) can be written as
MZ
o(n, £) = vo(n) + ——= t~*(log t)vp(n) + O~ '1?)
4n,/3
or, equivalently,
2

M
v, t) = vo{n + 1t~ ]og t} + 0@y, (A4

4n./3

which gives the representation (4.18) with (4.20).
The case p = 2 can be dealt with in a similar way. With this value of p, (4.13) becomes

1 2 2 2 2
z@—-<u+q@ PR L S Ko )l GBI C B
on a2 2 9n ont  on

Again we have to expand

o(n, t) = vo(n) + t~2(log v, (n) + ¢t~ 20,(n) + oft™'/?), (A.6)
where this time vy(n) is given by (4.30). Substituting (A.6) into (A.5), equating terms
O(t "2 log t) and requiring exponential decay on v, as n — + o gives

v, = Bug(n).

A similar procedure for terms of O(t ™ '/?) gives the condition on B for exponential decay
of v, as n - o0 as

© (v3 + svovp)o SN AL
B=J’ (05 + SU0ba)0  -saya 4 2] e s,
2
- Vo - \Uo

Numerical evaluation gives B = —0-0630 to four decimal places.

APPENDIX B

Solution to a boundary-value problem

In this Appendix we construct the solution to the boundary-value problem represented
by (4.86) to (4.88) in section 4.2.2.

We first show that Uy({) is monotonically increasing for — o0 < § < . To see this
we suppose that £, is a stationary point of Uy(£) so that from (4.86) we have, with
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Uo(Go) > 0,
14

1-p
s0 £ is @ maximum. This implies that Uy(£) < Uy(§,) for all £ so the boundary condition
(4.87) cannot be satisfied, hence U, cannot have a stationary point and thus the

monotonicity condition must hold. This result now enables us to change the independent
variable from { to U,. Putting U, = u we write

W (g) = yw) (B.)

regarding u as the independent variable with 0 < u < co. This reduces (4.86) to the
first-order equation

Ug(%o) <0

"
0 ==

d u?

QN

du (t—p)y
Since we are assuming that u = Uy(&) has a continuous derivative for all ¢ then we must
have u'(¢) - Oas ¢ — oo and we must solve (B.2) subject to the initial condition y0) = 0.

Now nearu =0
Yu) ~ {ou” + -

and hence from (B.1) we see that the support of u(¢) must be finite since with 0 < p < 1

o
o 5)

is bounded. Thus u() 2 Ofor £ > &, and u(¢) = O for —a0 < ¢ < £, where we may take
£, = 0 since (4.86) is translationally invariant. To see what conditions hold at £ = 0 we
integrate (4.86) between zero and & > 0 with u(0) = u’(0) = 0 to give

(B.2)

(4
(&) = {ouP(&) + u(e) — —> J uP(s) ds,
a1-pJo

whence dividing by u”(§) > 0 we have

u'(s) - p J“
=¢ + PQ) — ——— = P(s) ds.
w@ O T e ),
Since uP({) is monotonically increasing it follows that
¢
f uP(s) ds < {uP(§)
(4]
50
(9]
I ==
:T:) {“'(f)} ‘o
or
{u! "7} = {o(1 — p) (B.3)
at ¢ =0.

We are now in a position to construct the solution. First we put

v=u'"? and V() = ¥Y(v)
in (B.2) to give
dYy Y-
dv Y (1—pw

{{o(1 =p)— Y}, (B.4)
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where from (B.3)
Y(0) =1 -p){o (B.5)

Y(o0) = p. (B.6)

To determine {, and Y(v) we proceed as follows. First if we suppose that {, > p/(1 — p)
then Y(0) > p and, from (B.4), Y’(0) > 0. Now in order for the condition (B.6) to be
satisfied there must be a value of v > 0 for which Y = {4(1 — p) and Y’ < 0. Clearly
from (B.4) such a condition cannot hold for {, > p/(1 — p). A similar argument holds
if {o < p/(1 — p) and so we conclude that

{o=p/(1 — p), (B.7

and from (4.87)

whence the problem becomes

dy (Y- 1—po—pY

dy_(Y-pit—po—p¥} o,

dv vY(1 — p)
Now there are no solutions which increase from Y(0) = p since dY/dv <0 for Y<p
and Y > (1 — p)v/p. Similarly there are no solutions which decrease from Y(0) = p. Thus
Y = pis the only solution satisfying Y(0) = p and hence with (B.7) constitutes the unique
solution. In the original variables this becomes

U ={{p(c—c,)}”“-", 26
0 0, ¢<¢lv

which together with (B.7) is the unique solution, to within the arbitrary translation {,,
of the boundary value problem (4.86) to (4.88).

(B.8)

APPENDIX C

The solution of the initial-value problem for D = 0

In this Appendix we write down the solution of the equation (2.11) with D =0 and
initial data (4.17)forp=4and p=1%.

1. p = 4. In this case the point x = — 1, where u = 0, does not move so there is an
expansion wave which connects u = 0 to u = 1. In addition a shock initiated at x =1
moves to the right with a speed determined by the mass invariance condition. So we have

0, x<—1,
(1 + x)?
— ., =1 < x<g(2t/3) -1,
u(x, ) =4 4t — x —1)? Sx<@f) (C.1)
1, @2t/3) -1 <x<(t/2)+ 1,
0, x> (t/2) + 1.

This persists until the head of the expansion wave coalesces with the shock at
t=12and x = 7. For t > 12 we then have

0, x<—1,
_ (1+x)? _
U(X, t) = m, I<x< S(f), (C2)
0, x> S(),

where
S(t) = 4@t + 9V -9, t>12. (C3)
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In terms of the outer variable of section 4.1.3, namely 5 = x/t'/2, we have

01 ’7 <—t—1’2t
n + -1y —1
)= , =t < x <), (o¥’}
o, 1) By n2(t) (C4)
O’ X > ’72(0’
with
n() = 41 + 4t~ VU2 _ gy 1i2, (C.5)
2. p = 2 Here the point x = 1 translates to the right with unit speed so we put
X=x-1

and the leading edge of the wave, where u = 0, is located at X = 1. There is an expansion
wave which links u = 0 and u = 1, together with a shock which moves to the left in the

(X, t)-plane from X = —1 according to mass conservation in the wave.
Hence the solution can be written
1, —1-(@/9<X<1-_31/5,
X, 0= 41 - X)? C.6
M= W-XP o Gys<x<l, €6
9t -1+ X)?
0, X=21

The solution persists until ¢ = 20, at which time the shock and expansion waves coalesce.
For t > 20 we then have

0, X < X0,

u(X,t) = M’ X (H<X<l, c.n
X +t—1)?
0, X>1,

where X, (1) is given by the solution of a cubic. In terms of the outer variable of section
4.1.2, namely n = X/t**, we have

0, n <m0,
4= — pp? ;
"0 =Y Gy g e MO <TSC (8)
07 'I > t-2/3!

where
n(8) =17P12u+0)-8), u=(—-q+(q*+p)", v=—plu,
p=1/8—9/16 and q =1%/128 — (91)/64 + 27/64.



