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1
Introduction

Inter-Autonomous System (AS) route monitoring is the process of collecting the inter-AS routing information.
This information flows on the Internet in the form of BGP UPDATE messages, and the BGP data are the mes-
sages obtained by the monitors. BGP data are highly valuable from commercial and academic point-of-view
and has enabled the study of various aspects of the Internet such as:

1. Internet evolution: [16, 23, 50] have contributed to studying the aspects of Internet evolution. Evo-
lution studies enable research in directions of capacity planning and management and pave-ways of
improving network architecture to improve overall Internet experience.

2. Inferring AS relationships: [25, 26, 37] have studied BGP data to infer AS relationships as a static prop-
erty of the Internet and an indicator of AS-level business interactions.

3. Stability of the Internet: [27] studied aspects of the stability of the Internet. BGP is an unstable protocol
and does not respond well to changes. BGP data help in assessing the impact and understanding the
causes of the instabilities in the inter-AS routing.

4. Security: [20, 41, 44] have performed studies on BGP security aspects. BGP hijacks are commonly oc-
curring incidents on the Internet, and unlike normal hijacks, where the affected user base is limited to
a single user or a few users, BGP hijacks have an impact on a significant number of users. The impact
on a significant number of users is because BGP hijacks potentially target the entire network of AS.

5. Commercial use: [2, 3] are examples of commercially available BGP analytic tools that provide an in-
sight into the routing health of an ISP’s network.

Inter-AS routing is the backbone of Internet routing and enables the routing of Internet traffic between
Internet Service Providers (ISPs) and large enterprises. ISPs and large enterprises operate multiple networks
under a single "technical administration," and in BGP terminology the "technical administration" is known
as the Autonomous Systems (ASes). Therefore, an AS is a collection of networks which are within the techni-
cal administration of a single entity. The knowledge of the available paths is used to exchange Internet traffic
from source AS to destination AS. A feasible path is a sequence of ASes through which a packet traverse be-
fore reaching the destination AS. BGP allows ASes to exchange available paths for all IP addresses with the
neighboring ASes.

1.1. Inter-AS route monitoring and challenges
The Inter-AS route monitoring is possible by capturing the BGP UPDATE messages or extracting routing in-
formation from a BGP capable routers. Several organizations are performing such monitoring for public and
commercial use [2, 3, 9, 11]. In this thesis, while making the selection of monitoring locations (also referred
to as monitoring ASes or vantage points) the prior knowledge of the network topology and certainty in BGP
information flow on the network will be exploited. Performance monitoring within an Autonomous System

1



2 1. Introduction

(AS) has been quite popular and is performed to collect performance statistics of the network and to deliver
quality services to the end-users, continuous performance monitoring is essential. The network performance
statistics collected, are also used in resolving issues between neighboring ASes and ensuring that their neigh-
boring AS meets the agreed service level agreements (SLAs). These statistics provide evidence in case of any
disputes arising due to degradation in network services by neighboring AS.

Inter-AS route monitoring differs from network level performance monitoring. While the objective of per-
formance monitoring is to collect data related to parameters like bandwidth, quality-of-service, and speed,
the purpose of collecting inter-AS routes is to gain insights into the routing decisions that are made by the
ASes, and to determine AS-level properties like prefix’s true origin AS and infer AS-relationships.

ASes which provide the Internet access to edge ASes either directly or by purchasing transit from a larger
AS (and becoming their customers) are called providers of the edge ASes. ASes exchange a list of IP prefixes (or
simply prefixes), reachable through their infrastructure with the neighboring ASes using the Border Gateway
Protocol (BGP) and this information is later used by the neighboring ASes to generate a routing information
base (RIB), which acts as the reference to route packets towards any destination.

Inter-AS routes (or AS paths) are used to route IP packets from a source AS to the destination AS. The BGP
decision process helps in selecting which links are used to form the AS path to route the traffic from their
AS. The BGP decision process runs in real-time and communicates the changes in the routing information
to the neighboring ASes. The distribution of the updated routing information across the Internet takes place
through a series of exchange between the adjacent pairs (of ASes).

Unlike, the internal routes within an AS, the AS paths (or the inter-AS routes) are highly dynamic. The BGP
decision process allows an AS to implement path preferences in the form of policies and these policies evolve
with time. The changes in local preferences of the ASes impacts the outcome of the routing decision process,
and hence transitions in preferred paths are observed. This behavior makes the AS paths highly dynamic.
Moreover, network abnormalities, like a faulty network component or a software bug can also force changes
in the inter-AS routes.

The relationship with neighboring AS also plays an essential role in influencing the outcome of the routing
decision process. The profitability is ensured by preferring the peer routes over the provider routes as the peer
routes are the settlement-free arrangement, whereas the provider routes may be a fixed price or pay per use
based settlement. Gao reported four types of relations between a pair of neighboring ASes, namely, provider-
to-customer, customer-to-provider, peer-to-peer and sibling-to-sibling [25].

1.2. Consequences of the BGP vulnerabilities and inadequate monitoring
Anomalies in the global routing pose a severe threat to security and availability of the Internet. Malicious
routing information can compromise the user’s sensitive data and induce instability in the global routing,
leading to disruption of services. The Internet is a medium to exchange sensitive information from one host
to another and has provided businesses with an opportunity to sell/buy products, exchange ideas and col-
lect consumer feedback. Thus any malicious activity or disruption in the Internet services would directly
influence the user’s and business’ interests and to ensure the success of any reactive mechanism to prevent
malicious activities on the Internet, proper monitoring capabilities are required. The relevant observations
from the monitoring system would enable successful deployment reactive-mechanisms to counteract the
impact of malicious behavior.

The foundation of any IT service lies within the confines of CIA, i.e. confidentiality, integrity and avail-
ability and malicious activity in inter-AS routing can breach confidentiality or affect availability. Prefix hijack,
path hijack, route-leaks, and route-flapping influence confidentiality, and availability of information trans-
ported on the Internet. For instance, a small AS may leak a route to larger AS and attract enormous volumes
of traffic towards it. If the small AS is not designed to handle such large volumes of traffic, it may disrupt the
Internet services in parts of the Internet.

As recent as April 2018, BGP was used maliciously to steal crypto-currencies [10]. The case gained spe-
cial attention as the impact of this attack was financial. BGP hijacks occur frequently, and implementing
exhaustive filtering on the imported/exported routes from/to neighbors is the one of the mechanisms to pre-
vent this. Alternatively, BGP monitoring can be improved to provide information to reactive mechanisms to
counteract malicious activities.
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BGP offers a mechanism to implement filtering on the imported/exported routes from/to neighbors and
requires information regarding the prefix-origin association. The requirement for updated information re-
garding prefix-origin association, in most scenarios, is not met. There are consistent efforts from the network
operators community, the Internet Assigned Numbers Authority (IANA) and regional coordination centers
(RCC) to keep the information updated, and is made available by accessing whois database [14]. In the anal-
ysis of the whois data, using Unix whois command and for /24 prefixes announced on 4th July 2018, only
137982 out of 457020 found a match in the whois database. The situation is better when it comes to informa-
tion regarding ownership of an AS, but that information is again not maintained frequently, thus filtering of
routes is a challenging mechanism.

RIPE RIS [9] and University of Oregon’s RouteViews [11] are the two major systems which collect BGP data.
The collectors (or monitors) are deployed worldwide to collect the BGP data. The collectors are BGP capable
routers which only receive BGP updates and do not participate in manipulating the routing of the Internet.
An AS may connect to the collector by configuring a BGP session with the preferred collector. An AS that
establishes a peering session with a collector is called a collector peer, monitor AS, or vantage point (VP) [52].
BGP data collected by these systems is archived and made available publicly for researchers and is called the
Public View [22].

Traceroute is a tool widely used by network engineers. While troubleshooting an incident, engineers rely
on the information provided by traceroute to connect with concerned party/parties to resolve the incident.
CAIDA Ark [4] project is a traceroute-based tool and collects traceroute data from 319 monitors (as of 8th
May 2018). This project also offers real-time on-demand measurements as well. The data has been used to
map AS-level topology along with BGP data [37]. However, inferring topology through IP information is not
so trivial, and a study related to IP-to-AS mapping by Mao et al. reported that about 10% of the prefixes are
mapped to multiple origin ASes, thus making the IP-to-AS mapping challenging [38].

The ARK data can discover AS links which are not discovered using BGP data. This shows that BGP data
is provides an incomplete view of the Internet. The incompleteness in the link related information regarding
the Internet leads to misleading conclusions regarding the state of the Internet and prevents useful advance-
ments towards the improvement of the network architecture and network protocols.

1.3. Organization of the report
The report contains six chapters. Chapter 1 introduces the topic and discusses the inter-AS monitoring, mo-
tivation for the thesis and states the research questions. In chapter 2 the background of the inter-AS routing is
explained and includes a discussion on the Border Gateway Protocol, message type and other relevant tech-
nical terms, necessary for understanding the report. In chapter 3, state-of-the-art is discussed for inter-AS
route monitoring infrastructure and includes the importance of inter-AS route monitoring, architectural vul-
nerabilities and proposed solutions for the BGP vulnerabilities. In chapter 4, we discuss the graph motifs of
the Internet and the Internet model used for evaluation of a novel algorithm presented in the thesis — finally,
the presentation of algorithms for monitor selection. The discussions regarding the evaluation of the algo-
rithm is present in chapter 5. The performance of various monitor set selection (used interchangeably with
VP set selection or VP selection) schemes is done based on link-coverage, and the impact of real-network
conditions on the VP-selection scheme proposed. Chapter 6, presents concluding remarks and highlights the
contributions of the work and ends with a note on future research directions.

1.4. Motivation
The nature of BGP announcement is predictable with a certain level of confidence by carefully examining the
relationships between the neighboring ASes and the source of BGP UPDATE. In [22], Chen et al. revealed that
the adjacent ASes that act as monitoring points are the source of redundant information in the BGP data. AS-
relationships between two peers lead to redundant observations regarding inter-AS routes. The redundant
observations artificially inflate the size of the BGP data. Additionally, several ASes are sources of pathological
or multiple duplicate UPDATE messages and are another reason for an increase in the size of BGP data [29].
Thus a researcher is forced to process entire BGP data to extract necessary information or, in some instances,
arbitrary decisions are made to reduce the size of BGP data. For example, [16] used rrc00 collector data,
which is one of the collectors of RIPE project [9] and based the decision on the fact that rrc00 collector is in
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the default-free zone and must have the complete view of the AS-level internet.

While addressing issues related to pathological updates and security of the inter-AS routing remain out-
side the scope of this thesis, the main focus is to discuss monitor placement schemes for collecting inter-AS
routing information. The monitor placement aims to reduce the size of redundant BGP data collected as well
as improve the quality of the BGP data. The studies have revealed that there is a redundancy in the BGP data
which degrades the quality of the BGP data. Additionally, not much work is done to improve the ways to
tackle the BGP data redundancy in BGP monitoring projects. In [52], Zhang et al. have discussed (1) Random
based, (2) Degree based, (3) Greedy Link Based, and (4) Address block-based algorithms for BGP monitor se-
lection. However, these algorithms do not consider the possibility of expanding the monitoring network, and
no study is performed to understand the benefits of these algorithms in terms of link coverage when used to
expand the monitor network.

1.5. Research question
Studies have shown that there is a redundancy in the BGP data. Additionally, BGP data fails to capture at least
one-thirds of inter-AS links. In this thesis, we focus on developing strategies for selecting the BGP monitors
to improve the quality of BGP data. The following hypothesis forms the basis of this thesis:

"Monitors for inter-AS route monitoring if selected based on the number of peer-to-peer links would
provide a link coverage better than the simple degree-based monitor selection. And, the number of monitors
can be removed if BGP message flow is considered."

The objectives of this thesis revolve around the hypothesis, and the formulates the following research
questions:

1. Can peering-degree based monitor selection scheme outperform monitor placement schemes dis-
cussed in [52]?

2. What would be an appropriate topology generator that can be used to evaluate monitor set perfor-
mance?

3. The global view of the Internet requires consolidation of the local views of multiple ASes. What would
be the minimum number of monitoring ASes required to achieve 100% link coverage (complete visibil-
ity)?

4. How does the monitor placement algorithm perform under real Internet condition of limited visibility
and incorrect relationship inferences?



2
Theoretical background

In this chapter technical preliminaries required for understanding the discussions in the following chapters
are presented and includes a presentation of the topological model of the Internet, explanation of inter-AS
routing and the BGP protocol. Additionally, discuss the selected topics from graph theory which would find
their relevance in the following chapters.

2.1. The Internet topology
The Internet topology is studied at three different levels (figure 2.1) which are as follows:

Figure 2.1: The Internet topology [42]

1. IP-level: In this model, network interface cards are the nodes, and the links that join these network
interface cards are the edges and is the microscopic view of the Internet. To obtain this view, network
specifications are required as there are no tools which can help discover this detail [43]. Black dots
within white circles are representing interface cards of a router in figure 2.1.

2. Router-level: In this model, routers act as nodes and the physical links between two routers act as edges
of the graph. Multiple traceroutes are generated and collected to generate this model. [43]. Routers are
represented as white circles in figure 2.1.

In figure 2.2 the list of IP addresses traveled by the IP packets which are destined to IP address 108.177.119.102
are shown, and the result is generated using the traceroute tool. Every router to which the probe packets
generated by traceroute reach responds with its IP address. Asterisk indicates that the probe packet was

5



6 2. Theoretical background

Figure 2.2: Traceroute output.

dropped at the respective hop and the packet may be dropped either due to performance constraints
at the respective router or excessive traffic at the router.

3. AS-level: In this model, Autonomous Systems (ASes) act as the nodes of the graph and the edge indi-
cates interconnection among the ASes [43]. The data to generate this model is gathered using the BGP
UPDATE messages, or by collecting the routing information base (RIB) from the routers. The gray area
in figure 2.1 represents the ASes.

Figure 2.3: Local-RIB of a route collector [11].

The figure 2.3 shows a part of RIB from a BGP speaker. RIB is used to resolve the next hop (IP address of
the next hop/router) for traffic destined to a host belonging to prefix 1.0.0.0/24 and multiple paths are
maintained for every prefix to ensure that there is no loss in connectivity, however only the best-path is
used to route traffic. AS-level topology is generated using the values in the "path" column of the table,
and prefix-origin association can be determined using the last AS in the corresponding path for the
respective prefix.

2.2. Inter-Autonomous System routing
An Autonomous System is a group of routers within the technical administration of a single Internet Service
Provider (ISP) or an enterprise. The routers of the same AS, communicate the routing information using
Interior Gateway Protocols (IGP), such as OSPF (Open-Shortest Path First). Also, they determine routes using
standard metrics and exchange routing information with routers of a different AS using an Exterior Gateway
Protocol (EGP), such as BGP (Border Gateway Protocol) [28].

The traffic on the Internet flows in the form of IP packets and these packets travel in a hop-by-hop manner
from one router to another until the packet can be delivered to the intended recipient. Local-RIB is used to
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determine the next hop at every router and path attribute from the local-RIB can be used to generate an AS-
level topology. The topology is the router’s interpretation (visualization) of the AS-level interconnections and
is called as the local view of the Internet. Moreover, by definition of AS, the routers of the same AS, will have
the same local view to ensure consistency in routing decisions and thus for an AS’s local view the local-RIB
from single BGP speaker of an AS is sufficient.

The global view of the Internet requires consolidation of the local views of multiple ASes. Theoretically, the
global or complete view of the Internet can be obtained using the local-RIBs of the ASes from DFZ (default-
free zone). DFZ refers to the collection of all the Internet ASes that do not require a default route to transport
a packet to any destination. Conceptually, DFZ routers have a complete BGP table, sometimes referred to
as the Internet routing table, global routing table or global BGP table. However, the widespread use of route
filtering and the rapid rate of change in Internet routing ensure that no router anywhere has a complete view
of all routes. Also, any such routing table would look different from the perspective of different routers, even
if it achieves a stable view. Thus there is a need to determine the minimum number of ASes from which RIBs
must be collected to generate the complete AS-level topology of the Internet, and this thesis addresses this
question.

2.3. Border Gateway Protocol
The BGP is a dynamic routing protocol which is capable of propagating inter-AS routing information effi-
ciently across the Internet, and a router which supports BGP is known as the BGP speaker. BGP is an Inter-AS
Routing Protocol and could serve as EGP and IGP. BGP is a multipurpose application that is capable of:

1. Determining the best-routes to every reachable IP address.

2. Exchanging the routing information with neighboring routers efficiently.

3. Detecting unavailability of primary-path to dynamically switch to the next best path.

4. Communicating only incremental changes and reduces network overheads due to BGP.

Routing Information Base or the RIB

Routing information base (RIB) is the critical database which acts as a bridge between the two logical separa-
tions of the router, namely the control plane and the forwarding plane [51]. There are three sub-classification
of RIB, and they are as follows:

1. Adj-RIB-In: is the database that contains unprocessed routing information that has been advertised to
the local BGP speaker by its neighbors and includes the incoming routing information along with the
tag indicating which neighboring AS announced the information.

2. Local-RIB: The local routing information base stores the resulted information from processing the
RIBs-In database’s information. These are the routes that are used locally after applying BGP policies
and decision process[1].

3. Adj-RIB-Out: is the database that contains the routes for advertisement to specific neighbors through
the local speaker’s UPDATE messages and includes the outgoing routing information.

BGP peering

BGP peering is the process of establishing a BGP session with the neighboring BGP speaker. It is sub-classified
into Interior BGP peering (iBGP) and Exterior BGP peering (eBGP) depending upon the AS which contains the
respective BGP speakers. The figure 2.4 shows iBGP and eBGP peering and their description are as follows:

1. iBGP peering: iBGP or Interior Border Gateway protocol peering is the BGP session established be-
tween two BGP capable speakers which are part of the same AS and allows routers within an AS to
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Figure 2.4: BGP peering

exchange reachability information with one another. iBGP requires routers within the same AS to be
connected in full mesh. This requirement is fulfilled using route reflectors [15]. Multiple BGP routers
can peer with a central point, the RR- acting as a route reflector (RR) server, rather than peer with every
other router in a full mesh. All the other iBGP routers become route reflector clients. The figure 2.4
shows the two possible configurations of iBGP interconnections.

2. eBGP peering: eBGP or Exterior Border Gateway protocol peering is the BGP session established be-
tween BGP capable routers that belong to different AS and allows routers within an AS to exchange
reachability information with routers in different ASes.

Point-of-peering
Point-of-peering or PoP is the location where ASes peer with each other and maybe a private peering location
or an IXP (Internet Exchange Point). An Internet Exchange Point is where multiple ASes come together to peer
and exchange traffic between their networks. IXPs are not Internet service providers and only provide infras-
tructure service point for multiple ASes. Private peering is a point of Internet exchange which is accessible to
limited ASes.

Route server[13]
A route server provides a look into the IP routing tables of the autonomous system in which the server resides.
The concept of a route server has its origins in the old Unix-based route servers that used to be located in the
Network Access Points (NAP) during the early days of the Internet. These Unix machines provide a custom
routing software routed, explicitly designed to make best-path calculations and distribute a routing table to
the routing devices forming the backbone of the Internet at these significant peering points.

A route server is used most frequently by network operations engineers while trying to determine the
cause of connectivity failures their customers are experiencing between two endpoints. Typically, when the
network is running, and both sites are reachable from the NOC engineer’s location, but the customer is unable
to access the desired resource. A route server provides a view into other AS’s network and enables the NOC
engineer to trace the problem of a lousy route advertisement, aggregation or pre-pending errors.

BGP messages
TCP connections are used to send BGP messages, usually on port 179, and the maximum size of the BGP
message is 4096 octets. The processing of a message is done once it is received entirely. The different types of
BGP messages are as follows:

1. OPEN message is used to establish a BGP session with a BGP speaker and is used to send a connection
request to a BGP speaker who is usually one hop away.
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2. UPDATE message is used to exchange incremental changes in the routing information with a BGP
neighbor. As a one-time activity the complete RIB is exchanged when the BGP connection is initial-
ized.

3. NOTIFICATION message is used to communicate errors encountered in a BGP session.

4. KEEPALIVE messages are exchanged to avoid termination of a BGP session due to connection timeout
and lets BGP neighbor know if the session is still active.

5. ROUTE-REFRESH [21] is used to request BGP neighbor to send its RIB on an existing BGP session
thereby eliminating the need for reestablishing the BGP session to get complete RIB from neighboring
AS.

BGP connection mechanism

A BGP speaker initiates the BGP session by sending an OPEN message to the BGP speaker it wishes to peer.
Upon receiving the OPEN message, the neighboring BGP speaker responds with a 19-octet KEEPALIVE mes-
sage to acknowledge that the connection is successfully established or a NOTIFICATION message with the
relevant error code to indicate the reason for declining the connection request. A connection request may
be unacceptable to the BGP speaker if the capability negotiations fail; for example, version is unsupported or
more than maximum prefixes configured is announced. The BGP speaker retires the connection after it has
addressed the reason for which the error code was received.

Upon successfully establishing the BGP session between the BGP speakers, the local-RIB is exchanged
between BGP speakers using the UPDATE messages. If there are no routes to be exchanged, a BGP peer must
exchange KEEPALIVE message after the connection is idle for a maximum idle time. At present this value is set
to 60 seconds. If either peer does not send KEEPALIVE message, the hold timer expires. In this situation, the
peer for which the hold timer expired, would send a NOTIFICATION message to BGP peer with the respective
error code and terminate the BGP session.

AS identifier

An AS is a network or a collection of networks, in which the routing decisions are uniform. To enforce the
uniformity in routing decisions routing policies are applied on the routes chosen by each router which lies
within the jurisdiction of the respective AS. A 32-bit identifier known as the AS number or AS identifier is
assigned to each BGP speaker (BGP enabled router) within an AS.

Network Layer Reachability Information

Network Layer Reachability Information (NLRI) is a tuple of length and prefix of the network for which the
neighboring BGP speaker provides next hop IP and feasible AS path. The components of the NLRI are as
follows:

1. Length and prefix: CIDR (Classless Inter-Domain Routing) is a memory efficient way of representing
IP addresses. In this, continuous IP addresses are identified as a single-block and are described by the
length and prefix. The length in CIDR represents the size of the network, and a larger number indicates
a smaller network size. The prefix is ideally the first IP address within the aggregated IP address space.
CIDR representation of IP addresses is shown in table 2.1.

Start IP End IP
CIDR notation

Comments
Prefix Length

0.0.0.0 255.255.255.255 0.0.0.0 /0 Entire IPv4 range
12.0.15.0 12.0.15.255 12.0.15.0 /24 255 hosts
150.0.0.0 150.255.255.255 150.0.0.0 /8 16581375 hosts

Table 2.1: CIDR notation and IP ranges.
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Representation of IP addresses in CIDR representation reduces the storage requirement at a router for
maintaining the table for next-hop information at least by 255 times (size of smallest /24 prefix permis-
sible by BGP). The next-hop information is maintained in a router based on the CIDR representation
of IP addresses and next-hop IP address (see figure 2.3). The destination IP address of a packet is first
resolved into the largest length, and the next hop IP is derived to route packets.

2. AS Path or Path: Each BGP speaker exchanges feasible path with its neighbors to indicate the distance
to the destination prefix. The AS-path is a string of ASes through which a packet would traverse before
reaching the destination (see figure 2.3). The information from the AS path is also used to prevent
routing loops. In a case in the AS path, AS identifier of the receiving AS is already present, the respective
AS path is ignored to avoid routing loops.

3. Next Hop IP or Next hop: An IP address identifies every routing component on the Internet. Thus it is
essential for any router to know the IP address of next routing device to forward IP packets (see figure
2.3) to successfully deliver the IP packet to the intended recipient. This IP address is known as the next
hop IP. In most cases, next hop IP is the same as the IP of the neighboring BGP speaker which provides
the routing information.

AS relationships

The neighboring ASes of an AS may have different business agreements for exchanging Internet traffic. These
arrangements are either paid or settlement-free. Depending upon the type of arrangement, AS relationships
may be classified into the following four categories as defined by Gao in [25]:

1. Provider-to-customer: is a directed link from a provider AS to a customer-AS. Provider AS provides
transit services to the customer AS and charges for the same.

2. Customer-to-provider: is a directed link that is in the opposite direction of the provider-to-customer
link.

3. Peer-to-peer: is the symmetric link between two ASes that have a settlement-free arrangement to ex-
change traffic.

4. Sibling-to-sibling: emerges as a result of corporate mergers and acquisitions and is also the symmetric
link.

The AS relationship with the source from which routing information is received would determine which
neighboring ASes would receive the respective routing information. The same is summarized in table 2.2.

Origin-Source relationship Source-Neighbour relationship Sent
SELF ANY yes

customer-to-provider ANY yes
sibling-to-sibling ANY yes

provider-to-customer provider-to-customer yes
provider-to-customer sibling-to-sibling yes
provider-to-customer peer-to-peer no
provider-to-customer customer-to-provider no

peer-to-peer provider-to-customer yes
peer-to-peer sibling-to-sibling yes
peer-to-peer peer-to-peer no
peer-to-peer customer-to-provider no

Table 2.2: BGP routing information flow rules based on AS relationships.



2.3. Border Gateway Protocol 11

The cone

The Internet is accessible to any AS on the Internet using three possible options:

1. Self network or customer network: This is the primary choice of the network operator as this selection
generates revenue and ensures faster delivery. This set of ASes is also defined as the customer cone [5].

2. Peer network: This is the second choice of the network operator as this selection is economical when
compared with the provider network. The peering is a settlement-free business arrangement between
the network operators. Like, customer cone, this set of ASes can be defined as the peer-customer cone.

3. Provider network: This is the ultimate choice. The provider of an AS charges the customer AS for the
volumes of data that is routed through the provider’s infrastructure and thus provider is responsible for
providing access to the global internet to the customer AS either through its network or through peering
networks. It is also possible that a provider may be a customer of another AS which would enable global
internet services for such provider AS and its customers.

Inter-AS routing information exchange

In figure 2.5a, a system of five BGP routers belonging to different ASes is shown. AS100 is the provider of
AS300 and AS400, AS200 is the provider AS of AS400 and AS500, and AS100 is a peer of AS200. The table lists
prefixes assigned to each AS and the router IP for each router is X.X.X.0 for all ASes (see table 2.5b).

(a) AS-graph for Toy Internet (b) Configuration of the toy-Internet

Figure 2.5: Toy-Graph for discussing inter-AS routing mechanism

As soon as the BGP session is initialized between neighboring ASes, each AS would share routing infor-
mation of the prefixes they own. In this case, AS100 and AS200 would not announce any prefix since they
own none. AS300 and AS400 would announce their prefixes to AS100 which in this case is their provider AS.
Simultaneously, AS400 and AS500 would announce their prefixes to AS200. Based on the routing information
received by AS100 and AS200 from their respective customers, they would create their routing information.
In table 2.3 routing information of AS100 and AS200 are shown.

AS Identifier Prefix Next Hop Path

AS100
30.0.0.0/24 30.0.0.0 AS300
40.0.0.0/24 40.0.0.0 AS400

AS200
40.0.0.0/24 40.0.0.0 AS400
50.0.0.0/24 50.0.0.0 AS500

Table 2.3: RIB for AS100 and AS200

Once the routing information is generated by AS100 and AS200, based on their outgoing routing poli-
cies, they would prepare announcements for their neighboring ASes. Adj-RIB-In for the neighbors of AS100
and AS200 is shown in table 2.4 and would be used by the recipients to determine routing information for
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remaining prefixes. For instance, now AS300 can reach prefix 40.0.0.0/24 using path (AS100 AS400) by choos-
ing 12.0.0.0 as next hop. It is important to note, that AS200 and AS100 have received a new path to prefix
40.0.0.0/24 from AS100 and AS200 respectively. These new paths would be stored as backup paths in the RIBs
of respective ASes and are because the BGP decision process prefers shorter paths to a prefix. Moreover, since
there was no change in routing decision by AS100 and AS200 to reach prefix 40.0.0.0/24, it would not be an-
nounced to the neighboring ASes unless primary path becomes unavailable due to link failure or becomes
unfeasible for any other reasons. Table 2.5 summarizes the resulting RIBs for all ASes.

AS Identifier Announcing AS Prefix Next Hop Path
AS300 AS100 40.0.0.0/24 12.0.0.0 AS100 AS400
AS400 AS100 30.0.0.0/24 12.0.0.0 AS100 AS300
AS400 AS200 50.0.0.0/24 20.0.0.0 AS200 AS500
AS500 AS200 40.0.0.0/24 20.0.0.0 AS200 AS400

AS200 AS100
40.0.0.0/24 12.0.0.0 AS100 AS400
30.0.0.0/24 12.0.0.0 AS100 AS300

AS100 AS200
50.0.0.0/24 20.0.0.0 AS200 AS500
40.0.0.0/24 20.0.0.0 AS200 AS400

Table 2.4: Adj-RIB-In for the neighbours of AS100 and AS200.

AS Identifier Prefix Next Hop Path

AS100

30.0.0.0/24 30.0.0.0 AS300
40.0.0.0/24 40.0.0.0 AS400
40.0.0.0/24 20.0.0.0 AS200 AS400
50.0.0.0/24 20.0.0.0 AS200 AS500

AS200

30.0.0.0/24 12.0.0.0 AS100 AS300
40.0.0.0/24 40.0.0.0 AS400
40.0.0.0/24 12.0.0.0 AS100 AS400
50.0.0.0/24 50.0.0.0 AS500

AS300
30.0.0.0/24 30.0.0.0
40.0.0.0/24 12.0.0.0 AS100 AS400

AS500
50.0.0.0/24 50.0.0.0
40.0.0.0/24 20.0.0.0 AS200 AS400

AS400
40.0.0.0/24 40.0.0.0
30.0.0.0/24 12.0.0.0 AS100 AS300
50.0.0.0/24 20.0.0.0 AS200 AS500

Table 2.5: Local RIB after processing announcements from AS100 and AS200.

The RIB of AS100 and AS200 is updated with a path to prefix 50.0.0.0/24 and 30.0.0.0/24 respectively and
would trigger AS100 and AS200 to share newly acquired routing information with their neighboring ASes.
Thus once again, Adj-RIB-In of ASes 300,400 and 500 will be updated (table 2.6). Upon receiving announce-
ments from neighboring ASes, AS300, AS400, and AS500 would update their routing tables. The final BGP
tables at all ASes is shown in table 2.7.

AS Identifier Announcing AS Prefix Next Hop Path
AS300 AS100 50.0.0.0/24 12.0.0.0 AS100 AS200 AS500
AS400 AS100 50.0.0.0/24 12.0.0.0 AS100 AS200 AS500
AS400 AS200 30.0.0.0/24 20.0.0.0 AS200 AS100 AS300
AS500 AS200 30.0.0.0/24 20.0.0.0 AS200 AS100 AS300

Table 2.6: Adj-RIB-In for ASes

RIB of AS300 and AS500 would accept new paths to 50.0.0.0/24 and 30.0.0.0/24 respectively. Moreover,
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AS Identifier Prefix Next Hop Path

AS100

30.0.0.0/24 30.0.0.0 AS300
40.0.0.0/24 40.0.0.0 AS400
40.0.0.0/24 20.0.0.0 AS200 AS400
50.0.0.0/24 20.0.0.0 AS200 AS500

AS200

30.0.0.0/24 12.0.0.0 AS100 AS300
40.0.0.0/24 40.0.0.0 AS400
40.0.0.0/24 12.0.0.0 AS100 AS400
50.0.0.0/24 50.0.0.0 AS500

AS300
30.0.0.0/24 30.0.0.0
40.0.0.0/24 12.0.0.0 AS100 AS400
50.0.0.0/24 12.0.0.0 AS100 AS200 AS500

AS500
50.0.0.0/24 50.0.0.0
40.0.0.0/24 20.0.0.0 AS200 AS400
30.0.0.0/24 20.0.0.0 AS200 AS100 AS300

AS400
40.0.0.0/24 40.0.0.0
30.0.0.0/24 12.0.0.0 AS100 AS300
50.0.0.0/24 20.0.0.0 AS200 AS500

Table 2.7: Stable RIB for ASes

AS400 would continue using existing paths to prefixes 30.0.0.0/24 and 50.0.0.0/24 and store new paths to
these prefixes as backup routes and would be used in case the primary route becomes unavailable. It is
important to point out, that AS400 did not announce routes learned from AS200 to AS100 and vice-versa and
is because AS200 and AS100 are providers of AS400 and the routes received from the provider are not shared
with other providers and peers (see table 2.2).

Link failure

To understand the dynamic nature of inter-AS routes let us consider figure 2.5a once again. In case the link
between AS200 and AS400 fails for any technical or non-technical reason, AS400 becomes unreachable to
AS200 through its primary path. However, in the RIB of AS200, an alternate path to AS400 through AS100
exists. Thus, AS200 would update its primary path as the path "AS100 AS400" and send UPDATE messages to
its neighboring ASes. Table 2.8 shows the final RIB of all ASes under AS200-AS400 link failure.

AS Identifier Prefix Next Hop Path

AS100
30.0.0.0/24 30.0.0.0 AS300
40.0.0.0/24 40.0.0.0 AS400
50.0.0.0/24 20.0.0.0 AS200 AS500

AS200
30.0.0.0/24 12.0.0.0 AS100 AS300
40.0.0.0/24 12.0.0.0 AS100 AS400
50.0.0.0/24 50.0.0.0 AS500

AS300
30.0.0.0/24 30.0.0.0
40.0.0.0/24 12.0.0.0 AS100 AS400
50.0.0.0/24 12.0.0.0 AS100 AS200 AS500

AS500
50.0.0.0/24 50.0.0.0
40.0.0.0/24 20.0.0.0 AS200 AS100 AS400
30.0.0.0/24 20.0.0.0 AS200 AS100 AS300

AS400
40.0.0.0/24 40.0.0.0
30.0.0.0/24 12.0.0.0 AS100 AS300
50.0.0.0/24 20.0.0.0 AS200 AS500

Table 2.8: Stable RIB for ASes under AS200-AS400 link failure



14 2. Theoretical background

RIB to AS-graph

AS-graph is an alternate term used to describe AS-level topology of the Internet. The AS-graph could be
defined as a graph G(V, E) where V is a set of ASes and E is a set of edges connecting ASes. The path to link
(edge) conversion can be done using a simple algorithm (algorithm 1). Table 2.9 shows a list of links that can
be extracted from each AS and is also termed as AS-Link map.

The RIBs from ASes can be used to generate the complete AS-graph, for instance, if RIBs of AS300 and
AS500 are selected then complete graph can be generated using path column from table 2.7. However, upon
closer inspection, a partial graph of the toy-Internet (see figure 2.5a) can be generated just by using either
AS300 or AS500. There is only one new link which is discovered by additional monitoring AS, also showing
that adjacent ASes have high information overlap and by reducing monitoring nodes by 50%, graph visibility
is affected by only 20% (for this case).

AS Identifier Visible Links using RIB from table 2.7
AS100 AS100 AS300, AS100 AS400, AS200 AS500, AS100 AS200, AS200 AS400
AS200 AS200 AS100, AS200 AS500, AS100 AS400, AS200 AS400, AS100 AS300
AS300 AS200 AS500, AS100 AS200, AS100 AS400, AS300 AS100
AS400 AS400 AS200, AS200 AS500, AS100 AS300, AS400 AS100
AS500 AS200 AS100, AS100 AS300, AS200 AS400, AS500 AS200

Table 2.9: AS link map generated from the RIBs of all ASes in figure 2.5a

On the one hand, AS300 and AS500 may be used to have the complete-visibility of toy-Internet; on the
other hand, AS100 or AS200 can solely, provide the complete-visibility. However, there is no way of deter-
mining what combination of ASes would provide better coverage and this thesis answers this question by
performing traffic flow analysis on various Internet-like smaller graphs.

To understand the monitor selection process, sub-graphs that are embedded on the Internet require anal-
ysis from a BGP traffic perspective. A larger graph comprises of smaller sub-graphs which are interconnected.
These are known as graph motifs. Moreover, from the previous discussion, the information from adjacent
ASes would be redundant. Thus there is a need to eliminate adjacent ASes from the monitor set selected and
could be achieved by looking at the monitor set selection from the perspective of the classic independent-set
problem of the graph theory, and is discussed in the next section.

2.4. Graph motifs
Graph motifs are sub-graphs that repeat themselves in a specific network or even among various networks.
Each of these sub-graphs, defined by a particular pattern of interactions between vertices, may reflect a
framework in which particular functions are achieved efficiently. Indeed, motifs are of notable importance
primarily because they may reflect functional properties. They have recently gathered much attention as a
useful concept to uncover structural design principles of complex networks. Although graph motifs may pro-
vide a deep insight into the network’s functional abilities, their detection is computationally challenging. The
graph motif exploration is a computationally intensive because:

1. It requires listing all possible combinations of vertices in the graph
(n

k

)
where n is the number of nodes

and k is the size of the motif.

2. It needs to validate that the selected combination generates a connected graph to ensure that BGP
messages can flow.

3. To extract the graph motif and count the number of occurrences for each motif or create a new entry
when the motif is encountered for the first time.

The idea about the existence of recurring structures within a complex network was presented by Milo.
The network motifs are defined as patterns of interconnections occurring in a complex network at numbers
that are significantly higher than those in randomized networks [39]. Graph motifs and motifs are other terms
that define the idea of network motifs. The figure 2.6 shows graph motifs of size three for a directed graph.
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This thesis implements an algorithm motivated by the existing sampling-based approach, and the pseudo-
code for the same is presented in algorithm 2. The sampling reduces the memory overhead for listing all
combination of ASes by making combinations of k-size among the neighbors of an AS. The sampling is done
in the neighborhood of an AS because the likelihood of obtaining a connected graph is lower when two ASes
which are far apart are selected. The program maintains the set of motifs encountered and increments the
counter each time it encounters a similar motif. In the event where the program identifies a new motif, the
new motif is appended to the set of motifs.

Figure 2.6: Graph Motifs [12].



3
State-of-the-art review

This chapter discusses the architectural vulnerabilities of the Border Gateway Protocol and the state-of-the-
art to counteract the malicious activities possible due to these vulnerabilities. The counter-measures are
discussed to highlight that inter-AS route monitoring is one of the most promising ways to protect the inter-
ests of the ASes. This discussion follows a discussion on existing inter-AS route monitoring infrastructure and
a suitable Internet topology generator for evaluation of various monitor placement schemes. The chapter
concludes with an explanation on the working of the BGP simulator developed by [31]. This simulator is used
to speed up the evaluation of various monitor placement schemes by generating inter-AS routing information
through simulations.

As we shall see, existing methods of monitor placement, take into account the AS-level topological in-
formation and AS-path information and these methods provide inadequate monitoring capabilities. In this
thesis, the monitor placement schemes, which are discussed in the following chapter, take into account the
BGP message flow along with the topological information of the network. Thus, the schemes allow a more
customized monitor placement for inter-AS route monitoring.

3.1. The Border Gateway Protocol

Vulnerabilities of the BGP

In 1989, Finn published that the methods of dynamic routing used by computer networks, may incorporate
elements in their design that allow widespread denial of service. Also, introduced the design requirements for
reducing the vulnerability of a dynamic computer network by suggesting that a network should be resistant to
direct and indirect attacks and formulated that an attacker should gain no relative advantage via an indirect
versus a direct attack [24]. In [33], discussed the two sources of threats to secure operation of the routing pro-
tocol in a network by pointing out that a subverted router is participating legitimately in routing protocol and
an illegal intruder who may illegally attempt to interfere in the routing protocols by masquerading as routers.
Smith and Garcia-Luna-Aceves presented their analysis on the security of the Border Gateway Protocol (BGP)
and discussed security vulnerabilities in the BGP routing protocol. They also proposed BGP security coun-
termeasures like the use of encryption in BGP link and using sequences and time-stamps in BGP messages to
avoid replay attacks [48].

Stability

Route flapping is the state of a BGP speaker in which it demonstrates a pattern of repeated withdrawals and
announcement of the same route to a prefix. Furthermore, it is a pathological state in the dynamic network
that can lead to instabilities in the network. This behavior can be attributed to hardware failure, configuration
error or an unstable link state and may have a far-reaching impact on the stability of the Internet.

A feature known as route flap damping is built into many BGP implementations in an attempt to counter-
act the effects of route flapping [19]. Without this feature, the excessive activity can cause a heavy processing
load on routers and in turn delay updates on other routes, thus affecting the overall routing system stability.

16
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With damping, a route’s flapping is exponentially decayed. At the first instance when a route becomes un-
available and quickly reappears, damping does not take effect, to maintain the standard fail-over mechanism
of BGP. At the second occurrence, BGP avoids that prefix for a certain length of time, and exponentially times
out subsequent occurrences. After the abnormalities have stopped and a suitable length of time has passed
for the offending route, prefixes can be reinstated, and its delay timing is reset.

Route leak is a situation where an AS Path violates the valley-free rule. The valley-free rule implies that a
valid AS path would consist of one or more customer-to-provider links followed by zero or one peer-to-peer
link followed by one or more provider-to-customer links [25]. However, in the present day internet, inter-
AS relationships have become more complicated due to the emergence of sibling-to-sibling relations, and it
becomes difficult to determine if an observed route-leak is valid. Route-leaks have the potential to destabilize
the Internet in cases where a smaller AS leaks the path to a larger AS and then fails to handle enormous traffic
redirected towards it destined to the prefixes of larger AS.

BGP and attack objectives
BGP is the de-facto routing protocol of the Internet and is neither secure nor stable and if appropriately mis-
used, can help gain several attack objectives. In this next section, attack objectives which can be achieved by
exploiting vulnerabilities of the BGP are discussed. It is assumed that the adversary has successfully compro-
mised one or more BGP speakers or operates an AS with malicious intentions [45].

1. Blackholing: occurs when a prefix becomes unreachable from large parts of the Internet. One one
hand, blackhole routing is done intentionally to enforce private and unallocated IP-ranges and coun-
teract DDoS attacks, and on the other hand, it is done maliciously to attract traffic for specific prefix
and then drop it [45].

2. Redirection: occurs when traffic for a specific prefix is forced to take a different path and reach the
incorrect and compromised destination with the intentions to either steal confidential information or
generate congestion (through enormous traffic redirection) on the network [45].

3. Subversion: is a particular case of redirection in which traffic is redirected to compromised routers with
the intentions of eavesdropping or modifying the data and then route traffic to the correct destination
[45].

4. Instability: in inter-AS routing can be caused by successive announcements and withdrawals for the
same prefix and triggers route-dampening in upstream providers causing connection outages. Alter-
natively, this generates an enormous amount of BGP traffic and causes longer convergence delays [45].

Mechanisms to exploit BGP security weaknesses
After discussing the attack objectives which can be successfully achieved by exploiting security vulnerabilities
of the BGP, let us take a look at the mechanisms in which the same can be performed.

1. Prefix hijack In this attack, the attacker AS claims to be the origin of the prefix which is owned and
announced by the victim AS. Due to a shorter path and other parameters configured in the BGP decision
process, the path announced by the attacker is accepted by some ASes. To rely on the shortest path only
is leaving things to chances, the impact of the attack can be intensified when combined with the denial-
of-service attack on the victim AS and virtually disconnect the victim from the network. Once the victim
is unreachable from its neighboring provider and peering ASes, the likelihood of other ASes accepting
the path announced by the attacker increases.

2. Sub-prefix hijack: This is a more common form of attack when compared with Prefix Hijack. BGP
path selection process requires routers to select the more specific path whenever available, and the
adversary exploits this feature of the BGP to gain control of the victim traffic.

3. Path hijack or man-in-the-middle attack: In this attack, the attacker AS aims to gain access to the
network traffic which is bound to the victim AS by inserting its AS in the legit path to the victim AS
amounting to AS path forgery [40].
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Proposed architectural improvements for BGP

The existence of vulnerabilities in the protocol motivated researchers to develop a secure protocol or identify
ways to integrate security into the protocol. In Secure Border Gateway Protocol (S-BGP), Kent et al. proposed
a protocol enhancement. S-BGP consists of four major elements:

1. A public key infrastructure (PKI) that represents the ownership and delegation of address prefixes and
AS numbers.

2. Address attestations that the owner of a prefix uses to authorize an AS to originate routes to the prefix.

3. Route attestations that an AS creates to authorize a neighbor to advertise prefixes.

4. IPSec for point-to-point security of BGP traffic transmitted between routers

Another attempt to invent a secure protocol was made by Brian Weis (Cisco Systems). The soBGP (Secure Ori-
gin BGP) targets the need to verify the validity of an advertised prefix and advertised path before the updates
are forwarded [18].

Karlin et al. introduced another version of routing protocol and called it Pretty Good BGP (PGBGP) and
compared its usefulness to be at par with soBGP, by giving theoretical proofs for the same. In this work, Karlin
et al. also quantified the impact that known exploits can have on the Internet. Further, it identifies its mini-
mum deployment requirement for the effectiveness of the protocol. BGPSec is one of the most popular and
most widely researched variant of enhanced routing protocol schemes and is an extension of BGP protocol
itself [35]. In this extension path attribute in UPDATE message is cryptographically signed to prevent any
tampering efforts.

Mechanisms to prevent hijacks

AS Hijacks are performed to maliciously gain control of Internet traffic for prefixes owned by the victim AS
this attack objective is successfully achieved by advertising a more favorable route originating from the ad-
versarial AS. The mechanism to prevent such incidents is done by merely establishing the authenticity of
the announcement by establishing the prefix-AS association. Under normal operating conditions, BGP data
can be used to extract this information. Other sources of prefix-AS association are whois database [14] and
routing registries which allocate prefixes and ASes to the enterprises.

Alternatively, a more secure way of obtaining prefix-AS association is by creating Route Origin Authoriza-
tion (ROA), which is merely a cryptographically signed information regarding the prefix-AS association and
states that an AS is authorized to announce specific prefix. An AS before accepting a route advertisement
can validate the ROA and reject in case of any suspicion and is the mechanism of RPKI (Resource Public Key
Infrastructure) method of preventing hijacks. Not many ASes are accepting this solution to avoid any unfore-
seen reachability issues.

Another method of preventing hijacks is based on the credibility of the AS, which is either claiming to own
specific prefix or to have a more favorable path through it to the respective prefix. The credibility of ASes is
maintained based on their history of malicious behavior [20]. In case an AS behavior is classified as malicious
credibility factor drops and other ASes can be suspicious about the future behavior of respective AS.

3.2. Inter-AS route monitoring infrastructure

RIPE RIS & Oregon RouteViews

RIPE Routing Information Service (RIS) [9] and Oregon’s RouteViews [11] are public systems which host a
network of route collectors. The route collectors are spread across the globe and capture BGP traffic from
selected ASes in MRT format [17]. The BGP data captured is used for academic and industrial purposes.

Route collector

A Route Collector or simply collector is the point of peering for the ASes who agree to share their BGP data
with collector systems [9, 11]. A BGP session is configured manually at the peering AS to establish the peering
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session with a collector. The collector does not participate in global routing, but merely collect the BGP data
provided by their peers.

Currently there are 23 and 18 collector nodes of RouteViews [11] and RIPE RIS [9] respectively. These
collector nodes are spread geographically and collect BGP traffic generated by the collector peers (monitor
ASes) or vantage points. Roughan et al. have concluded that BGP data is not ideal for inferring or mapping
the AS-level connectivity of the Internet and that the purpose of BGP is to allow ASes to express and realize
routing policies without revealing the AS-internal features.

Vantage points or the monitor ASes

Vantage Point (VP) is an AS which establishes a BGP session with one or more BGP collector nodes. By doing
this, VP shares its BGP messages which flow out from its system. Thus the role of a VP is to provide the
collector with its RIB. A VP is classified into the following types depending upon the type of information
exchanged with a collector :

1. Full view: These VPs provide entire RIB and incremental changes (UPDATES) in the RIB at a predeter-
mined time interval.

2. IPv4: These VPs report the incremental changes in the RIB for IPv4 prefixes at a predetermined time
interval.

3. IPv6: These VPs report the incremental changes in the RIB for IPv6 prefixes at a predetermined time
interval.

BGP data formats

Multi-threaded Routing Toolkit (MRT) is a format in which the BGP data is stored. [17] describes the specifi-
cation of the file in which the BGP data is stored. The MRT files are generated at predetermined time intervals,
and BGP data is stored differently for RIBS and UPDATES. RIBS file contains complete routing information
or BGP table of VPs and are collected every 120 minutes. The UPDATES file contains incremental changes in
the routing information of VPs and is collected every five minutes.

BGPStream

BGPStream is an open-source framework for live and historical BGP data analysis. It offers a command
line interface as well as C++ and python API for processing BGP data collected by RouteViews and RIS data
archives. This tool is equipped with capabilities to parse MRT format which is used to store the BGP data.

BGPMon and BGPStream.com

BGPMon and BGPStream.com are commercially available services that provide real-time network health
statistics to subscribed customers. These systems have their monitoring network, and not much informa-
tion regarding their monitoring sources is available in the public domain.

3.3. Internet topology generator: AStop [43]
Several studies have shown that the distribution of the degree of an AS follows power-laws and that its cluster
coefficient is higher than one found in random networks [43]. [43] takes into account the power-law behavior
of the AS-level Internet and also ensures that the peer-to-peer and provider-to-customer links are labeled
at the time of creation. [43] highlights that Internet topology generators such as GE (growing exponent),
random, Inet and Barabasi-BA fail to capture the real Internet like properties [43]. The conclusion was based
on the following metrics:

1. Maximum degree: Maximum degree of the graph is defined as the degree of the node with the maxi-
mum number of neighbors. On the Internet, maximum degree ASes are found in tier-2 ASes.
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2. Number of ASes with degree = 1: In the AS-level graph of the Internet, there are ASes at the edge of the
graph such that they are connected to the core with only one edge. Such ASes are in the lowest tier of
the network.

3. Complementary cumulative density function (CCDF): The CCDF is defined as Fd = Pr ob(D ≥ d) =∑
fi , for d ≤ i ≤ inf, where D is a random variable that indicates the number of incident neighbors

upon an AS [43].

The AS relationships are an essential property of the AS graph and impact the BGP decision process. Thus,
influence the inter-AS routes chosen between a source-destination pair. To generate a graph and then assign
AS-relationship to every link may lead to inconsistent relationships and the parts of the graph are likely to be-
come unreachable due to several inter-AS routes violating the valley-free rule [25] and may even cause rout-
ing loops in the graph. A routing loop is an AS-graph inconsistency, where a cycle of provider-to-customer is
formed. In figure 3.1a, AS1 is a provider of AS2, AS2 is a provider of AS3 and AS3 is a provider of AS1 and is
impossible because AS1 can never be a customer of AS3 given that AS3 is a customer of AS2. Thus, AS rela-
tionships which lead to the existence of routing loops are inconsistent. In figure 3.1b, if the peer-to-peer link
between AS2 and AS5 is removed (assumed not created by topology generator), AS2 cannot reach AS4 since
the only possible route AS2-AS3-AS1-AS4 is going to violate the valley-free rule. Similarly, AS5 cannot reach
AS3 since AS path AS5-AS1-AS3 would violate the valley-free rule.

(a) Routing loop in AS-graph (b) Violation of valley-free rule

Figure 3.1: Consequences of inconsistent relationship assignment.

The AS relationships are inferred using the BGP data and to simulate the BGP data in a toy graph, AS
relationships are essential. Therefore, a topology generator must assign a relationship to every link as soon as
it is created based on the constraints under which the link is selected. [43] based topology generator assigns
AS relationships at the time of link creation. Therefore, this model seems promising for the evaluation of the
monitor placement schemes.

Algorithm

The algorithm proposed in [43] is a two phase algorithm and requires following inputs:

1. No : The number of ASes acting as the core of the Internet.

2. Nc : The number of ASes acting as the edge-customers of the Internet.

3. Lo : The number of links that are used to interconnect the core.

4. Lc : The number of links that are used to attach customer ASes to the core.

5. α-exponent: which controls the slope among scales of axis X.

6. β : represents the maximum degree an AS-core can have.

7. X : represents the maximum degree an AS-client can have.
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In the first phase core of the Internet model is generated with peer-to-peer or sibling-to-sibling links and
in the second phase customers are added to the core.

1. Phase 1- building the core: In this phase No ASes are selected to act as the core. These No ASes are
interconnected using Lo number of links. For each ASi forming the core, an available degree Di is
assigned to each ASi in accordance with power-law,

Di =βx−α (3.1)

where, x is a random number such that (1 < x < N0) and β represents the maximum degree an AS can
have in the model. Moreover, the algorithm requires that the following condition be satisfied,

N0∑
i=1

Di ≥ 2L (3.2)

where L is total number of links in the graph and is given by,

L = L0 +Lc (3.3)

Where, Lc is the number of links that customer ASes use to connect to the core. Then for all links in
a preferential manner two ASes: ASi and AS j are chosen. The link Li is then assigned to (ASi , AS j ) if
their respective available degrees are greater than 0, and then their available degrees are reduced by 1.
The probability of selection for all ASes with a degree more than 0 is uniform and is updated in every
iteration. Then the probability that a given link’s endpoint attaches to a particular existing AS is given
by the preferential attachment equation,

P (di , t +∆t ) = di (t )∑N0
j=1 d j t

(3.4)

Duplicated links are not allowed in both phases.

2. Phase 2- attaching customer ASes: In this phase, Nc customers are attached to the core using Lc links.
Initially, one link is assigned to each customer AS so the minimum degree every AS has is 1, and every
customer AS gets access to the core. The remaining links, R = (Lc −Nc ) are assigned to customer ASes
using the following: for 1 to R a client AS(i) is randomly chosen, link Lc (i ) is assigned to AS(i ) only if its
degree is less than X . X is the maximum degree a client AS can have. Thus, the links that a customer
AS can have is a random variable Lc (x) delimited by 1 < Lc (x) < X and represents its degree. Then the
Nc customer ASes chose Lc (X ) core ASes according to equation 3.4. The link Lc (i ) is assigned to a core
AS only if the remaining degree of the AS is greater than 0 (the set of ASes with free credits at iteration
t). Then the degree of this core AS is reduced by 1.

3.4. The BGP simulator
Kastelein has developed a BGP simulator which is used to generate the routing information for the Internet-
like graphs to study the behavior of inter-AS routing, and evaluation of monitor selection schemes [31]. Rout-
ing information or the BGP data is essential to establish the effectiveness of the monitoring network as the
objective of monitoring is to observe as many links as possible, and by using RIB from simulations, the link-
coverage for a monitor set is estimated. The Internet-like graphs are provided to the simulator, and the sim-
ulator generates the routing information for each graph. The results from the simulation are stored in the
routing table object and consumed for evaluation.

The core API of the simulator is accessible through interfaces. The simulation process consists of three
stages. First, initialize the AS-graph and is done through a graph file. The graph file is a representation of
the AS graph which contains the edges along with the relationship assigned to the edge in each line of the file
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(a) Graph file for BGP simulator (b) Prefix-association file.

Figure 3.2: Sample files provided to the simulator.

(see figure 3.2a). The first stage is deemed complete once the AS-graph is initialized. The second stage creates
announcements and is done through a prefix-AS association file, which contains prefix-origin AS association
details (see figure 3.2b). The create announcement stage acts as a trigger for UPDATE messages in the sim-
ulator. The ASes which are originating a prefix would announce the assigned prefix in the third stage. And,
the third stage is to iterate announcements. In this stage, the announcements created in the second stage are
propagated across the graph. The simulations process is similar to the one discussed in section 2.3.

Let us look at the first line in figure 3.2a. Here AS93 and AS145 are the two end-points of the link and
customer-to-provider is the relationship that is assigned to the link, which indicates that AS93 is a cus-
tomer of AS145 and conversely, AS145 is a provider of AS93. Figure 3.2b shows a prefix association file using
which announcements are created in the BGP simulator. The first line of figure 3.2b indicates that the prefix
80.19.126.0/24 is assigned to AS93. Using such files as input the simulator’s stage one and two are completed,
and stage 3 is executed to obtain routing information object.

3.5. The monitor selection schemes [52]
[52] studied four deployment schemes for inter-AS route monitors. These schemes are based on the network
properties like node degree and link coverage and none of the schemes take into account the predictable
nature of BGP information flow as we shall see in the next chapter. The schemes studied by [52] are discussed
in detail in the following subsections.

3.5.1. Address based monitor selection scheme

In this scheme, monitor selection is made based on the size of address space which is within the AS’s cus-
tomer network. Top-level ASes tend to aggregate address space of their customer network into larger prefixes
to reduce the number of UPDATE messages. During aggregation information regarding prefix’s true origin is
lost, because the AS-path is also updated in such UPDATE message to show the AS that is aggregating the pre-
fixes, as the true origin of the aggregated prefix and creates a bias for tier-1 ASes and makes monitor selection
accordingly. Monitoring multiple tier-1 ASes would lead to redundancy in the BGP data as all tier-1 ASes form
a clique. Clique is a term used to describe a complete sub-graph of a graph. [22] identified that the sources
of redundant information in BGP data are adjacent monitors. Hence, this is not an ideal monitor selection
scheme, and therefore, this scheme has not been considered for further evaluation.

3.5.2. Random based monitor selection scheme

In this scheme, each AS is assigned the equal probability of selection into the monitor set, and k-number of
ASes are picked with a uniform probability distribution to be selected as a monitoring node. This scheme
can be used to provide a monitoring network of definite size. This can be considered as the most basic form
of monitor selection and is used by public route collector system [9]. There are no nomination or selection
criteria for an AS to participate in the RIPE project. An AS can create a BGP peering session by sharing the
technical details of its BGP speaker.

The main issue with this algorithm is the randomness while selecting the monitors. No mechanism could
be used to bias the probability of an AS during selection and could lead to the selection of adjacent monitors,
and by selecting adjacent monitors, the monitor set would end up collecting redundant BGP data. Moreover,
there is no guarantee that the algorithm would generate a monitor set such that monitors are distributed
across all the tiers of the Internet. However, the advantage of this scheme is the speed in which monitor set
can be determined, and it may by chance end up selecting the best monitor set possible. The pseudo-code
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for this monitor placement scheme is presented in algorithm 3.

Algorithm

The algorithm to determine the monitor set using the random based monitor selection is relatively simple.
Each AS in the graph is assigned a probability of selection which is equal to 1

N where N is the total number
of ASes in the graph, and then k elements are picked from the list of ASes using the assigned probabilities. As
the probabilities are equal for each AS, any AS could be selected as the monitor.

Figure 3.3 shows two combinations of monitor set of size three (indicated in red and blue respectively).
There are seven ASes and therefore the probability of selection of each AS is 1

7 . The total number of combina-

tions of monitors are
(7

3

)
which is 35.

Figure 3.3: Random-based monitor selection

3.5.3. Degree-based monitor selection scheme

In this monitor placement scheme, AS’s neighbor degree plays an important role. An AS is surrounded by
ASes which may belong to any of these categories; provider, customer, sibling or peer. The total number of
AS’s neighbors are the determining factor if an AS is selected as a monitor or not. The ASes with the higher
neighbor degree would be selected as monitoring AS. This scheme has an advantage over the random-based
monitor selection scheme because an AS with more neighbors would receive UPDATES from more ASes and
therefore is more likely to have better visibility of the Internet.

The disadvantage of this scheme is that it would become biased towards tier-2 ASes. An AS in tier-2 would
have a larger subset of ASes to peer with and almost an equally larger subset of ASes acting as its customer.
This is because tier-2 ASes peer with as many ASes as possible to reduce dependency on their tier-1 provider
AS. Additionally, tier-3 ASes which operate as ISPs in local regions would become their customers due to
their wide geographic presence and reduces the possibility of maintaining a monitoring network distributed
across all tiers of the Internet. Additionally, tier-2 ASes peer heavily and thus this scheme is more likely to
select adjacent ASes as BGP monitors, which would add on to the redundancy in the BGP data.

Tier-1 ASes are characterized by a low-medium number of peers and medium-high number of customers.
This is because tier-1 ASes are not easily accessible to tier-3 and tier-4 ASes which are the majority of the ASes
on the Internet. The number of peers with which a tier-1 AS peers is also limited due to a meager number of
tier-1 providers. Although there is no formal report on the tier-wise classification of ASes, they are estimated
to be limited to 19 ASes (section 4.3). Tier-2 ASes become the customer of tier-1 ASes, and their number is
also not very sizable when compared to the tier-3 and tier-4 ASes.

Tier-3 and Tier-4 ASes are less likely to peer due to technical challenges. Additionally, their limited influ-
ence over the networks, render these ASes less lucrative for peering. Moreover, ASes in these tiers are either
local ISPs which provide the Internet access to end-users like us or are networks managed by large/small en-
terprises and hence cannot become provider ASes of large parts of the Internet. Hence ASes in these tiers are
characterized by a low number of customers and non-existent number of peers.

The degree based selection scheme can be implemented a monitor set of k-size by ranking all ASes based
on their neighbor degree and selecting top-k ASes. Algorithm 5 provides the pseudo-code for k-size degree-
based monitor selection scheme. Algorithm 4 shows the algorithm to generate a degree map. A degree map
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is a representation of AS neighbor count based on the relationship count. If an AS has two providers, three
customers, one peer, and one sibling, then the degree map would be {AS: p2p:1, s2s:1, c2p:2, p2c:3}.

Algorithm
The algorithm for degree based monitor selection assigns a rank to each AS in the graph based on their degree
(total number of neighbors) and then selects top-k ASes in the monitor set. Figure 3.4 shows three possible
combinations of monitor set determined using degree based monitor selection. Each combination includes
the ASes shown in blue. ASes shown in blue has a degree of four which makes them highest ranking ASes,
followed by ASes shown in red with degree two. Therefore, if a monitor set of size 3 is to be selected, the
algorithm can produce one of these combinations.

Figure 3.4: Degree-based monitor selection

3.5.4. Greedy-link based monitor selection scheme
[52] proposed greedy-link based monitor selection scheme which reduces the redundancy in the existing
monitors. The scheme is based on a set-cover problem heuristic and aims to determine a set of monitors to
maximize visibility. The advantage of this scheme over degree-based and random monitor selection schemes
is that this monitor selection can ensure that 100% visibility is achieved. However, beyond 80% addition of a
new monitor does not improve the visibility significantly. Each AS can see at least 45% of the visible Internet.
The term visible is used to remind that the extent to which the Internet is visible is not yet determined.

Although the scheme is the most beneficial of all the schemes presented earlier, suffers a major disadvan-
tage. This scheme requires information regarding inter-AS routes from all ASes to begin monitor selection.
This is unavailable beforehand, and without this information, the algorithm is rendered less useful for prac-
tical purposes. Moreover, in case the existing BGP data is used to determine the monitor placement- the
algorithm would end up reducing the redundancy in the BGP data but fail to identify new monitor set.

This scheme is implemented by providing a set of visible links for each AS and selecting the monitoring
ASes by an iterative process of ranking the ASes based on the maximum number of unobserved links and
selecting the AS with the maximum number of unobserved links. The greedy-link based selection scheme
can be implemented in two ways:

1. k-size based: In k-size based scheme, a link-coverage set map is used and sorted based on the maxi-
mum number of unobserved links. Then algorithm selects highest ranked AS and calculates the new
link-coverage set map for all ASes. The algorithm terminates when k-ASes are in the monitoring set.
Here k- represents the size of the monitoring network.

2. k%- coverage based: In k%- coverage based scheme, the monitor selection process terminates where
the link-coverage of k%- is obtained. The k-coverage is forced to 100% by using the threshold of 1.
As long as there are any new links observed the algorithm must continue. The ties are always broken
randomly.

The monitor set produced by the greedy-link monitor selection scheme cannot be considered optimal.
However, it does provide an insight into the approximate size of the monitoring network that is required to ob-
serve 100% AS-links of the known Internet. The optimization of greedy-link based monitor selection scheme
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can be achieved by solving an objective function to maximize link-coverage for a given size of the monitoring
network. The solver can explore all possible combinations of ASes of the desired size and provide the one
with the best link-coverage. However, the listing of all combinations of k-size for a total of n-ASes would be
computationally intensive. The Internet presently comprises of approximately 62775 ASes and to select k-
ASes as monitors would require listing of 62775Ck possible combinations and this would be an infinitely high
value. To reduce the size of the set holding the possible combinations of k-size for a total of 62775-ASes, a
sample-based approach is adopted and would increase the options of monitoring sets explored. However,
this will also not produce an optimal set as the optimal set may lie in the region of unexplored combina-
tions. Alternatively, size-n of the ASes can be reduced by collapsing ASes with no peering and customer ASes
into their provider AS, starting from the edge ASes. This is an appropriate step because the inter-AS routes
chosen by such ASes would be governed by their provider AS and therefore, by collapsing such ASes into their
provider AS can reduce the size of the set of ASes eligible for monitor selection. For the Internet, the size of AS-
graph (in this thesis is always measured in terms of the number of ASes) is reduced from 62775 ASes to 20000
ASes, which is again very high. The number of combinations grow exponentially and 100C20 is computed to
be 535,983,370,403,809,591,296 using [6] and verifying monitor performance for 535,983,370,403,809,591,296
combinations would require 1.699592113 years if monitor performance of one monitor set is evaluated ev-
ery second. Therefore, evaluating monitor performance of 20000C20 combinations would be unfeasible as the
number of combinations would be a number larger than 535,983,370,403,809,591,296.

Algorithm
The greedy-link based monitor selection scheme requires BGP tables of the ASes from which the monitor set
is to be determined and is an approximation solution of the set-cover problem. A set of visible links vi for each
AS is created. Next, a set of visible links V is created in which the links visible using the ASes that have been
selected as monitors is created, this set is empty at the start of the algorithm as no monitors are selected. The
number of links in the visible link set for each AS is used to rank the ASes and the AS with the highest rank
is selected and added to the monitor set, and the links of this ASes are added into the set of visible links of
the monitor set. The visible link set is updated to remove links which are already present in the visible link
set of the monitors (vi = vi \ V ) and the ASes are ranked again based on updated visible link set for each AS.
The process continues until no more ASes could be added into the monitor set or k- number of monitors are
added into the monitor set.

Algorithm 6 provides the pseudo-code for k-size greedy-link based monitor selection scheme.
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Methodology

In this chapter, we shall analyze the impact of announcements originating from frequently occurring graph
motifs on the Internet. This is done by simulating the BGP traffic using the simulator and studying the routing
information available at each AS. Kastelein developed a BGP simulator which is used to perform BGP simula-
tions [31]. Next, we discuss the shortfalls of the topology generator proposed by [43] and propose a topology
generator based on the well-known behavior of the ASes. The topology generator based on the behavioral
model is shown to obey the power-law which is a necessary condition for the Internet topology generators.
Finally, we discuss the peering-degree based monitor selection scheme which is the research outcome of this
thesis.

4.1. Impact of graph motifs on the Internet
The primary objective of the monitoring network is to obtain higher link-coverage and capture announce-
ments as close as possible to its originating AS. Thus, understanding how an AS selects inter-AS routes is
essential to ensure effective monitor selection. The AS level Internet is such that every network is reachable
from each AS. This means that an AS can either directly through its customer network, its provider AS or its
peer network can access the Internet. This knowledge is exploited to represent the Internet with a two AS
representation where one AS acts as a global provider and the other AS is the customer of this AS. To study the
impact of announcements originating within a graph motif, the graph motif is connected to this representa-
tional system of the Internet through a peer-to-peer link and in a few cases through a provider-to-customer
link.

The life-cycle of an announcement is such that it originates within the customer cone of one AS and
then traverses up towards the core ASes and then finally flows down to the ASes within the customer cones
of different ASes before terminating at the ASes with no customers. Peering links play an important role in
manipulating the global routing and act as a by-pass between the two higher tier ASes, providing an alternate
path to its customers to reach various prefixes.

A provider AS ensures global connectivity for the ASes which lie within its customer cone and is achieved
by connecting through peer-to-peer links with nearly equal ASes or customer-to-provider links with larger
ASes. The inter-AS route selection is influenced by the local preferences assigned to each neighboring AS,
which is determined by the business relations that exists with a neighbor. For instance, a peer AS (an AS con-
nected with peer-to-peer link) would have a higher local preference than provider AS and the customer AS
would have the highest local preference. In the case where an AS has multiple neighbors with the same rela-
tionship, different preferences would be assigned to each neighbor to ensure that network’s routing policies
are implemented.

BGP data of July 4th 2018 is used to build the Internet topology by extracting the AS paths announced on
that day. These AS-paths are then used to infer AS relations by using the heuristic proposed in [25]. Once
the AS-relations are available, graph motif exploration is performed using the algorithm 2, by selecting the
ASes in the immediate neighborhood of each AS and listing all possible combinations of size 4 and collect-
ing the graph motifs found for different combinations. 134 graph motifs of size 4 were discovered for the

26
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respective AS topology. The frequency of occurrence of each motif varied and four graph motifs with the fre-
quency of occurrence more than 3000 are shown in figure 4.1. In figure 4.1 the direction of the arrowhead in a
provider-to-customer link indicates customer and a peer or a sibling in a peer-to-peer or a sibling-to-sibling
link respectively.

(a) Frequency of occurrence 62907. (b) Frequency of occurrence 62823.

(c) Frequency of occurrence 3389. (d) Frequency of occurrence 3302.

Figure 4.1: Graph motifs from the Internet of size 4.

The process described in section 3.4 is used to simulate BGP traffic on each sub-graph. As discussed ear-
lier, a graph file and a prefix association file are provided to the simulator which are used by the simulator to
initialize the AS graph and generate the announcements using the prefix association file. The resulting rout-
ing information obtained when the simulation is complete is used to discuss the impact of announcements
originating under different scenarios.

The routes adopted by edge ASes are restricted by their provider ASes and announcing prefixes from edge
ASes would trigger the ASes close to the core to make their path selection. Therefore, instead of announcing
prefixes from all ASes, the prefixes are announced from all edge networks (ASes that do not have customers)
to reduce the simulation time.

Sub-graph type 1

The thesis is promoting the use of peering degree instead of the degree to determine the BGP monitors. We
begin by presenting the most basic graph motif of the Internet, that is, provider-to-customer chains. The
provider-to-customer chains exist on the Internet, such that every AS is the provider of exactly one AS and
the customer of exactly one AS. This network motif is hard to find using the algorithm 2 as the algorithm
explores graph motifs in the immediate neighborhood of an AS. However, finding this motif is relatively easy
and by representing every link of the AS paths that are observed in the BGP data by its relationship, this linear
chain of provider-to-customer is seen quite often.

In figure 4.2 and 4.3, AS1 is the provider of AS2, AS2 is the provider of AS3, AS3 is the provider of AS4, and
AS4 is the provider of AS5. AS6 is provider of AS1 in figure 4.2 and AS6 is peer of AS1 in figure 4.3. The variation
in figure 4.2 and 4.3 is due to the fact that the top-level AS (AS1 in this case) of the chain could connect to the
rest of the Internet either through a peering link or a customer link.

As explained in section 3.4 the graph files are required by the simulator to initialize the AS graph. The
graph files for respective sub-graphs is shown along with their topology. The prefixes are announced from
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AS5 in both cases and the resulting routing information objects are presented in table 4.1 and 4.2.

(a) AS-topology of sub-graph.

(b) Graph file.

Figure 4.2: Sub-graph type 1a.

(a) AS-topology of sub-graph.

(b) Graph file.

Figure 4.3: Sub-graph type 1b.

AS Number of paths Number of links Paths
1 1 4 1 2 3 4 5
3 1 2 3 4 5
2 1 3 2 3 4 5
5 0 0
4 1 1 4 5
6 1 5 6 1 2 3 4 5

Table 4.1: Sub-graph type 1a- total links 5.

AS Number of paths Number of links Paths
1 1 4 1 2 3 4 5
3 1 2 3 4 5
2 1 3 2 3 4 5
5 0 0
4 1 1 4 5
6 1 5 6 1 2 3 4 5

Table 4.2: Sub-graph type 1b- total links 5.

From table 4.1 and 4.2 it can be concluded, that ASes close to the top-level provider can discover more
links as compared to ASes close to the edge (where the prefix is originated). Additionally, AS6 is the provider of
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AS1, and it makes AS6 in figure 4.2a the owner of the entire provider-to-customer chain and thus can discover
an additional link AS6-AS1. The sub-graph type 1 is the simplest structure of the Internet and explains how
the routes are propagated in a linear chain of provider-to-customer links.

The inter-AS routes used by customer ASes in the provider-to-customer chain is governed by routing de-
cisions of the top-level provider or the AS which owns the customer chain because the top-level AS is the
only direct connection to the Internet. Additionally, the top-level provider is bound to announce its customer
paths to the rest of its neighbors. Therefore, in a provider-to-customer chain, there would be no difference
in the link-coverage if the monitoring is done at an AS other than the top-level AS. However, a top-level AS of
such graph motif is solely responsible for routing on the Internet and thus, is a suitable choice for monitoring
network.

Sub-graph type 2
Another simple yet frequently occurring graph motif is a provider AS with multiple customers (for example
see figure D.1a). An AS may act as the provider for multiple ASes as shown in figure 4.4 and 4.5. In the
remaining sub-graphs, AS6 and AS5 are representing the Internet and graph motif is represented by AS1, AS2,
AS3, and AS4. AS2, AS3, and AS4 are customers of AS1. AS6 is provider of AS1 and AS5 in figure 4.4, and AS6 is
peer of AS1 and provider of AS5 in figure 4.5.

Such sub-graphs are frequently occurring when multiple tier-4 ASes prefer a single tier-3 provider AS
due to its local influence or multiple tier-3 ASes consume services from a single tier-2 provider or multiple
tier-2 ASes act as the customers of a single tier-1 AS. The BGP traffic simulation is performed for the above
mentioned sub-graphs using the graph files as shown in figure 4.4 and 4.5. The prefixes are announced from
AS2, AS3, AS4, AS5, and AS6, and the resulting routing information objects are presented in table 4.3 and 4.4.

(a) AS-topology of sub-graph. (b) Graph file.

Figure 4.4: Sub-graph type 2a.

(a) AS-topology of sub-graph. (b) Graph file.

Figure 4.5: Sub-graph type 2b.

From table 4.3 and 4.4 it could be concluded that AS1 maintains five paths. These are corresponding to
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AS Number of paths Number of links Paths
1 5 5 1 2, 1 3, 1 6, 1 4, 1 5
3 4 5 3 1 5, 3 1 6, 3 1 4, 3 1 2
2 4 5 2 1 6, 2 1 4, 2 1 3, 2 1 5
5 4 5 5 1 3, 5 1 2, 5 1 4, 5 1 6
4 4 5 4 1 2, 4 1 3, 4 1 6, 4 1 5
6 4 5 6 1 2, 6 1 3, 6 1 5, 6 1 4

Table 4.3: Sub-graph type 2a- total links 5.

AS Number of paths Number of links Paths
1 5 5 1 2, 1 3, 1 6, 1 4, 1 5
3 4 5 3 1 5, 3 1 6, 3 1 4, 3 1 2
2 4 5 2 1 6, 2 1 4, 2 1 3, 2 1 5
5 4 5 5 1 3, 5 1 2, 5 1 4, 5 1 6
4 4 5 4 1 2, 4 1 3, 4 1 6, 4 1 5
6 4 5 6 1 2, 6 1 3, 6 1 5, 6 1 4

Table 4.4: Sub-graph type 2b- total links 5.

each prefix announced. AS2 through AS6 maintains four paths each for four out of five prefixes announced
during the simulation. The fifth path that is not included in the table is the path to the prefix which is origi-
nated by them. Additionally, all the ASes discover the equal amount of links and each edge AS possess similar
path information which is provided by a common top-level provider AS. Therefore, all ASes can act as a mon-
itoring node in this situation and provide equally good link-coverage.

The sub-graph type 1 and type 2 highlight that in simple sub-graphs it is easier to place a monitor as each
AS could provide equally good link-coverage. However, these sub-graphs excluded peer-to-peer relations
and multiple provider cases. In the following subsections, the impact of graph motifs with peer-to-peer links
would be evaluated.

Sub-graph type 3
An AS may be able to purchase transit from ASes which are on different tiers (figure D.1d). This is done to
achieve speed, bandwidth, and cost optimization related objectives. For instance, a tier-3 AS connects with
a tier-2 AS and a tier-1 AS. Figure 4.6 depicts such a situation where AS1 is the provider of AS2, AS3, and AS4.
Additionally, AS1 is the peer of AS6 whose customer is AS5. AS5 is the peer of AS4, and AS3 is a customer of
AS2. The graph file provided to the simulator is shown in figure 4.6b. The prefixes are assigned to AS3, AS4,
and AS5, and the resulting routing information object is presented in table 4.5.

(a) AS-topology of sub-graph. (b) Graph file.

Figure 4.6: Sub-graph type 3.
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AS Number of paths Number of links Paths
1 3 4 1 3, 1 4, 1 6 5
3 2 4 3 1 4, 3 1 6 5
2 3 5 2 1 4, 2 3, 2 1 6 5
5 2 4 5 4, 5 6 1 3
4 2 3 4 5, 4 1 3
6 3 4 6 5, 6 1 3, 6 1 4

Table 4.5: Sub-graph type 3- total links 7.

From table 4.5, it is evident that AS2 can discover more links than top-level provider AS1. This is be-
cause AS1 would reach AS3 directly by provider-to-customer link and links AS1-AS2 and AS2-AS3 may remain
undiscovered. However, if the observations are prolonged at AS1, undiscovered provider-to-customer links
can become visible should the link AS1-AS3 fail or any traffic engineering is performed by AS3. Link AS4-AS5
would remain undiscovered to all ASes but AS4 and AS5 which are the end-points of the peering link. Thus, it
is essential also to monitor AS4 and AS5 to discover the peering link.

ASes with peer-to-peer links use the peer routes to reach several prefixes and hence ignore the provider
routes. Thus if such ASes are not monitored, the peering links would remain undiscovered and would impact
the link-coverage. In this case, there is only a single peering link, but on the Internet, the peering links are
five-sixths of the total links. Therefore, in addition to top-level providers it is essential to monitor either end-
points of a peering link to capture peering links.

Sub-graph type 4
An AS may purchase transit from two providers who share a common provider. Consider a sub-graph is
shown in figure 4.7 where AS4-AS5 and AS1-AS6 are connected via a peer-to-peer link. AS1 is the provider
of AS2 and AS4, AS6 is the provider of AS5, and AS3 is a customer of AS2 and AS4. The graph file provided
to the BGP simulator is shown in figure 4.7b. AS3 and AS5 announce the prefixes, and the resulting routing
information object is presented in table 4.6.

(a) AS-topology of sub-graph. (b) Graph file.

Figure 4.7: Sub-graph type 4.

Table 4.6 suggests that only AS4 and AS5 can capture the peering link. AS1 which is the top provider can
see all links except the peering link between AS4 and AS5. AS6 can only see a single path to AS3 because AS1
announced the best path only. AS path "AS1 AS2 AS3" and "AS1 AS4 AS3" are equal in path length which is
3. However, AS1 preferred AS2 over AS4 to route packets towards AS3. In the simulations, this is randomly
decided and thus in a different simulation "AS1 AS4 AS3" could be chosen by AS1. This would not change
the link-coverage of AS6. AS3, AS4, and AS5 have the worst link-coverage. They only capture two links each.
This is because the customer of AS with peer-to-peer link would be forced to reach destinations within their
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AS Number of paths Number of links Paths
1 3 6 1 4 3, 1 2 3, 1 6 5
3 1 2 3 4 5
2 2 4 2 3, 2 1 6 5
5 1 2 5 4 3
4 2 2 4 5, 4 3
6 2 4 6 5, 6 1 2 3

Table 4.6: Sub-graph type 4- total links 7.

provider’s peer-customer cone through peer-to-peer links. The peering complicates the BGP route monitor-
ing when compared with sub-graphs type 1 and 2. AS3 received two routes to AS5, one from AS2 and another
from AS4. However, the route provided by AS4 is shorter and hence chosen as the best route by AS3. The
peering-degree based monitor selection would be able to produce higher link-coverage as it would capture
both provider routes (routes announced by provider) and peer routes (routes announced by peer) as well.

Sub-graph type 5

ASes within the customer cone of a single provider AS can form a peer-to-peer relation. The graph motif
shown in figure D.1a is used, and a peering link is added between two ASes within the customer cone. In
figure 4.8, AS1 is the provider of AS2, AS3, and AS4, and AS6 is the provider of AS5. AS1 and AS3 are peers
of AS6 and AS4 respectively. The graph file used in the simulation for this sub-graph is shown in figure 4.8b
and the prefixes are announced from AS2, AS3, AS4, and AS5. The resulting routing information object is
presented in table 4.7.

(a) AS-topology of sub-graph. (b) Graph file.

Figure 4.8: Sub-graph type 5.

AS Number of paths Number of links Paths
1 4 5 1 2, 1 3, 1 4, 1 6 5
3 3 5 3 4, 3 1 2, 3 1 6 5
2 3 5 2 1 6 5, 2 1 4, 2 1 3
5 3 5 5 6 1 4, 5 6 1 3, 5 6 1 2
4 3 5 4 1 6 5, 4 3, 4 1 2
6 4 5 6 1 2, 6 1 3, 6 5, 6 1 4

Table 4.7: Sub-graph type 5- total links 6.

Table 4.7 suggests that the peering link AS3-AS4 is invisible to every AS, but AS3 and AS4. AS3 and AS4 use
provider routes to reach AS2 and AS5, and peering link to reach AS4 and AS3 respectively. AS2 and AS5 do not
have any peers and thus rely on the routes announced by their providers. AS1 does not see the peering link
AS3-AS4 since the peer routes are not exported to the provider AS and thus peering link remain undiscovered
at every AS but AS3 and AS4. link-coverage offered by each AS is equally good, however to achieve 100% link-
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coverage, ASes with peering links require monitoring, and by biasing the monitor selection process based on
peering-degree ensures that this requirement is fulfilled.

Sub-graph type 6

An AS within the customer cone of an AS can form a peer-to-peer AS, which belongs to a different AS. To
simulate this behavior graph motif shown in figure D.1a is used again, and a peering link is added between
the ASes from different customer cones. Figure 4.9 is similar to figure 4.8 except AS4-AS5 are peering instead
of AS3-AS4. The graph file used in the simulation is shown in figure 4.9b and the prefixes are announced by
AS2, AS3, AS4, and AS5. At the end of simulation, a routing information object is obtained, which is presented
in table 4.8.

(a) AS-topology of sub-graph. (b) Graph file.

Figure 4.9: Sub-graph type 6.

AS Number of paths Number of links Paths
1 4 5 1 2, 1 3, 1 4, 1 6 5
3 3 5 3 1 4, 3 1 2, 3 1 6 5
2 3 5 2 1 4, 2 1 3, 2 1 6 5
5 3 5 5 4, 5 6 1 3, 5 6 1 2
4 3 4 4 1 2, 4 1 3, 4 5
6 4 5 6 1 2, 6 1 3, 6 5, 6 1 4

Table 4.8: Sub-graph type 6- total links 6.

Table 4.8 shows that the peering link between AS4 and AS5 can be discovered by monitoring AS4 or AS5.
Remaining ASes can discover five out of six links and, we can observe the importance of ASes with peering
links. Therefore, peering-degree based monitor selection could provide an improvement in the link-coverage.

Sub-graph type 7

An AS may buy transit from ASes which belong to different customer cones as shown in figure 4.10a. Here, AS3
is a customer of AS2 and AS5 that belong to different customer cones of AS1 and AS6 respectively. AS4 is the
peer of AS5, and customer of AS1 and AS1 and AS6 are peers. Such interconnection may be the result of the
business strategy to meet traffic engineering requirements to optimize speed, bandwidth and cost objectives.
Moreover, this may even happen for ASes with a diverse geographical presence which can purchase transit
services from different providers in different regions.

The graph file used for simulating the BGP traffic in this sub-graph is shown in figure 4.7b and the pre-
fixes are announced from AS3 and AS5. The resulting routing information object generated at the end of the
simulation is presented in table 4.9.

Table 4.9 shows that monitoring only the top-level provider with larger customer cone discovers most
links. However, to achieve 100% link-coverage, it is essential to capture the peer-to-peer link between AS4
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(a) AS-topology of sub-graph. (b) Graph file.

Figure 4.10: Sub-graph type 7.

AS Number of paths Number of links Paths
1 2 4 1 2 3, 1 6 5
3 1 1 3 5
2 2 4 2 3, 2 1 6 5
5 1 1 5 3
4 2 2 4 5, 4 5 3
6 2 2 6 5, 6 5 3

Table 4.9: Sub-graph type 7- total links 6.

and AS5 and to capture peer-to-peer link AS4, or AS5 needs to be monitored. This selection is possible by
peering-degree based monitor selection scheme.

Of the total links present on the Internet, five-sixth links are peering links and as shown in section 4.1
peering links remain undiscovered if monitoring is performed at an AS which does not have a peering link
or does not belong to the customer cone of the ASes with peering links. The peering links discovered using
the BGP data accounts for only one-fifth of the total peering links and the remaining are inferred using the
alternate data sources like ARK data and Looking Glass as indicated in [5]. Therefore, it can be confirmed that
peering-degree based monitor selection would achieve higher link-coverage by capturing multiple peer-to-
peer links and could be implemented for further evaluation.

4.2. The Internet model
The Internet is a complex network with 62773 nodes, 123606 provider-to-customer links and 568054 peer-
to-peer links ( as recorded in AS relationship data from 01-October-2018[5]). To perform simulations on
a network of such dimensions is a computationally challenging task and would require infinite simulation
time. A model of the AS level topology of the Internet is required such that the graph size can be reduced and
the BGP traffic simulation could be performed effectively to evaluate the monitor set resulting from different
algorithms for monitor placement.

In section 3.3, the model proposed by Nieto-Hipólito et al. is discussed. [43] have highlighted that power-
law based graph topology generators are not sufficient to model the internet and proposed an approach to
generate the AS level graphs of the Internet that assigns AS relationships at the time of link creation [43].
Additionally, [43] follows the CCDF of the AS topology closely as reported in [43]. The plot of CCDF for a
graph generated using [43] and a graph using topology collected by [5] is shown in figure 4.11.

CCDF is a widely accepted measure of the Internet topology. It is defined as the probability of an AS to
have a degree greater than the specified degree, i.e. Fi = P (d ≥ D) and is plotted on a log-log scale. Figure
4.11a is the log-log plot of CCDF against degree for the AS graph generated using the topology information
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(a) CCDF of the Internet as captured in [5] data on
01-10-2018.
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(b) CCDF of the topology generated using [43] for α =
0.69, β = 8000, No = 12755, Nc = 50218, Lo = 568054

and Lc = 123606.

Figure 4.11: CCDF of AS graph using [5] and [43].

collected by [5] data on 01-10-2018. The plot shows that the probability of an AS to have higher degree reduces
exponentially. The legends p2c, p2p, and c2p represents provider-to-customer. Peer-to-peer and customer-
to-provider degrees respectively. Additionally, from the plot, the maximum degree of provider-to-customer,
peer-to-peer and customer-to-provider link can be estimated to be 6000, 6000 and 110 respectively.

The slope of provider-to-customer and customer-to-provider degrees can be seen to be fairly linear on
the log-log scale and that the slope of customer-to-provider link is steeper than that of provider-to-customer
degrees. This is because an AS can have multiple customers with a higher probability when compared to
the probability of an AS having multiple providers. This is true for the Internet as the tier-1 and tier-2 ASes
can have multiple customers and hence have a higher value of the provider-to-customer degree. An AS does
not purchase transit from multiple providers unless necessary. Therefore, the slope of customer-to-provider
CCDF is steeper. However, ASes in tier-2 and tier-3 try to purchase transit from multiple ASes to ensure that
their network is resilient to failures at their provider ASes and back-up options are made available to optimize
operational requirements.

The CCDF of the peer-to-peer link in the plot shown in figure 4.11a behaves differently. The slope varies in
three different phases. In the first phase between degree 100 and 3∗101, the slope is less steep (as compared
to the third phase), and the CCDF reduces at a slow rate. This suggests that the peering is being adopted by
a few smaller networks and are trying to exploit peering to their advantage by peering with willing network
operators. The second phase between degree 3∗101 and 8∗102 shows that the tier-1 ASes peer with not only
ASes that belong to tier-1 but also from other tiers, for instance, AS286 (a well known tier-1 operator) and
AS6939 (a customer of AS1299, a tier-1 AS) are inferred as peering ASes. Thus the global behavior of tier-1
ASes is visible. And finally, the behavior of tier-2 ASes which peer heavily with a majority of networks and can
be observed beyond degree 8∗102.

Parameter Value Description
α 0.69 Slope along x-axis
β 6000 Maximum degree an AS can have in the topology

No 12755 Number of ASes that form the core
Lo 568054 Number of edges that form the core
Nc 50218 Number of client ASes
Lc 123606 Number of links client ASes use to connect with the core
X 150 Maximum providers a client AS can have

Table 4.10: Parameters for AStop- topology generator [43].

[43] requires seven parameters as the input to generate a topology resembling the Internet. Using the plot
of real Internet CCDF shown in figure 4.11a, these parameters are calculated and presented in the table 4.10.
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The model is shown to be closely replicating the CCDF of the Internet in [43], however suffers disadvantages
and fails to replicate the present topology with above mentioned parameters. In phase 1, assignment of avail-
able degrees to each node i where Di =βx−α, is done by choosing a random number x, where 1 < x < No and
as the value of No increases it becomes impossible to satisfy

∑N
i=0 Di ≥ 2L, which is a necessary condition for

AStop and the topology generator would fail. To generate the topology with parameters shown in table 4.10,
the constraint on x is relaxed such that 1 < x < 2000.

By relaxing the constraint on the random number x, allowed the topology generator to satisfy
∑N

i=0 Di ≥ 2L
and proceed with the topology generation. However, there is a more important disadvantage of this model.
The model fails to replicate the hierarchical property of the Internet. The Internet is a multiple-tier hierar-
chy and [43] based topology generator generates only two. In the first phase, [43] generates a core with No

number of ASes and connects them with peer-to-peer or sibling-to-sibling links by using the preferential link
assignment as explained in section 3.3 and later attaching customers to the ASes of the core. The assignment
of only peer-to-peer links in the core would create unreachable source-destination pairs. A core network’s
customer routes would become unreachable to the core ASes which do not peer with it. Therefore, there is a
need to discuss an Internet model which can capture the hierarchical characteristics of the Internet.

4.3. Behavioural model of the Internet
[43] based model does not implement the hierarchical nature of the Internet or discusses the relationship
assignment mechanism for provider-to-customer links within the core. This thesis proposes a model for
AS topology generation which incorporates the hierarchical nature of the Internet. Additionally, since the
objective of this topology generator is to create AS-graphs with up to 600 ASes, the preferential neighbor
attachment is replaced with random neighbor attachment by applying well-known rules of the AS interac-
tions. This does not have any impact while performing studies on inter-AS routing as the primary objective
of the topology generator for BGP simulation is consistent relationship assignment and ensuring every AS is
assigned a provider. Additionally, even though the preferential attachment is replaced with random neigh-
bor attachment, the graphs generated by this model obeys the power-law which is confirmed by the CCDF
against degree plots for the graphs generated using the proposed method as the degree of each AS is driven
by exponentially controlled probability.

The tier-1 core is a complete graph and is capable of transporting traffic globally. Tier-1 ASes form a
complete graph and are interconnected through peer-to-peer links with other tier-1 ASes. These include ASes
like KPN, Telia, Sprint. Tier-1 ASes form the backbone of the Internet and act as the providers for tier-2 ASes.
The AS can become part of the tier-1 core with very low probability. The identification of tier-1 ASes could be
made by creating a sub-graph of the AS graph by using the list of ASes with zero customer-to-provider link.
The absence of customer-to-provider link indicates that the AS can access the entire Internet through its peer
and own network. This list is used to create a sub-graph of the AS graph generated using [5], and the largest
clique is identified. There are 19 tier-1 ASes which are determined using the property of tier-1 core on the AS
graph generated using the [5] data from 01-10-2018. This implies that only 0.0003 fractions of ASes on the
Internet are acting as tier-1 ASes. Thus, in the graph model, the number of ASes in the tier-1 is computed
by multiplying this fraction to the total number of nodes in the graph. Since the simulation of BGP traffic
is done on network sizes of up-to 600 ASes, it is necessary to select a minimum number of tier-1 ASes. To
ensure that there are at least three customer cones of tier-1 ASes, the number of tier-1 ASes is determined by
max(3,0.0003∗600).

The tier-2 ASes have regional influence. These ASes connect with tier-1 AS through customer-to-provider
links to achieve global connectivity. Peering is done on this tier based on accessibility of peering location,
point-of-presence and the size of tier-2 AS with which AS wishes to peer. Peering must be mutually bene-
ficial to both ASes, and this can happen only when there are sufficiently high volumes of traffic that can be
exchanged between the respective ASes. In the case of peering, where one AS is much smaller than the other
AS, the smaller AS would get immense benefits and hence such peering would not be lucrative for the larger
AS. Thus, the larger AS would prefer smaller AS to be a customer instead of a peer. The tier-2 ASes are char-
acterized by a high number of peers and large customer network. Tier-2 ASes can be found by selecting the
customers of tier-1 ASes which are the ASes connected to tier-1 ASes through customer-to-provider links, and
their peering degree is greater than 25 and ASes are not found in tier-3 and tier-4. 472 tier-2 ASes are found by
using this heuristic, which comprises to be 0.007 fractions of the total ASes. To ensure that there are at least
ten customer cones of tier-2 ASes, the number of tier-2 ASes is determined by max(10,0.007∗N ) where N is
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the total number of ASes required in the model Internet.

The tier-3 ASes have local influence. These ASes would consume services from tier-2 ASes to gain access
to the global Internet. Peering is less likely to happen as the infrastructure overhead would play a signifi-
cant role. Also, there would be not enough traffic exchange between two tier-3 ASes to compensate for the
overwhelming cost of infrastructure required to peer and therefore peering would remain ineffective. Tier-3
ASes provide internet access to individual consumers and internet services to tier-4 ASes. To determine tier-3
ASes, the set of tier-2 ASes is used, and the neighbors of tier-2 ASes which are connected through a provider-
to-customer link are added to tier-3 ASes. 6105 tier-3 ASes are identified, which constitute 0.097 fractions of
ASes in the AS-graph.

The tier-4 ASes are stub ASes, and they only accept traffic which is destined to their networks. These are
large enterprises with their own AS number and IP range purchased either from an upstream provider or
IANA [8] directly. It is possible for such ASes to connect with two or more tier-3 or tier-2 network providers
depending upon the traffic volumes and preferences. However, having multiple providers would have a fi-
nancial impact; this is less likely to happen. These ASes do not have peers. The ASes of the AS graph which
are not present in tier-1, tier-2 or tier-3 are considered as tier-4 ASes.

In the above paragraphs, peering links and transit links and hierarchy of the Internet was discussed for the
Internet topology generator. Due to mergers of the network providers, certain peering or transit links become
sibling links or new links emerge as sibling links. These are rarely occurring, and their behavior is similar to
a bi-directional provider-to-customer link. Due to their limited occurrences, these links are ignored from the
model. Finally, prefixes are assigned to the edge ASes. An AS can announce multiple prefixes on the Internet.
However, announcing more prefixes per AS in simulations would increase computational load. Therefore
only single prefix is announced per edge AS. On the Internet, AS paths from source to destination are unique
and thus by announcing multiple prefixes from same AS would not provide any additional information during
simulation. The prefixes announced may or may not be aggregated by the top-level service provider. The
distribution of address space was inefficient in the early days of the Internet, which implies that it is hard for
a top-level provider to aggregate customer prefixes due to unavailability of continuous address space within
its customer cone. Thus the effect of aggregation has been ignored.

The algorithm 7 generates the toy graph for the experiments runs in five stages and aims to incorporate
the following properties of the AS-level Internet:

1. AS-level is hierarchical, and every AS is assigned to a tier. This is done through the tier assignment
process where every AS of the graph is assigned to a tier from 1 through 4.

2. An AS of higher tier acts as a provider to an AS in lower tiers.

3. Peering is possible within a tier with a certain probability.

4. An AS may have multiple providers depending on their business requirements and is restricted to a
maximum of 3 providers per AS due to the size of the graph.

(2) and (3) items from the above list are achieved using neighbor assignment procedure (see algorithm 8)
which accepts a list of ASes to which neighbors are to be added, along with a list of ASes from which neighbors
are added. The third list is used to determine the number of neighbors that an AS can have and is selected
randomly by assigning probability exp(−1∗ k ∗ i ) to every element i of the third list where k is the scaling
factor controlling the probability of assigning multiple neighbors.

Algorithm
The algorithm requires following inputs:

1. Total number of ASes in the graph.

2. A tuple of four elements indicating the fraction of ASes in each tier.

3. The tuple of two elements indicating minimum and maximum number of providers from respective
tier for each tier.

4. The tuple of two elements indicating minimum and maximum number of peers within each tier.
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5. A tuple of four elements probability scaling factor such that each element in range of minimum and
maximum number of providers can be chosen accordingly.

6. A tuple of four elements probability scaling factor such that each element in range of minimum and
maximum number of peers can be chosen accordingly.

7. A tuple of two elements indicating minimum and maximum number of ASes that can announce a single
prefix.

8. A probability scaling factor for assigning probabilities to each element between the range of minimum
and maximum number of ASes that can announce a single prefix.

9. (Optional) if sibling relations are to be added then, the fraction of sibling links desired in the final model.

In the first stage, ASes are created based on the required size of the graph and the ASes are distributed in
four tiers using input (2). In the second stage, the algorithm creates peering links within a tier. By using the
minimum and maximum number of peers an AS in tier j can have a list of numbers between this range is
generated, and every element is assigned a value based on exp(−1∗kpeer

j ∗ i ), where i is the i th element of

the list and kpeer
j is the peering neighbors scaling factor for the tier j . In the third stage, each the providers are

assigned to each AS, lower the tier-number higher the AS in hierarchy. By using the minimum and maximum
number of provider an AS in tier j can have from the ASes of tier k, a list of numbers between this range is

generated and every element is assigned a value based on exp(−1∗kpr ovi der
j k ∗i ), where i is the i th element of

the list and kpr ovi der
j k is the provider scaling factor for the tier j to tier k. In the fourth stage (optional), some

links are converted into sibling relations by making a random selection. The fraction of sibling-to-sibling
links on the Internet is under 0.01 and thus ignored for small graphs. In the final stage, prefixes are assigned
to all ASes without any customer AS. Again, by using the minimum and maximum number of ASes that can
announce a single prefix is generated and each element of the list is assigned a probability of selection based

on exp(−1∗kpr ovi der
j k ∗ i ) where i is the i th element of the list and kpr e f i x is the probability scaling factor.

Prefixes are attached to edge-ASes only to avoid redundant path calculations for prefixes originating near
the core. Edge ASes can only use the inter-AS routes selected by their providers, and these decisions remain
unchanged and thus by announcing prefixes from the edge sufficient to explore inter-AS routes adopted by
ASes close to the core. This completes the algorithm used for the generation of the Internet like toy graphs for
the experiments.

Illustration
To illustrate how the algorithm is generating the graph, let us consider that we need to create a graph of 100
ASes. In order to distribute ASes into different tiers input (2) is provided to the algorithm as (0.0003,0.007,0.0927).
As we can see that the fraction of ASes in tier-1 and tier-2 are tiny and a product with 100 would produce zero
elements in tier-1 and tier-2, therefore an additional fail-safe is implemented which would force at least 3, 10
and 30 ASes in tier-1, tier-2, and tier-3 respectively. Remaining ASes would be assigned to tier-4.

In the next step, peering links are added to within each tier. Peering is 100% in tier-1 and therefore mini-
mum, and maximum values of peers in tier-1 would be 2, and the probability scaling would not be required.
This would allow the algorithm to create a tier-1 clique. An AS in tier-2 peers with as many ASes as possible
and the minimum and the maximum number of tier-2 peers an AS could have is determined by allowing a
tier-2 AS to peer with at most 50% of the ASes within tier-2. The probability scaling factor would assign proba-
bility to each element of the list [0,1,2,3,4] as (0.0117,0.0317,0.0861,0.2341,0.6364). Then for each AS of tier-2
a number x is picked from the range of minimum and the maximum number of peers an AS could have, and
x peers are added to the AS. The selection of x peers is made by assigning equal probability to each AS which
is computed using 1

(t i er _2)−1 . The process is similar for adding peers in tier-3. The maximum number of peers

that a tier-3 network could have is 30% of all tier-3 ASes, and the scaling factor used is kpeer
3 = 3.

After the peer assignment, providers are assigned to an AS from a lower tier from an AS of a higher tier. For
instance, a tier-3 AS may have a provider from tier-2 or tier-1 ASes. Again, the minimum and the maximum
number of providers an AS from tier-j can have from tier-k is generated and probabilities are assigned to bias
selection according to the behavior of ASes reflected on the Internet. Since the graph size up to 600 are used
in the thesis, the maximum number of providers an AS can have is limited to 5, 3 and 2 for tier-4, tier-3 and
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tier-2 ASes respectively, The probability scaling factor kpr ovi der
j k is used as 5, 2, and 1 for tier-4 to tier-3, tier-3

to tier-2 and tier-2 to tier-1 respectively. Finally, prefixes are generated for all tier-4 ASes and assigned to each
AS.
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(a) CCDF of the topology generated for 200 ASes.
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(b) CCDF of the topology generated for 600 ASes.

Figure 4.12: CCDF of AS graph using the behavioural Internet model proposed in this thesis.

Figure 4.12 shows the CCDF against degree log-log plot for two graphs with 200 and 600 ASes generated
using the algorithm proposed in section 4.3. The plots confirm that the model is complying with the power-
law: di ∝βx−α. The hierarchy of the topology is enforced as the model is based on the hierarchical properties
of the AS-level Internet. Additionally, the links are assigned relationship at the time of end-point assignment
and thus the possibility of inconsistent relationship assignment is avoided (see section 4.2).

4.4. Challenges of inter-AS route monitoring
BGP monitoring is a challenging task, and the important challenges encountered while monitoring the BGP
traffic are as follows:

1. The size of decompressed data produced each day amounts to 300GB. Due to transients on the Internet,
As soon as there is a change in RIB of an AS, the AS communicates the change to neighboring ASes
using UPDATE messages. A single UPDATE message creates a chain reaction and every AS receiving the
UPDATE may accept the change and modify its RIB and generate an UPDATE message for its neighbors
as explained in section 2.3.

2. Another reason for a high volume of BGP traffic is pathological UPDATES [34]. Due to faulty router soft-
ware, an AS may generate duplicate UPDATE messages and if these are not suppressed would increase
the volumes of UPDATE messages generated on the network.

3. BGP traffic monitoring does not have any business incentive for the AS. Transporting customer AS traf-
fic is the source of revenue for an AS. Hence many ASes are unwilling to share network bandwidth and
computational power to support monitoring projects.

4. The optimization of BGP monitor selection is computationally unfeasible due to the size of the Internet.
62775 ASes are participating in the global routing and contributing to the BGP traffic. Selecting k-
monitors from a set of n-ASes requires evaluation of

(n
k

)
possible combinations of monitor sets. Even if

somehow all combinations of the monitoring ASes are retrieved, the only way to know the link-coverage
at each monitor is through respective RIB. Again, collecting RIB for all ASes would require extensive co-
operation from all ASes, which is unlikely to happen. Alternatively, the BGP traffic can be simulated in a
simulator, but it would be computationally intensive and may take years to obtain relevant results thus
rendering the activity irrelevant.

5. Lastly, optimal criteria for monitor selection is not yet defined for the BGP monitoring system. This
makes the evaluation of results from each scheme based on link-coverage only.
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During the study, it is identified, that significant contribution to the size of the BGP data is the frequent
collection of the RIB. This information is dumped into the collector database every 120 minutes from selected
VPs (or monitors). RIBs can be used as an instantaneous snapshot of the Internet. However such snapshots
can be generated at regular intervals using a single RIB dump and incrementally processing the BGP UPDATE
messages for the desired interval. Thus a reduction in the size of BGP data can be achieved, eliminating the
concerns regarding data management and storage.

The business objective of the network operator is to transport high volumes of user-data to maximize their
revenue. Since transporting BGP traffic towards a collector node would limit the bandwidth available for rout-
ing the user-data, network operators perceive this as a business loss. If the estimated cost of transporting one
kilo-bit of data per second is $ 0.0001, and assuming that an AS generates 100 BGP announcements every
second. An AS could estimate a loss of $ 12,240 in revenue, considering the minimum size of BGP UPDATE
message is 37 octets. Frequently generating monitoring data would consume existing computing resources.
The lack of awareness of the benefits of the inter-domain route monitoring makes network operators reluc-
tant towards participation. The attention of the network operators has been drawn towards the benefits of
BGP monitoring, by providing them with solutions for stability issues and hijacks using the inter-AS routing
information. However, due to insufficient monitoring infrastructure, these solutions remain less effective,
leaving the Internet, vulnerable to such conditions and fail to draw the attention of a larger audience.

The Internet is a complex network with a hierarchical composition of ASes. The core of the Internet com-
prises of tier-1 network providers, which form a clique. There are 19 tier-1 operators, and each provides global
transit to tier-2 network providers. Tier-2 networks buy transit services of tier-1 providers. For profitability
reasons, tier-2 networks also peer with other tier-2 networks to reduce dependency on their tier-1 providers.
Peering is a settlement-free arrangement made with ASes of similar size measured in terms of customer-cone
[37]. Peering creates additional paths within a customer cone or between two customer cones and hence
creating additional paths between source and destination.

The benchmarking of the monitoring system can be done by comparing the number of visible links. By
obtaining RIB from a single AS, all prefixes can be observed. However, the paths to respective prefixes would
be governed by the internal policies of the intermediate ASes that are traversed. This would lead to incom-
pleteness in the number of ASes that can be observed through the data obtained from a single AS and also
provide limited visibility in terms of links. Therefore, multiple points of monitoring are essential to reveal all
possible inter-AS routes. In the literature, it is concluded, that only BGP data is insufficient to observe all BGP
links. There is conclusive evidence that BGP data does not reveal all links and there are a fraction of links
that are obtained by making use of alternate AS link discovery techniques which are based on traceroute tool
[36, 37].

4.5. Formulation of monitor selection problem and related assumptions
The objectives of this thesis are as follows:

1. To evaluate the effectiveness of monitor placement schemes proposed by [52] on the Internet-like
graphs.

2. To produce a monitor set such that the information overlap between monitors is reduced.

3. Estimating the size of monitoring system required to achieve 100% link-coverage.

4. Identify the optimal scheme for monitor placement from set of available monitor placement schemes.

A scheme for monitor selection would require information regarding the network topology and knowl-
edge of other constraints which influence the behavior of monitoring data, which in this case is inter-AS
routing information. The schemes discussed in this thesis would make the following assumptions while se-
lecting monitors:

1. The topology of the Internet is known.

2. AS relationships are known.
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3. During simulations, uncertainties arising due to local preferences are ignored and cases where LO-
CAL_PREF of two provider ASes is same, the ties are broken randomly.

4. Information regarding the RIB for an AS is not available at the time of monitor selection.

4.6. Peering-degree based monitor placement scheme- basic version
Let us now move towards development of peering-degree based monitor selection schemes, the novel algo-
rithms proposed in this thesis. Three versions of the algorithm are presented based on the complexity of the
search performed in each scheme. In section 3.5, we saw the schemes proposed by [52]. The author evalu-
ated the performance of those schemes by plotting the number of observed links for each scheme against
the number of vantage points and it was reported that greedy-link based monitor selection scheme out-
performed remaining three approaches (address block-based, random-based and degree-based) [52]. The
greedy-link based monitor selection algorithm cannot be used to identify new monitors as the BGP data is
unavailable for such ASes. BGP data acts as an input for the algorithm and is used to extract the list of AS
paths announced by the monitoring ASes, and because the information would be unavailable for the new
monitors, this scheme cannot be implemented for practical purposes.

Next to greedy-link based monitor selection scheme is the performance of degree-based monitor selec-
tion scheme. As we shall see in section 5, degree-based monitor selection scheme shows a linear rise in the
number of observed links, but the gradient decreases as more monitors are added. This is because the degree-
based monitor selection scheme could select adjacent ASes and the number of newly observed links would
diminish as more monitors are added.

Adjacent ASes also introduce redundancy in the BGP data. Redundancy in BGP data reduces the effec-
tiveness of the monitor system. The greedy-link based algorithm avoids redundant monitoring sources and
therefore, performs the best. Without the knowledge of BGP data for every AS, greedy-link based scheme can-
not be used for practical purposes to deploy new monitors. The performance of degree based scheme is next
to greedy link based scheme but this scheme does not address the redundancy in BGP data, and the question
is could something be done about this?

[22] highlighted that adjacent peer ASes that provide BGP data have higher redundancy in the data. Thus
to begin with degree-based monitor placement scheme can be improved to reduce the redundancy in BGP
data by either avoiding the selection of adjacent ASes or by eliminating the adjacent ASes at a later stage of
the algorithm. Thus, by eliminating adjacent peering ASes, BGP data redundancy is addressed. However, can
something else be done to improve the link-coverage of the monitoring network further?

In section 4.1 we performed BGP analysis on the sub-graphs generated by attaching frequently occurring
graph motifs to a representative Internet. There were some interesting observations which could help further
in monitor placement. Firstly, in the absence of the peer-to-peer links in the graph, all the links could be
discovered at the top-level AS which in figures 4.2a and 4.3a are AS1 and AS6 (see table 4.1 and 4.2). Secondly,
in the presence of the peer-to-peer links in the sub-graph top-level AS could still discover most links but
peer-to-peer links within its customer cone. In figure 4.7a, the peer-to-peer link between AS4 and AS5 is only
observed at AS4 and AS5 which are the end-points of the peering link (see table 4.6).

Top-level ASes tend to observe most links and, yet the performance of address-based monitor placement
which tends to select top-level ASes is worst or similar to that of random-based monitor selection [52]. This
is because on the Internet, peering is extensively done at tier-1 and tier-2 and to a certain extent on tier-3
as well and the peering links at the lower tier ASes remain invisible to the higher tier networks. From figure
4.6a through 4.10a, we could see that peer-to-peer links were discovered only at the ASes which form the
end-points of the peer-to-peer links or at an AS that is within the customer cone of the ASes that form the
endpoints of peering link. Thus, it could be favorable to select monitors based on their peering-degree rather
than neighbor degree as described in section 3.5.

Algorithm

The peering-degree based monitor selection scheme begins by accepting the AS graph as the input. The AS
graph is a directed graph in which the nodes represent the ASes and the edges define the business relationship
between the two ASes. The output of the algorithm would be the monitor set and contain a set of nodes (or
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ASes) from which BGP data should be collected. The algorithm works in two phases. In the first phase it
searches for possible monitor candidates, and in the second phase, it reduces the possibility of including the
adjacent peering ASes.

The search phase identifies the ASes that have peer-to-peer links and adds them into a list of possible
monitors. ASes with peer-to-peer links are added to the monitoring network to ensure that the endpoints of
a peering link are included in the monitor set as peering links cannot be observed by the ASes which are not
present in the customer cone of peering ASes. The phenomena of peering is more common on higher tiers
of the Internet, and this list of possible monitors would contain the ASes from tier-1, tier-2, and tier-3. In the
future, if peering becomes common for lower tier ASes, the algorithm would select the ASes from lower tiers
as well, thus ensuring that the monitors are distributed across multiple tiers of the Internet.

In the second phase, a sub-graph of the AS graph is created using the list of possible monitors. Next,
from this sub-graph, all but peer-to-peer links are removed, and all the nodes of the sub-graph are ranked
based on the number of edges (peering degree) each node posses. The top-ranking AS is selected for the
final monitoring set and all the peering edges of AS selected into the final monitor set are removed. This
would affect the peering degree of the neighboring nodes of the AS. The process of ranking and elimination
is repeated until all the peering edges are removed from the graph.

It is possible that multiple nodes have the same number of edges (peer-to-peer links) and that their ranks
would be equal. In such cases, the tie could be broken on four different levels. The first level of check is based
on the total number of neighbors the ASes have in the original AS graph. The customer networks commonly
originate the announcements and propagated by their provider ASes across the Internet through a series of
BGP UPDATE exchange with neighboring ASes. An AS with a higher number of neighbors would potentially
influence the routing of more ASes. Thus, the first level of the tie is broken in favor of an AS with a higher
degree.

In the case of the number of neighbors of multiple ASes are equal, the second level tie is broken based
on the number of providers. This is because, an announcement which is distributed to a large number of
provider ASes would travel faster on the Internet, as compared to an announcement distributed to a large
number of customers. In the event, where tie could not be broken based on the number of providers, the next
level of the tie is broken based on the number of customers.

If multiple ASes have an equal degree and the equal number of providers, the tie is broken in favor of
the AS with most customers. An AS with a large number of customers would generate higher volumes of
announcement towards the core of the Internet. As the number of providers for both the ASes is equal, the
potential of originating a malicious activity is higher within the customer cone of the AS with a higher number
of customers. Therefore, to reduce the time interval between the instance at which a malicious announce-
ment is generated by a customer network and the instance at which the monitor reports the announcement,
it is important to break ties in favor of an AS with a large number of customers.

In case the number of customers for multiple ASes are also equal, the next level of tie-breaking cannot
be done based on the number of sibling ASes as this would also be equal. Until now, we have compared the
number of peers, total number of neighbors, number of providers and the number of customers and as all
these parameters are equal for the ASes under tie-breaking mechanism, the number of sibling ASes would
also be equal. Therefore, the final tie-breaking is done based on the AS number. AS numbers are unique and
therefore would break the tie in favor of one AS.

Illustration of algorithm

Let us consider a simple AS graph as shown in figure 4.13a and the arrowhead in a p2c link indicates customer.
The search phase of the algorithm selects AS1, AS2, AS3, AS4, AS5, AS6, AS7, AS8, AS12 and AS13 as the list of
possible monitors because each of these ASes posses at least one peer. The elimination phase would generate
a sub-graph of the AS graph shown in figure 4.13a and remove all edges but peer-to-peer edges which would
result in the sub-graph as shown in figure 4.13b. Then, the algorithm would rank the ASes based on their
peering degree. In this case, AS2 and AS3 are ranked highest as they both have two peers each and the tie
would be broken in favor of AS2, as it’s AS identifier is lower because the remaining parameters are equal for
both the ASes. The peering edges of AS2 are removed from the sub-graph.

The process of elimination would again rank the ASes based on the peering degree. Now, all the remain-
ing ASes have the peering degree of one, and therefore the tie-breaking would be performed. The ties are
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(a) Toy graph used to illustrate the monitor selection
process.
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(c) Final monitor set generated by the basic version of
the peering-degree based algorithm.

Figure 4.13: Illustration of the basic version of the peering-degree based monitor selection scheme.

broken on four levels based on total degree, number of providers, number of customers and finally on the AS
identifier. Therefore, the first tie would be broken in favor of AS7 as it has the highest degree in the original
graph and all the peering edges with one endpoint as AS7 would be removed from the sub-graph.

Again, the remaining ASes AS3, AS5, AS6, AS12 and AS13 would be ranked equal, but the degree of AS3
and AS6 is highest. Therefore the tie would be evaluated between AS6 and AS3, and AS6 would be selected as
its provider degree is more than the provider degree of AS3. After addition of AS6 into the monitor set, AS5 is
no longer eligible for peering degree based ranking because it had only one peering neighbor.

Next AS3, AS4, AS12, and AS13 have a peering degree of one and their degree but the degree of AS3 is
highest in the original graph, and therefore AS3 is added into the monitor set. After addition of AS3 into
the monitor set, AS4 is no longer eligible for peering degree based ranking because it had only one peering
neighbor. Finally, AS12 and AS13 remain and because the AS identifier of AS12 is lower and it would be added
to the final monitor set. The final monitor set is shown in figure 4.13c and the monitors are the colored nodes.

Limitations and complexity
The algorithm is fairly simple and performs multiple sorting and selection. The time complexity of presently
available sorting algorithms is n logn and to select m-monitors in a graph with n-ASes would require:

n∑
i=n−m+1

i log i hO (n logn)

This simplicity comes at the cost of the number of monitors selected. The algorithm produces a monitor
set in which there is a possibility of further reducing the number of monitors. As we can see in figure 4.13c,
information available at AS2 and AS3 could be captured effectively at AS6 and AS7 respectively. Therefore,
there is a scope of refinement in the algorithm, and we can improve the basic algorithm to consider the
situation where a provider of a monitor is present in the monitor set, the provider is eliminated from the
monitor set. This refinement could be achieved by increasing the complexity of the monitor selection scheme
by avoiding the selection of an AS whose direct customers are in the monitor set.
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4.7. Peering-degree based monitor placement scheme- intermediate ver-
sion

In the previous section, we saw a peering-degree based monitor selection scheme in its basic form. It relied
on the fact that the peering link can only be seen by the ASes that form the endpoints of the peering link.
However, the peer provided paths can also be captured by the ASes which lie within the customer cone of
the ASes. In the intermediate version of the algorithm, this fact would be exploited to reduce the size of the
monitoring set further.

The algorithm would again work in two phases as it was in the basic version of the algorithm. The task
of the search phase would be to identify the ASes with peering degree greater than zero and provide it to the
elimination phase, which is the second phase of the algorithm. In the improved version of the algorithm,
the elimination phase would attempt to search within the direct customers of the ASes with peering links to
determine if the monitoring is possible at a customer AS. Again, it is important for this customer AS to have
peering links, because in the absence of peering links it would be challenging to determine which customer
to pick and the size of monitor would remain unchanged if the monitoring is performed at the provider AS or
a customer network.

Algorithm
As indicated above, the search phase of the algorithm is similar to the basic version. The input AS graph is
processed to generate a list of possible monitors by adding the ASes with peering degree higher than one.
Using this list, the elimination phase generates a sub-graph of the AS graph. This reduces the search space
in which the exploration of final monitors is performed. In the intermediate version of the algorithm, the
elimination phase does not remove any links as it was required for the elimination phase of the basic version.

The elimination phase ranks the ASes based on their peering degree and selects the AS with the highest
rank. In the case where multiple ASes have been ranked equal, the tie-breaking mechanism is similar to that
of the basic version. Once, the AS with the highest rank is determined, the algorithm begins exploring all the
ASes that can be reached through customer-to-provider links from the highest ranked AS and adds them into
a provider list. Furthermore, for each AS of the provider list, the algorithm searches for the peer-to-peer links
and creates a provider-peer-edge list. Now, we have obtained a set of peering links that could be observed
by monitoring the highest ranked AS and all the ASes which are reachable through a series of customer-to-
provider links. The algorithm would then remove all the edges added in the provider-peer-edge list and all the
nodes corresponding to the ASes that belong to provider list from the sub-graph and add the highest ranking
AS into the final monitor list.

Once the AS is added into the list of final monitors, the algorithm performs an additional check and
searches for a direct customer with the peering links for this monitor. If the direct customers with peering
links are not found, the algorithm allows this AS to remain in the list of final monitors and proceeds with
the ranking of the remaining ASes with peers. However, if a direct customer with peering link is found, then
the algorithm removes the highest ranked AS from the list of final monitors and creates a provider list and
provider-peer-edge list for this customer AS and then removes all the ASes of the provider list and all the
edges of the provider-peer-edge list from the sub-graph and adds this customer AS into the final list of moni-
tors.

In case, the highest ranking AS has multiple direct customers with peering links, the customer ASes are
ranked and contested as per the elimination process. The algorithm, in an iterative manner, looks for a pos-
sible monitor within the customer cone of the AS which is about to be added into the list of final monitors.
This iterative search allows monitor placement algorithm to produce a monitor set adaptively and reduce the
size of the monitor set.

Illustration
Let us consider a simple AS graph as shown in figure 4.14a and the arrowhead in a p2c link indicates customer.
The search phase of the algorithm selects AS1, AS2, AS3, AS4, AS5, AS6, AS7, AS8, AS12 and AS13 as the list
of possible monitors as each of these ASes posses at least one peer. The elimination phase would generate a
sub-graph of the AS graph as shown in figure 4.14b and rank the ASes based on their peering degree. In this
case, AS2 and AS3 are ranked highest as they both have two peers each and the tie would be broken in favor
of AS2, as its AS identifier is lower.
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process.
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(c) The monitor set generated by the intermediate
version of the peering-degree based algorithm.

Figure 4.14: Illustration of a intermediate version of the peering-degree based monitor selection scheme.

Now the algorithm would generate a list of providers for AS2, which in this case is an empty set and the
list of provider-peer-edges would contain AS1-AS2 and AS2-AS3 edges. The edges in the provider-peer-edges
list would be removed from the sub-graph, and the algorithm would be ready to add AS2 into the list of
final monitors. However, AS2 has a customer who has a peering degree greater than zero and therefore, the
customer AS (AS6) of AS2 would be added to the final monitor list instead. Before adding AS6 into the final
monitor set, the provider-list and provider-peer-edge list for AS6 would be generated, which would contain
(AS2) and (AS5-AS6) respectively. AS2 would be removed from the sub-graph, and the edge AS5-AS6 would
also be removed from the sub-graph.

AS6 does not have a customer with a peering degree greater than zero, and therefore AS6 is finally added
into the monitor set. The same process of ranking-elimination-re-evaluation would be executed until the
monitor set is complete. The resulting monitor-set, in this case, would be AS6, AS7, and AS12. This is a
reduction of 40% when compared with the monitor set generated by the basic version. The final monitor
placement is shown in figure 4.14c where the monitoring nodes are colored.

Limitations and complexity
This algorithm increases the complexity of finding a possible monitor in the direct neighborhood of the AS
which is selected as the possible monitoring candidate. This allows the algorithm to reduce the size of the
monitor set but not entirely. As we can see from figure 4.14c, AS6 could also be removed from the monitor set.
This is because AS12 is in the customer cone of AS6 and would capture all routing information generated at
AS6. This happened because the elimination phase of the intermediate algorithm did not adapt to a situation
where the monitor is present deep within the customer cone of an AS. This is the basis of the advanced version
of the algorithm, where the existence of the predetermined monitors is also contested when a new monitor
is added.

4.8. Peering-degree based monitor selection scheme- advanced version
The monitor set generated for figure 4.14a using the intermediate version of the algorithm, could be reduced
further, if during the elimination phase the complete graph is used instead of the sub-graph. This is because,
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Figure 4.15: Illustration of similarity in conflict information.

AS12 and AS13 are within the customer cone of the ASes which are a part of the monitor set and therefore,
if the exploration of provider list is allowed to follow link AS9-AS6 (a customer-to-provider link), then the
monitor set can be reduced further, by eliminating AS6 from the monitor set. The advanced version of the
algorithm takes this into account and allows provider-list and provider-peer-edge list to be prepared by con-
sidering the complete graph. This would increase the time in which the monitors are selected, but is more
likely to generate the smallest possible monitor set.

Algorithm

In this scheme, the search phase is not required, and the complete graph information is used to explore
the monitor set. This implies that we can begin directly with the elimination phase. The elimination phase
is designed by because the peering links can be captured at an AS which is within the customer cone of a
peering AS. To explore possible monitors within the customer cone of an AS is a difficult task as the number
of customers would be large within an AS and selecting one of the customers would become challenging in
the absence of any technical criteria to filter out an AS which could be used as a monitor. To counter this
challenge, the algorithm only looks up in the hierarchy for ASes that can be removed from the monitor set
due to the addition of a new monitor which lies within the customer cone of a previously selected monitor
AS. Additionally, the algorithm looks for the peers of the provider AS and eliminates them as well from the
monitor set if their removal does not affect the link-coverage of the peer-to-peer links.

The elimination phase would rank the ASes based on their peering degree and create a list of providers and
provider-peer-edge list for the AS that is ranked highest. In the case where multiple ASes have been ranked
the same, the tie-breaker criteria would be similar to that used in the basic and intermediate versions of the
algorithm. Once, the provider list and provider-peer-edge list is available, and the algorithm would remove
the providers from the graph. Moreover, if any AS which is in the provider list, is also present in the monitor
set, it would be removed from the monitor set. This is because all the information at the provider would flow
to this newly identified monitor AS which is within the customer cone of the previously determined monitor.
Furthermore, all edges which are present in the provider-peer-edge list are removed from the graph, and the
ranking and elimination process is repeated until all peering links are removed from the AS graph and the
final monitor set is determined.

In the case where the peer of an AS from the provider list is present in the monitor set, the scheme would
generate a conflict status along with the conflict information and would restart monitor selection using this
conflict information. The conflict information would provide the algorithm first-level tie-breaking informa-
tion. The conflict information would be a two-tuple element where the first element would be a monitor that
peers with the provider AS within whose customer cone a new monitor is identified. Thus, the algorithm in its
new iteration break ties in favor of the second element in the conflict information and continue this process.

It is possible that the same pair of ASes conflict in different stages of monitor selection. For instance, in
the graph, as shown in figure 4.15, there are three conflicting pairs (AS1, AS2), (AS2, AS1) and (AS7, AS8). This
multi-level conflict information would confuse the scheme and stall the processing by restarting each time
a conflict-pair is detected. Thus, we require a mechanism to allow one conflict pair to restart the algorithm
only once.



4.8. Peering-degree based monitor selection scheme- advanced version 47

Illustration

Let us consider a simple AS graph as shown in figure 4.16a and the arrowhead in a p2c link indicates cus-
tomer. The search phase is not required, and the algorithm would begin the elimination phase directly. The
elimination phase would begin by ranking the ASes based on their peering degree. In this case, AS2 and AS3
are ranked highest as they both have two peers each and the tie would be broken in favor of AS2, as its AS
identifier is lower, since the degree, the number of providers and the number of customers is same for both.

Now the algorithm would generate a list of providers for AS2, which in this case is an empty set and the list
of provider-peer-edges would contain AS1-AS2 and AS2-AS3 edges. The edges in the provider-peer-edges list
would be removed from the AS graph, and the algorithm would be ready to add AS2 into the list of final mon-
itors. However, AS2 has a customer who has a peering degree greater than zero and therefore, the customer
(AS6) of AS2 would be added to the final monitor list instead. Before adding AS6 into the final monitor set, the
provider-list and provider-peer-edge list for AS6 would be generated, which would contain (AS2) and (AS5-
AS6) respectively. AS2 would be removed from the AS graph, and the edge AS5-AS6 would also be removed
from the AS graph. This is the same as in the illustration of the intermediate version.

Now, that AS6 has been added into the final monitor list because the customer of AS6 does not have a
peering link, the elimination phase would not remove AS6 from the monitor set and rank the remaining ASes
based on their peering degree. AS3, AS4, AS7, AS8, AS12, and AS13 have the same peering degree, and the tie
would be broken in favor of AS7 since the degree of AS7 is highest in the original graph. Now the provider-list
would contain AS3, and the provider-peer-edge list would contain (AS3-AS4, AS7, AS8). The AS3 would be
removed from the graph, and the edges in the provider-peer-edge list would also be removed, and AS7 would
be added into the monitor set. Again, the direct customers of AS7 do not have a peering link, and there would
be no contest between the customers of AS7 and AS7 to enter into the final monitor set.

The algorithm would again rank the remaining ASes with peering degree. AS3 is removed from the graph
and is no longer eligible for selection. AS4 and AS8 are also excluded from the ranking process because their
peering degree is zero. AS12 and AS13 are ranked equal, and the ties are broken in favor of AS12 (lower AS
identifier). The provider list generated for AS12 would contain (AS9, AS6) and the provider-peer-edge list
would contain (AS12-AS13). The final monitor set at this point is (AS6, AS7). Since the provider list of AS12
contains AS6, it implies that AS12 is within the customer cone of AS6 and therefore all information available
at AS6 would be available at AS12. The algorithm would remove AS6 from the list of final monitors and add
AS12. Thus, the final monitor list would contain (AS7, AS12). This shows, how the algorithm has matured and
generated an adaptive monitor set. Now no more ASes with peering links are left, and the algorithm would
terminate. The final monitors are shown in figure 4.16b.

The advanced version of the algorithm achieved a 60% lower monitor set size when compared with the
basic version and does not compromise the link-coverage.
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(b) Final monitor set generated by the advanced
version of the peering-degree based algorithm.

Figure 4.16: Illustration of the advanced version of the peering-degree based monitor selection scheme.

Use of conflict information

The advanced version of the algorithm attempts to place a monitor deep within the customer cone of any
peering AS. This is possible because the algorithm eliminates an AS from the monitor set if a new monitor is
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found within the customer cone of the AS. This allows the algorithm to reduce the number of monitors re-
quired for the inter-AS route monitoring. Moreover, when a new monitor is determined such that its provider
list contains an AS which peers with a previously identified monitor, then the algorithm generates conflict
information. For instance, the monitor selection for figure 4.17a would result in (AS5, AS7, AS12) as shown
in figure 4.17b. In this monitor set, we can eliminate the peering monitor because the information regarding
the peering link would be available at AS12 as well.

To remove an existing monitor would require restoring the changes in the graph made by its addition and
would require maintaining of additional information regarding the edges and the ASes which are eliminated
due to the selection of an AS and it would impact the run-time memory of the program. A simpler approach,
as adopted in the advanced version of the algorithm and is achieved by raising a conflict flag and restarting the
monitor selection process with conflict information indicating the algorithm to prioritize accordingly when
breaking ties between the two ASes which form the conflict information. The conflict information would
contain a two-element tuple in which one element is the peer monitor which was included into the monitor
list at the time of conflict, and the other element is the AS within whose customer cone a possible monitor
is identified which is responsible for generating the conflict. The conflict information would be used while
breaking the tie between the conflicting ASes. The ties would be broken in favor of the AS which was earlier
excluded from the monitor set.
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(b) The monitor set generated by the advanced
version of the peering-degree based algorithm.
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(c) The monitor set generated by implementing the
conflict flag variation.

Figure 4.17: Illustration of the limitations of the advanced version of the peering-degree based monitor selection scheme.

Let us consider figure 4.17a and perform the monitor selection based on raising a conflict flag. The first AS
which would be added into the monitor set would be AS7 with peering degree of one and is the customer of
AS3 with the highest peering degree. Next, the algorithm determines AS5 as a possible monitor since it has the
lowest AS identifier, and finally, AS12 is selected. The provider list of AS12 would contain (AS9, AS6, AS2) and
the provider-peer-edge list would contain (AS5-AS6, AS12-AS13) respectively. The monitor set determined up
to this point is (AS5, AS7). The algorithm detects that AS5 is a peer of AS6 and would raise the conflict flag and
force the algorithm to restart with conflict information (AS5, AS6). The conflict information would inform the
algorithm to select AS6 over AS5 should there be a tie-breaking between them and would allow the algorithm
to select AS6 instead of AS5 and later allow the algorithm to eliminate AS6 from the monitor set while adding
AS12. The resulting monitor set is shown in figure 4.17c.
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The conflict approach seems to solve the problem to a certain extent but raises new problems. Firstly,
there could be a situation where AS5 and AS6 are never ranked equally, and therefore it would be impossible
to bias the selection according to the conflict information. Secondly, there could be the same AS pair which
conflict in the different stages of the algorithm and would require more effective management of conflict
information generated in various iterations. One solution to this would be to capture all conflicting pairs
and store them in memory to ensure that one conflict pair interferes with the monitor selection process only
once.

Limitations and complexity
This variation of the algorithm is highly complex and includes multiple stages of sorting and searching. The
selection of a monitor would require O (n logn) time to sort the ASes based on their peering degree. Each time
a monitor is selected, a list of providers and their peers is created using the well-known depth-first search
algorithm with time complexity of O (V +E), where V is the number of vertices and E is the number of edges
present in the graph. Additionally, removing ASes from the monitor set which are part of this list would require
searching in the list of monitors which would further add O (n m) where n is the number of monitors present
in the monitor set and m is the number of elements present in the provider-peer list. This added complexity
is the trade-off to obtain the smallest monitor set without affecting the link-coverage.

To summarize, the thesis proposes three schemes to determine the monitor set for collecting the BGP data
where the use-cases could determine the choice of the scheme to be used. The basic version is the simplest
and the fastest scheme to determine the monitor set. This could be useful when the monitor selection is
to be done for the entire Internet and when large monitor set is not a concern. The intermediate version is
moderately complex and could be used when selecting monitors on the entire Internet, and it is desired to
obtain as few monitors as possible. Lastly, the advanced version could be used when only regional monitoring
is required under the strict requirement of reduced monitor set size.



5
Evaluation of resulting monitor sets

To fully understand the effectiveness of each monitor placement scheme, a static property defined as the link-
coverage is compared. The link-coverage is the percentage of links observed by the monitor set produced by
the algorithm. The comparison of the link-coverage of various monitor placement schemes is studied by
generating the same number of monitors from each algorithm. BGP traffic is simulated in the simulator
developed by [31] and the simulation process followed is explained in section 3.4.

The simulation process requires the topology information, prefix-origin AS association, and the relation-
ship between two ASes (section 4.1). Providing the topology of the real Internet to simulate the BGP traffic
would push the simulator to its limits. The Internet has 62773 ASes and 691660 edges [5] and the simula-
tion process on a graph of such dimensions would complete in a non-deterministic time and, to restrict the
simulation time within the observable interval the graphs with 100 to 600 ASes are used. [43] proposed an
AS-level Internet topology generator and suffers several disadvantages as discussed in section 4.2. Therefore,
a behavioral model of the ASes is developed (section 4.3) and used to generate the Internet-like graphs. The
model described in section 4.3 requires parameters which include:

1. Total number of ASes in the graph.

2. A tuple of four elements indicating the fraction of ASes in each tier, (a1, a2, a3,1− (a1 +a2 +a3)).

3. The tuple of two elements indicating minimum and maximum number of providers from respective

tier for each tier, (bi , j
mi n ,bi , j

max ) where an AS from tier-i becomes a customer of the ASes from tier-j.

4. The tuple of two elements indicating minimum and maximum number of peers within each tier, (c i , j
mi n ,c i , j

max )
where an AS from tier-i becomes a peer of the ASes from tier-j.

5. A tuple of four elements probability scaling factor for each tier such that each element in range of min-

imum and maximum number of providers can be chosen accordingly, (kpr ovi der
i ).

6. A tuple of four elements probability scaling factor such that each element in range of minimum and
maximum number of peers can be chosen accordingly, (kpeer

i )..

7. A tuple of two elements indicating minimum and maximum number of ASes that can announce a single
prefix, (p i

mi n , p i
max ).

8. A probability scaling factor for assigning probabilities to each element between the range of minimum
and maximum number of ASes that can announce a single prefix, kmoas

i .

9. (Optional) if sibling relations are to be added then, the fraction of sibling links desired in the final model.

The behavior of ASes from each tier as described in the section 4.3 and analysis of the AS topology col-
lected by [5] on 01-10-2018 are used to determine the parameters for the Internet topology generator (algo-
rithm 7) and are presented in appendix B.

50
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5.1. Evaluation of link-coverage for monitor placement schemes
BGP simulations are performed on the Internet-like graphs generated by implementing the method described
in section 4.3. The parameters used to generate the graphs is presented in appendix B. At the end of the
simulation, the simulator generates a file with routing information of each AS which could be translated into
a table that resembles table 2.8 on page 13. The routing information for each AS comprises of AS paths for
every prefix that is announced and using these AS paths a list of links observed by that AS is extracted for
each AS and resembles table 2.9 on page 14. This list of links for every AS is called as AS-AS-link set or simply
AS-Link set or VP-Link set. The resemblance of tables is implied to structure, and the contents would vary for
each experiment.

Now that we have AS-link set for every graph, monitor sets can be evaluated. The monitor sets are de-
termined for various graph instances using the methods described in section 3.5 and is compared with the
three versions of the peering-degree based monitor placement scheme proposed in this thesis. Figure 5.1
comprises of three plots where the y-axis is representing link-coverage in percentage, and the x-axis is rep-
resenting the size of the graph which is the number of ASes in a graph. The different graphs are plotted
for each version of the peering-degree based monitor selection scheme and shows the comparison of the
link-coverage of a peering degree scheme with existing monitor selection schemes for the same number of
monitors.
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(a) Link-coverage vs the graph size for the monitor set
generated by the basic algorithm.
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(b) Link-coverage vs the graph size for the monitor set
generated by the intermediate algorithm.
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(c) Link-coverage vs the graph size for the monitor set
generated by the advanced algorithm.

Figure 5.1: Link-coverage of various monitor-set selection schemes compared with the three peering based algorithms proposed in the
the thesis.

The plots shown in figure 5.1 reveals that the greedy-link based monitor selection outperforms the re-
maining schemes as the link-coverage achieved is highest for the same number of monitors. This is as ex-
pected. Zhang et al. in their analysis concluded that greedy-link based monitor selection is the best based on
the link-coverage it offers when compared with the link-coverage provided by the monitor sets of the same
size determined by various algorithms. However, this scheme is only useful for monitor placement when the
routing information (BGP data) is known in advance. When new monitors are to be placed, this is not feasi-
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ble because the routing information would not be available for an AS which is not yet included in monitoring
network, and hence we look at the next best option. Next to greedy-link based algorithm is the performance
of the peering-degree based monitor selection scheme in all plots. This is anticipated. Peering-degree based
monitor selection algorithm would perform better than the degree-based algorithm (discussed on page 23)
for two reasons. Firstly, peering-degree based scheme selects ASes with peer-to-peer links, and peer-to-peer
links are the links which can only be observed at either the ASes which peer or at an AS which lies within
the customer cone of such ASes and increases the link-coverage. And secondly, the peering-degree based
algorithm eliminates the possibility of adjacent ASes acting as the monitors. This elimination reduces the
redundancy in the BGP data and the number of monitors required to monitor the inter-AS routing. In the
intermediate and advanced versions of the peering-degree based scheme, a more evolved version of elimina-
tion is performed and are more effective in reducing the size of monitor set.

Surprisingly, link-coverage of the monitor set produced by the random-based algorithm is slightly better
than that of the monitor set determined by the degree-based scheme. [52] showed that the degree-based
scheme is better than the random-based scheme and requires further investigation.

The graphs on which simulations are performed are generated using a topology generator, multiple graph
instances of the same sizes are evaluated to study the variations in the link-coverage of various monitor place-
ment schemes. link-coverage for various monitor selection schemes was extracted from multiple graphs of
the same size, and the deviation of link-coverage from its average value for different graph instance is also
shown in figure 5.1 as the shaded region around the average values. This variation is due to the randomness
of the Internet-like graphs used for the experiments. The variation in the performance of various monitor
selection schemes stabilized and reduced as the graph size (the number of ASes in the graph) is increased
and indicates that the impact of randomness reduces as the graph sizes increase.
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Figure 5.2: Link-coverage of the monitor-set determined by the random selection schemes.

Random-based monitor selection is random, and there is an uncertainty associated with the performance
of monitor set generated by this scheme. To measure the degree of variations in the link-coverage of randomly
determined monitor sets, multiple monitor sets are generated for the same graph instance using the random-
based monitor selection scheme, and link-coverage is evaluated for different monitor sets. The monitor set
size during this evaluation is limited to 10% for all graph sizes. For instance, for a graph with 100 ASes, 10
monitors are chosen, and for a graph of 600 ASes, 60 monitors are chosen. The red line in the plot shown in
figure 5.2 shows the size of the monitor set for the graphs of different sizes.

The plot of link-coverage against the graph size is shown in figure 5.2 which is a dual-axis plot. The pri-
mary y-axis is representing link-coverage in percentage, the secondary y-axis is representing monitor set size
in percentage, and the x-axis is representing the size of the graph. The deviation of link-coverage from the
average value is shown in the shaded region along the average value in the plots. The average value of link-
coverage is 65% for the graph with 100 ASes and 74% for the graph with 600 ASes with 10% of the ASes acting
as the monitors in both cases.

5.2. Comparison of the different versions of peering-degree based scheme
In this thesis, three different versions based on the peering degree are proposed, and in this section, the
comparison of the performance of the basic, intermediate and advanced peering-degree based scheme is
evaluated. It is anticipated that the link-coverage of the monitor sets determined by the three versions of
peering-degree based algorithm would be similar, and thus, each version is allowed to generate their com-
plete monitor set, and then the comparison is made for the number of monitors determined for different
graph sizes using the three schemes.
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Figure 5.3: Comparison of the three peering-degree based monitor selection scheme proposed in this thesis.
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The plot shown in 5.3a is a plot where the y-axis is the link-coverage, and the x-axis is the size of the
graph, and the average values are plotted for the link-coverage obtained from the monitor sets generated
for the three schemes. From the plot, it could be concluded that the link-coverage of each version of the
peering-degree based monitor selection is similar and confirming the assumption. The objective of the inter-
mediate and advanced version of peering-degree based scheme is to reduce the size of monitor set without
adversely affecting the link-coverage, and it could be concluded that these versions are effective in reducing
the monitor set size, given that the link-coverage is similar for all versions. To measure the effectiveness of the
intermediate and advanced version of the monitor placement schemes, let us consider the size of a monitor
set produced by each version.

The plot shown in 5.3b is a plot of the number of monitors in percentage on the y-axis, and the size of the
graph on the x-axis and the average values of the number of monitors determined by each version are plotted.
It could be seen, that the size of the monitor set determined by the intermediate and advanced version of
peering-degree based scheme is smaller than that produced by the basic scheme, and yet, their link-coverage
is nearly similar. Additionally, the growth of the Internet happens at the edge, and the core remains relatively
stable (in the number of ASes) and the number of monitor ASes that could be eliminated due to the selection
of a monitor within the customer cone of such ASes is limited. Thus, the increase in graph size results in
the reduction of difference in the number of monitors selected by the basic, and intermediate and advanced
versions. The intermediate and advanced versions of the peering-degree based scheme are better than the
basic version of the algorithm and reduce the size of the monitor set.

The above experiments are conducted on ten graphs of different sizes, and the deviation from the average
values are plotted as the shaded region in figure 5.3. The deviation reduces as the graph size is increased
because a change in the number of monitors or the number of links when normalized to a smaller number
would be magnified more than when normalized to a larger number.

5.3. Complete coverage
In the earlier discussion, we uncovered that the link-coverage of the degree-based monitor set is surprisingly
lower than that of the random-based monitor set. Intuitively, this could be attributed to the size of the moni-
tor set, and typically more monitors would mean better coverage. To quantify "more," the impact of monitor
set size on link-coverage is analyzed in this section.

The results from the previous section are reused to determine the link-coverage. The size of monitor set is
increased by adding one monitor at a time, and the link-coverage is recorded with the addition of every new
monitor determined by the degree-based scheme, and then the plot of link-coverage against the number of
monitors is plotted for different graph sizes. The results are presented in figure 5.4a. The figure shows the
plot of link-coverage (on the y-axis) against the number of monitors (on the x-axis) and the different lines are
plotted for different graph sizes. The maximum number of monitors for the respective graph size was selected
as 33%. Terzija et al. quoted in [49] that to achieve 100% observability of a power network, it is necessary to
monitor about one-third of network buses and, gives a ballpark figure as to how many monitors should be
sufficient to have a 100% link-coverage.
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(a) Degree based monitor selection
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(b) Greedy-link based monitor selection

Figure 5.4: Link-coverage vs Number of Monitors

Figure 5.4a shows that for each graph size link-coverage increases sharply for up to 25 monitors and then
decays and eventually flattens out as more and more monitors are added. This observation can be attributed
to the fact that the ASes with higher degree contributes towards the addition of most links and as the num-
ber of monitors increase, the redundancy comes into play, and a lesser number of new links are discovered
with each monitor addition. This experiment failed to provide the number of monitors (selected using the
degree-based scheme) required to achieve 100%, and further investigation could be performed for the same.
However, the result could be used to explain the reason why the random-based algorithm performed better
than the degree-based algorithm.

The maximum coverage possible by selecting 30% of the ASes as monitors are in the range of 80% to
90%. For approximately 10% of the ASes acting as the BGP monitors, the monitors selected by random based
scheme provide a link-coverage of over 75%, whereas the monitors selected by degree based scheme provide
up to 70% link-coverage. Therefore, it is possible that the size of the monitor set is a factor which is influencing
the link-coverage of the degree-based monitor set. Additionally, due to smaller graph sizes the likelihood of
random-based algorithm selecting a better combination is high and, thus the random-based monitor selec-
tion performed better than the degree based selection. However, for the Internet, the degree-based algorithm
should perform better than that of the random-based algorithm as there would be a higher number of bad
monitor combinations which the random-based scheme would pick with higher probabilities.

Greedy-link based algorithm is always the best choice for monitor selection if the routing information
for each AS is available. This fact is exploited again to discover the monitor set size to achieve 100% link-
coverage. The methodology explained above to create a plot of link-coverage against the monitor set size for
the degree-based scheme is reused. Additionally, the constraint of selecting at most 33% ASes as monitors is
relaxed, and the evaluation is stopped only when 100% link-coverage is achieved. Figure 5.4b shows a plot
of link-coverage against the monitor set size for the greedy-link based scheme. The lines are plotted to show
the average link-coverage various graph sizes, and the deviation from average value is shown in the shaded
region.

Figure 5.4b shows that the link-coverage rises sharply and then the gradient of the line decreases but not as
abruptly as degree based (figure 5.4a). This means that the monitors determined using the greedy-link based
scheme are continuously discovering new links, and with every new monitor added to the monitor set, the
number of newer links discovered are higher than that discovered by degree-based monitor selection. There
is not much deviation in the values from different graph instances of the same size as the deviation shown
in the shaded region is quite small and would imply that the greedy-link based monitor selection adapts to
the topological information and selects the AS with higher number of new links as a monitor. The maximum
number of monitors required to achieve 100% link-coverage for a graph with 600 ASes is between 200 and
250, and the maximum monitor size is between 35% and 40%.

The results from the experiments indicate that at least 35% of the ASes must be chosen as monitors to
achieve 100% link-coverage. This is only possible through the greedy-link based monitor selection scheme
as the degree-based monitor selection scheme failed to achieve 100% link-coverage even with the monitor
set size of 33% and the trend of the link-coverage gradient for degree-based monitor selection does not seem



56 5. Evaluation of resulting monitor sets

promising. For the recent Internet size of 62775 ASes, approximately 18832 ASes must be selected as the
monitoring nodes. Degree-based monitor selection scheme could not perform better than greedy-link based
monitor selection scheme, and for a monitor set size same as that selected by greedy-link based algorithm,
degree-based monitor selection could provide only 80% link-coverage with a nearly similar number of mon-
itors.

5.4. Impact of real-world conditions on peering-degree based monitor se-
lection

In this section, the impact of limited network visibility or the completeness of the graph topology information
and the impact of incorrectness in the AS relationship on peering-degree based monitor placement scheme
are discussed. Section 4.5 made assumptions under which the experiments are performed. The assumptions
are valid for the toy graphs, but there is a possibility that assumptions related to the topology of the Internet,
may be violated by limited visibility of the Internet (number of AS links observed) or incorrectness in the
inferred AS relationships.

The complete topological information of the Internet is not available through BGP data, and multiple AS
links are discovered using the alternate measurement sources like ARK data [4]. The ARK data is collected by
performing traceroute measurements from merely 319 locations, and therefore, it would be safe to assume
that only a fraction of AS links are discovered using the ARK data and many links are yet to be discovered.
Thus, there is a possibility of violation of the assumption which states that complete information about the
AS graph is available.

Their business relationship determines the AS relationship between any two neighboring ASes, and this
information is not readily available in the public domain. Co-operation from the network operators to make
the information available would prove to be highly beneficial. However, collecting this information from ASes
individually is a tedious task, and the ASes may not disclose such information, considering any unforeseen
negative impact on their business interests. To infer AS relationships, we rely on the heuristics proposed in
[25, 37], and the heuristics are shown to be accurately inferring the relationships. However, since the relation-
ships are inferred, it is possible that the inferences may be inaccurate.

The monitor selection algorithm relies on the correctness of this information and therefore, it is essential
to evaluate different versions of the algorithm under limitations as mentioned earlier.

Impact of limited visibility
To evaluate the impact of limited visibility the monitor sets are determined by using different versions of
the peering-degree based monitor selection after removing a fraction of links. The effect of limited visibility
due to provider-to-customer links and peer-to-peer links are studied separately. Firstly, an AS graph with
the desired number of ASes is created, and then a list of edges with peer-to-peer links is extracted. Next, we
assign an equal probability of selection to all peering links and select a fraction of links from the peer-to-peer
links. The fraction of peering links that are selected are removed from the AS graph, and the monitor sets are
determined using the three versions of peering-degree based monitor selection.
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(a) The graph with 100 ASes.
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(b) The graph with 200 ASes.
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(c) The graph with 300 ASes.
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(d) The graph with 400 ASes.
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(e) The graph with 500 ASes.
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(f) The graph with 600 ASes.

Figure 5.5: Impact on the number of monitors determined by the three versions of the peering-degree based schemes developed in this
thesis under limited visibility of peer-to-peer links for various graph sizes.

The plots shown in figure 5.5 are the plots generated for number of monitors (in % ) on y-axis, against the
fraction of removed links (peer-to-peer ) on x-axis. The plots show that as more peering links are removed,
the size of the monitor set is reduced. In the search phase of the algorithm, ASes with peer-to-peer links are
added into the list of possible monitors. As more and more peering links are removed during the monitor
selection, less number of ASes are eligible for monitor selection, and there is a decline in the total number of
monitors produced.

The link-coverage is dependent on two aspects of monitor placement- the location of the monitors and
the number of monitors. Under the influence of limited visibility of peering links, the number of monitors
and the location of monitors is affected and therefore, link-coverage must deteriorate as more number of
peering links are removed during monitor selection, and the plots shown in figure 5.6 confirms the same. The
plots shown in figure 5.6 are the plots of link-coverage against the fraction of links (peer-to-peer) removed.
The link-coverage of the three versions of peering-degree based monitor selection is similar even though the
number of monitors determined by intermediate and advanced versions is less. This confirms the superiority
of intermediate and advanced version over the basic version in terms of monitor set size, which is achieved
at the expense of computational complexity.
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(a) The graph with 100 ASes.
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(b) The graph with 200 ASes.
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(c) The graph with 300 ASes.

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Removed link (normalized)

50

55

60

65

70

75

80

85

90

95

Li
n
k 

co
v
e
ra

g
e

Basic

Intermediate

Advanced

(d) The graph with 400 ASes.
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(e) The graph with 500 ASes.
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(f) The graph with 600 ASes.

Figure 5.6: Impact on the link-coverage of the monitors determined by the three versions of the peering-degree based schemes
developed in this thesis under limited visibility of peer-to-peer links for various graph sizes.

Now, we look at the impact of limited visibility of provider-to-customer links on the three versions of
peering-degree based monitor selection scheme. The monitor sets are determined for the three versions of
the algorithm proposed in this thesis after removing a fraction of provider-to-customer links. An AS graph
with the desired number of ASes is generated, and then a list of provider-to-customer links is extracted for
the AS graph. Each link is assigned the equal probability of selection, and a fraction of links are selected from
this list which are then removed before performing the monitor selection on the modified AS graph.
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(a) The graph with 100 ASes.
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(b) The graph with 200 ASes.
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(c) The graph with 300 ASes.
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(d) The graph with 400 ASes.
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(e) The graph with 500 ASes.
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(f) The graph with 600 ASes.

Figure 5.7: Impact on the number of monitors determined by the three versions of the peering-degree based schemes developed in this
thesis under limited visibility of provider-to-customer links for various graph sizes.

The plots shown in figure 5.7 are the plots showing the number of monitors on the y-axis and the fraction
of removed links (provider-to-customer) on the x-axis. The number of monitors determined by the interme-
diate and advanced versions of the proposed algorithm increases as more provider-to-customer links are re-
moved. This is because the provider-to-customer links play an important role during the elimination process.
In the intermediate and advanced version of the proposed algorithm, provider-to-customer links are used to
further reduce the number of monitors by placing a monitor deeper within the customer cone of an AS with
peer-to-peer links, and in the absence of provider-to-customer links such elimination becomes less effective
and thus we observe an increase in the number of monitors. In the basic version, provider-to-customer links
are ignored entirely and thus, their elimination play no role in determining the monitor set.
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(a) The graph with 100 ASes.
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(b) The graph with 200 ASes.
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(c) The graph with 300 ASes.
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(d) The graph with 400 ASes.
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(e) The graph with 500 ASes.
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(f) The graph with 600 ASes.

Figure 5.8: Impact on the link-coverage of the monitors determined by the three versions of the peering-degree based schemes
developed in this thesis under limited visibility of provider-to-customer links for various graph sizes.

The plots shown in figure 5.8 show that the link-coverage remains unaffected by visibility limitations of
provider-to-customer links on the larger graph sizes. Under the influence of limited visibility of provider-to-
customer links, the number of monitors has increased for the intermediate and advanced version. This only
shows that the schemes have failed to reduce the monitor set size and is as expected.

Impact of incorrectness in AS relationships

In this section, we discuss the impact of incorrectness in the AS relationships on the monitor selection pro-
cess. It is possible that a peer-to-peer link is incorrectly inferred as a provider-to-customer link and a provider-
to-customer link is inferred as a peer-to-peer link. To study this effect, an AS graph is produced with the de-
sired number of ASes and a list of peer-to-peer links is generated for the AS graph. Next, all the peering links
are assigned the equal probability of selection and a fraction of peering links are selected. The relationship for
these links is updated to provider-to-customer and the monitor sets are determined using the three versions
of the monitor selection algorithm proposed in this thesis.

The plots shown in figure 5.9 are the plots where the y-axis is representing the number of monitors and
the x-axis is representing the fraction of peering links converted into provider-to-customer links during the
monitor selection. The plots show that as more peering links are converted into provider-to-customer links,
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the number of monitors selected is reduced. This is because the search and the elimination phases of the
algorithm are impacted by this action. As more peering links are converted into provider-to-customer links,
the ASes with a lower peering degree would lose their peering degree ranks first and are not selected by the
search phase. Moreover, the elimination phase is able to eliminate more monitor ASes by identifying them as
providers of different ASes, which under true relationship would have remained in the monitor set. Thus, the
size of the monitor set decreases with an increase in the conversion of peering links into provider-to-customer
links.
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(a) The graph with 100 ASes.

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Incorrect relationship count (normalized)

0

5

10

15

20

25

30

35

N
u
m

b
e
r 

o
f 

m
o
n
it

o
rs

 (
%

) Basic

Intermediate

Advanced

(b) The graph with 200 ASes.
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(c) The graph with 300 ASes.
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(d) The graph with 400 ASes.
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(e) The graph with 500 ASes.
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(f) The graph with 600 ASes.

Figure 5.9: Impact on the number of monitors determined by the three versions of the peering-degree based schemes developed in this
thesis when peer-to-peer links are incorrectly inferred as provider-to-customer links.
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(a) The graph with 100 ASes.
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(b) The graph with 200 ASes.
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(c) The graph with 300 ASes.
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(d) The graph with 400 ASes.
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(e) The graph with 500 ASes.
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(f) The graph with 600 ASes.

Figure 5.10: Impact on the link-coverage of the monitors determined by the three versions of the peering-degree based schemes
developed in this thesis when peer-to-peer links are incorrectly inferred as provider-to-customer links.

The link-coverage of newly determined monitor sets is also impacted due to incorrectness in AS relation-
ships. The plots shown in figure 5.10 are the plots of link-coverage against the fraction of incorrectly assigned
peer-to-peer relations. These plots show that the link-coverage is deteriorating as more peer-to-peer links
are converted into provider-to-customer links during the monitor selection process. This reduction in link-
coverage could be attributed to the fact that the size of the monitor set is reduced. Additionally, by incorrectly
tagging a peer-to-peer link as the provider-to-customer link could potentially eliminate an AS from the mon-
itor set by incorrectly identifying the AS as a provider of other monitors. Thus a reduction in link-coverage is
due to smaller monitor sets and ineffective monitor placement.

Next, we discuss the impact of incorrectly inferring a provider-to-customer link as a peer-to-peer link. The
process of elimination is similar to the one discussed before. An AS graph with the desired number of ASes
is produced, and a list of provider-to-customer links is generated. Each link in this list is assigned an equal
probability of selection, and a fraction of provider-to-customer links are selected and converted into peer-
to-peer links. The monitor selection is performed using the three versions of peering-degree based monitor
selection scheme and the monitor sets produced are evaluated for their size and link-coverage.
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(a) The graph with 100 ASes.
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(b) The graph with 200 ASes.
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(c) The graph with 300 ASes.
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(d) The graph with 400 ASes.
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(e) The graph with 500 ASes.
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(f) The graph with 600 ASes.

Figure 5.11: Impact on the number of monitors determined by the three versions of the peering-degree based schemes developed in
this thesis when provider-to-customer links are incorrectly inferred as peer-to-peer links.

The plots shown in figure 5.11 are the plots of the number of monitors against the incorrect relationship
count for provider-to-customer links. The plots show that as more provider-to-customer links are converted
into peering links, the size of the monitor set increases. This is because, when a provider-to-customer link
is converted into a peer-to-peer link, then the ASes which are the endpoints of such links are selected in the
search phase. Also, by converting a provider-to-customer link into peer-to-peer links, the elimination phase
becomes less effective as it would fail to determine correctly if an existing monitor is a provider of a newly
identified monitor in the intermediate and advanced versions of the scheme. Thus, the size of the monitor
set increases with an increase in the number of provider-to-customer links that are tagged as peer-to-peer
links.
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(a) The graph with 100 ASes.
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(b) The graph with 200 ASes.
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(c) The graph with 300 ASes.
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(d) The graph with 400 ASes.
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(e) The graph with 500 ASes.
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(f) The graph with 600 ASes.

Figure 5.12: Impact on the link-coverage of the monitors determined by the three versions of the peering-degree based schemes
developed in this thesis when provider-to-customer links are incorrectly inferred as peer-to-peer links.

The increase in the size of the monitor set would imply that the link-coverage under the influence of incor-
rectly identifying a provider-to-customer link as a peer-to-peer link should not be affected. The plots shown
in figure 5.12 are the plots of link-coverage against the incorrect relationship count (provider-to-customer)
plotted for the graphs of various sizes. These plots confirm that the link-coverage remains unchanged as more
number of provider-to-customer links are incorrectly inferred to as the peer-to-peer links. This is because the
larger monitor set contains the optimal monitor set as well and includes ASes within the monitor set, which
could have been eliminated successfully without reducing the link-coverage.

The plots in figure 5.5, 5.7, 5.9 and 5.11 reveals two key aspects regarding the impact of the graph size on
the number of monitors determined by the three versions of peering-degree based monitor selection scheme.
Firstly, there is a reduction in the difference between the number of monitors selected by the basic and in-
termediate schemes of the algorithm reduces as the size of graph increases, and secondly, the number of
monitors determined by each algorithm becomes similar when the topological information is nearly 90% in-
accurate. Both aspects could be explained by the fact that the underlying mechanism of the intermediate
and advanced versions of the scheme is similar to the basic version with an additional possibility of elimi-
nation of monitors whose customer ASes are in the monitor set. The growth of the Internet happens at the
edge, and the core remains fairly stable (in the number of ASes) and the number of monitor ASes that could
be eliminated due to the selection of a monitor within the customer cone of such ASes is limited. Thus, the
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increase in graph size results in the reduction of difference in the number of monitors selected by the basic,
and intermediate and advanced versions. Also, under the influence of incorrect topological information, the
advantage of intermediate and advanced versions is lost, and they behave like the basic version only and thus
the resulting monitor set sizes become equal as the incorrectness in topological information is increased.

The incorrectness in topological information is induced by a random link selection, and ten experiments
are conducted on different graph sizes, and the deviation from average values is also presented in the plots
shown as the shaded region in figure 5.5 to 5.12. It could be seen that there is not much deviation in the plots
showing the number of monitors for different graph sizes. However, in the plots that show the link-coverage
against graph sizes, the deviation is prominent for smaller graph sizes and reduces with the graph size. This
is because of two reasons, firstly, in the small graph sizes, the possibility of selecting a link with high impact
is higher in smaller graph sizes, and thus there is a huge deviation. Secondly, the link-coverage values are
normalized to the total number of links in the graph, and as the graph size increases, the number of links also
increases, and thus a change in link-coverage in smaller graphs would appear to be magnified. In the best-
case scenario peering-degree based monitor selection scheme would provide a link-coverage of 83% with 12%
of the ASes acting as the monitors and in the worst-case scenario of incorrect topological information would
provide at least 55% link-coverage with a monitor set containing 5% ASes. The intermediate and advanced
versions of peering-degree based monitor selection scheme would always be the best choice if the size of
monitor set is a constraint because whenever possible it would ensure that the number of monitors is equal
or less than that determined by the basic version with the link-coverage that is similar to that of the basic
version.



6
Conclusion

In this thesis, schemes for monitor placement for monitoring BGP traffic are evaluated, and a new scheme-
peering-degree based for monitor placement, is discussed. From the experiments, it is concluded, that while
the greedy-link based algorithm can achieve 100% link coverage with 35% of the ASes acting as monitoring
nodes, degree-based could only reach up to 80% with same monitor set sizes.

The peering-degree based monitor selection scheme, proposed in this thesis, when tested for smaller
Internet-like networks successfully achieved,

1. Reduction in the number of monitoring nodes. When compared with existing state-of-the-art algo-
rithms for monitor set selection, peering-degree based approach requires only 4% to 8% of the ASes
to be selected as monitoring nodes and provides highest link coverage (next to greedy-link based algo-
rithm).

2. Reduction in the information overlap between the two monitors. The source of overlapping informa-
tion is the adjacent ASes acting as monitors. Since the algorithm eliminates adjacent ASes, thus reduc-
ing redundancy Chen et al..

The peering-degree based monitor placement scheme proposed in this thesis outperforms degree-based
and random monitor selection schemes. This is because the algorithm targets ASes with peer-to-peer rela-
tionships, and peer-to-peer relations usually remain hidden to top-level ASes and can only be observed by
collecting inter-AS routes either at one of the ASes that form the end-points of a peering relation or at an
AS which lies within the customer cone of respective ASes. Another way of discovering peer-to-peer links is
to generate traceroutes between various source-destination pairs. However, measuring the Internet globally
using traceroute is computationally hard.

The smallest prefix of IPv4 is /24 which is a collection of 255 hosts. Even if a single host is selected from
/24 prefixes of the complete IPv4 address space, there would be 16581375 hosts and to measure traceroute
for each host from every host would consume a considerable amount of time. The scheme for monitor place-
ment proposed in this thesis eliminates adjacent ASes and provider ASes. This serves two functions; firstly
it tries to reduce the monitor set size and secondly, eliminates the sources of redundant information and
thereby reducing the size of redundant BGP data collected.

Greedy-link based monitor selection scheme can determine the number of monitoring ASes required to
achieve 100% link-coverage. This is because the greedy link algorithm assumes that inter-AS routes from all
ASes are available at the time of monitor selection and hence can discover new links with each monitor it
picks. This is only possible in smaller Internet-like graphs as RIBs can be simulated. For the Internet at large,
this is challenging, because it is difficult to foresee link coverage for individual ASes at the time of monitor
selection. RIB dump from each AS on the Internet is required by greedy-link based algorithm either through
simulation or directly from ASes.

Co-operation is required from the ASes to obtain RIBs and ASes are not enthusiastic about sharing this
information. BGP data can be generated using simulators; however, there are various factors like local pref-
erences, AS-relationships, which influence the BGP decision process and the resulting BGP tables generated
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through simulations may not reflect the appropriate snapshot of the Internet. Moreover, due to the size of
the Internet, memory and performance constraints associated with the simulator would make it unfeasible
to simulate BGP traffic on the Internet.

Approximately, 45% of the AS links are visible to every AS, however, due to the limited number of paths
available on the Internet between any source-destination pair, there would always be a certain level of AS link
information overlap between any two ASes, and thus the performance of random and degree-based schemes
is also not entirely worse. The algorithm proposed in this thesis is an extension of the degree-based algorithm
itself. The algorithm acknowledges that peer-to-peer links are more valuable than provider-to-customer links
and monitoring at customer AS is more beneficial as the information obtained over a peer-to-peer link is only
sent to customer ASes and has exploited this fact.

Inter-AS route monitoring has various advantages for all ASes. BGP data would help researchers under-
stand the present inter-AS routing behavior and enable them to propose improvements in network architec-
tures for the Internet and advance BGP protocol as well. Additionally, BGP data would improve the effective-
ness of the reactive mechanisms to counteract the malicious activities which can lead to security breaches
and instabilities on the Internet. However, not all ASes can become the monitoring ASes, and the ASes which
would have the potential to act as monitoring points would have unnecessary overhead regarding network
bandwidth and router’s processing load, as their routers and communication media would be intermittently
occupied with generating and transmitting the routing information to collectors.

The business objective of an AS is to provide network access to the customer ASes that pay for consum-
ing their services and would not be willing to participate in the monitoring projects. Thus, incentives must
be provided to the ASes that join the monitoring network by providing them with improved mechanisms to
secure their interests. In the era of NSFNet, the predecessor of the Internet, mechanisms were in place that
would raise the alarm in case any prefix was announced from an unexpected location and discard the suspi-
cious announcement. The same can be implemented for all ASes, and corrective announcements are gener-
ated whenever any breach is suspected, and the BGP data can be used to generate such information [47]. In
the absence of central authority which can govern the Internet, all ASes must come together to collaborate
towards making the Internet safer for all users.

6.1. Contributions
The main contribution of this thesis are as follows:

1. Proposed a peering-degree based monitor selection scheme which gives over 70% link coverage with
4% to 8% of the ASes acting as monitoring ASes. Considering that 35% of the ASes must act as monitors
to achieve 100% link coverage, this number is acceptable.

2. Determined that 35% of the ASes must act as inter-AS route monitors to achieve 100% link coverage.

3. Evaluation of peering-degree based monitor selection scheme under uncertainties of the real-world
Internet such as incompleteness in graph information or incorrectness in AS relationship inferences.

4. Identified the short-fall of [43] based topology generator and proposed a behavior-based topology gen-
eration scheme which is shown to abide with power-law.

6.2. Future work
The monitor placement schemes discussed in this thesis can be used to select new monitors for collecting
inter-AS routing information for real-world monitoring systems. The existing BGP data can be used to deter-
mine AS-relationships which in turn can be used to select new monitors. Also, the inter-AS routes are highly
dynamic, and AS-relationships evolve with time. Hence there is a need for continuous review of placed mon-
itors to ensure better results.

The advance version of the algorithm uses a naive approach to handle conflict information. A more so-
phisticated mechanism could be developed by associating the conflict information generated for each mon-
itor selection and treating the information in order each time the conflict flag is raised.



6.2. Future work 69

100% link coverage is possible with nearly 35% of the ASes acting as monitoring points. Therefore, there
is a need for more efficient methods of collecting and managing the BGP data. The focus must be given
to machine learning based traceroute tools which can reduce the time in which traceroute data is collected
which would aid BGP monitoring systems. Moreover, since the Internet is self-governing, behavioral studies
can be performed to understand how the co-operation from ASes can be encouraged and develop a simplified
process of acquiring BGP data. Moreover, as the quality of BGP data improves, it would assist in acquiring a
deeper understanding of inter-AS interactions, and localization of instability, and hijack events and ways to
localize events must be explored.
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Algorithms

Algorithm 1 AS path to AS link conversion

1: procedure PATHTOLINKS(Path, AS) . Path is AS Path as obtained from RIB of AS
2: ASes ← Path.spl i t (" ") . Create a set of ASes by splitting the path
3: ASes ← ASes.i nser t (0, AS) . Inserting AS of which RIB is being used.
4: while l < 2 do
5: return Set (). Return empty set since no link can be extracted if number of ASes in AS path are less

than 2
6: l ← leng th(ASes)
7: counter ← 1
8: l i nks ← Set ()
9: while counter < l do .

10: l i nks ← l i nks
⋃

(ASes[counter −1], ASes[counter ])
11: counter ← counter +1
12: return l i nks . Set of links extracted from AS path

70
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Algorithm 2 Graph Motif Exploration for AS-Graph

1: procedure GRAPHMOTIFEXPLORATION(G ,k) . G is an AS-graph and k is the size of motif.
2: moti f ← M ap(< Moti f : Count >)
3: nodes ←G .nodes() . Create a set of nodes of the graph G
4: while leng th(nodes) > 0 do . Indefinite while loop
5: node ← nodes.pop()
6: nei g hbour s ←G .nei g hbour s(node) . Neighbours of node in graph G
7: nei g hbour s ← nei g hbour s

⋃
node

8: combi nati ons = g etcombi nati ons(nei g hbour s,k) . getcombinations returns all possible
combinations of elements in set neighbours of size k

9: while leng th(combi nati ons) > 0 do
10: c ← combi nati ons.pop()
11: g ←G .sub − g r aph(c) . G.sub-graph returns sub-graph of G containing nodes in set c
12: while g .i sconnected() == Tr ue do . execute if sub-graph is connected
13: while moti f .ke y s(). f i nd(g ) == Tr ue do . searches is sub-graph is already identified
14: moti f [g ] ← moti f [g ]+1 . Increment count of motif g
15: break
16: while moti f .ke y s(). f i nd(g ) == F al se do . searches is sub-graph is already identified
17: moti f [g ] ← 1 . Adding motif g to the motif map
18: break
19: return moti f . returns map of motif<motif:count>
20:

Algorithm 3 Random Based Monitor Selection Scheme

1: procedure RANDOMMONITORSELECTION(ASes,k) . List of ASes and size of monitor set required k
2: l ← leng th(ASes) . Number of element in set ASes
3: counter ← 0
4: pr ob ← Li st ()
5: while counter < l do . Create Probability table for each AS
6: pr ob[counter ] ← 1.0
7: sum ← sum +1.0
8: counter ← counter +1
9: counter ← 0

10: while counter < l do
11: pr ob[counter ] ← pr ob[counter ]/sum . Normalizing Probability
12: counter ← counter +1
13: monset = RandomC hoi ce(ASes, prob , k) . RandomChoice select k elements from set of ASes based

on probability list prob
14: return monset . Set of Randomly Selected Monitors of size k

=0
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Algorithm 4 Obtaining Degree Map for an AS Graph

1: procedure GETDEGREEMAP(ASGr aph,r ) . ASGraph is a directed graph with labelled AS-relations and r
is the relationship for which degree map is required

2: deg r eemap = Di ct ()
3: counter ← 0
4: nodes ← ASGr aph.nodes()
5: while counter < leng th(nodes) do
6: nei g hbour s ← ASGr aph.nei g hbour s(nodes[counter ])
7: deg r eemap[nodes[counter ]][′pr ovi der − to − customer ′] ← 0
8: deg r eemap[nodes[counter ]][′customer − to −pr ovi der ′] ← 0
9: deg r eemap[nodes[counter ]][′si bl i ng − to − si bl i ng ′] ← 0

10: deg r eemap[nodes[counter ]][′peer − to −peer ′] ← 0
11: deg r eemap[nodes[counter ]][′ALL′] ← leng th(nei g hbour s)
12: counter 2 ← 0
13: while counter 2 < l eng th(nei g hbour s) do
14: r el ati on ← ASGr aph.g etE d g eDat a(nodes[counter ],nei g hbour s[counter 2],′ r el ati onshi p ′)
15: deg r eemap[nodes[counter ]][r el ati on]+= 1
16: counter 2 ← counter 2+1
17: counter ← counter +1
18: deg r eemap f i nal ← di ct ()

19: counter ← 0
20: while counter < leng th(nodes) do
21: deg r eemap f i nal [nodes[counter ]][r ] ← deg r eemap[nodes[counter ]][r ]
22: counter ← counter +1
23: return deg r eemap f i nal . Returns out-degree for each AS for relationship r
24:

Algorithm 5 Degree Based Monitor Selection Scheme

1: procedure DEGREEMONITORSELECTION(ASGr aph,k) . ASGraph is a directed graph with labelled
AS-relations and size of monitor set required k

2: monset = Set ()
3: counter ← 0
4: Deg r eeM ap ← g etDeg r eeM ap(ASGr aph,′ ALL′)
5: Deg r eeM ap ← Sor t (Deg r eeM ap)
6: while counter < k do
7: monset ← monset

⋃
Deg r eeM ap[counter ]

8: counter ← counter +1
9: return monset . Set of Degree Based Scheme Selected Monitors of size k

=0
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Algorithm 6 Greedy-link based Monitor Selection Scheme

1: procedure GREEDYLINKMONITORSELECTION(ASLi nkM ap,k) . AS link map is a sorted list of tuple (AS,
set of links observed at the AS) and size of monitor set required k

2: l ← leng th(ASLi nkM ap)
3: monset = Set ()
4: counter ← 0
5: V i si bl eLi nks ←φ . Empty set
6: map ← ASLi nkM ap
7: while counter < k do
8: monset ← monset

⋃
ASLi nkM ap[0][′AS′]

9: counter ← counter +1
10: V i si bl eLi nks ←V i si bl eLi nks

⋃
ASLi nkM ap[0][′Li nks′]

11: ASLi nkM ap.pop(0) . removing AS from ASLinkMap which has been included in the monitor set
12: i ← 0
13: while i < l eng th(ASLi nkM ap) do
14: ASLi nkM ap[i ][′Li nks′] ← ASLi nkM ap[i ][′Li nks′]V i si bl eLi nks . Removing visible links

for respective AS in ASLinkMap
15:16: i ← i +1
17: ASLi nkM ap ← Sor t (ASLi nkM ap) . ASLinkMap is sorted based on the number of links

18: return monset . Set of Degree Based Scheme Selected Monitors of size k
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Algorithm 7 Graph Generator

1: procedure GRAPHGENERATOR(n) . n is the number of ASes
2: nodes ← Set ()
3: counter ← 0
4: while counter < n do
5: counter ← counter +1
6: nodes ← nodes

⋃
counter

7: t1 = max(3, i nteg er (n ∗0.0003)
8: t2 = max(10, i nteg er (n ∗0.007)
9: t3 = max(30, i nteg er (n ∗0.0927)

10: t4 = n − (t1+ t2+ t3)
11: t i er 1 = nodes[0 : t1 : 1] . Stage 1- Tier Assignment
12: t i er 2 = nodes[t1 : t1+ t2 : 1]
13: t i er 3 = nodes[t1+ t2 : t1+ t2+ t3 : 1]
14: t i er 4 = nodes[t1+ t2+ t3 : n : 1]
15: G ← Di r ectedGr aph()
16: G .addnodes f r om(nodes)
17: . Stage 2- Adding Neighbouring Peers
18: Add Nei g hbour s(G , t i er 1, t i er 1, l i st (r ang e(0 to l eng th(t i er 1) − 1)),k = −1,r el ati onshi p =′

peer − to −peer ′)
19: Add Nei g hbour s(G , t i er 2, t i er 2, l i st (r ang e(0 to (i nt (0.6 ∗ leng th(t i er 2)) − 1))),k =

−1,r el ati onshi p =′ peer − to −peer ′)
20: Add Nei g hbour s(G , t i er 3, t i er 3, l i st (r ang e(1 to (i nt (0.3 ∗ leng th(t i er 3)) − 1))),k =

3,r el ati onshi p =′ peer − to −peer ′)
21: . Stage 3- Adding Neighbouring Providers
22: Add Nei g hbour s(G , t i er 2, t i er 1,[1,2],k = 1,r el ati on =′ pr ovi der − to − customer ′) .

AddNeighbours adds neighbours to the graph G
23: Add Nei g hbour s(G , t i er 3, t i er 1,[0,1],k = 4,r el ati on =′ pr ovi der − to − customer ′)
24: Add Nei g hbour s(G , t i er 3, t i er 2,[1,2,3],k = 2,r el ati on =′ pr ovi der − to − customer ′)
25: Add Nei g hbour s(G , t i er 4, t i er 2,[0,1],k = 4,r el ati on =′ pr ovi der − to − customer ′)
26: Add Nei g hbour s(G , t i er 4, t i er 3,[1,2,3],k = 5,r el ati on =′ pr ovi der − to − customer ′)
27: counter ← 1
28: while counter ≤ n do
29: while leng th(G .g etnei g hbour s(counter ) == 0 do
30: G .r emovenode(counter )
31: break
32: counter ← counter +1
33: pr e f i x AS Assoi ati on ← pr e f i xes(t i er 4) . Prefix Assignment. prefixes returns a dictionary of

prefix-AS association
34: return G . Returns AS-graph with link labels of size k
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Algorithm 8 Add Neighbours

1: procedure ADDNEIGHBOURS(G , l i st1, l i st2, l i st3,k,r ) . G is a directed graph
2: . list1 contains list of ASes to which neighbours will be added from list2
3: . list3 will determine number of neighbours an AS can have
4: . k is used to control the probability with which selection of how many neighbours can be added is

done
5: . r is the relationship that will be assigned to the link between any two ASes.
6: mul ti Pr ovi der ← Li st ()
7: counter ← 0
8: pr obSum ← 0
9: while counter < leng th(l i st3) do

10: pr ob ← exp(−1∗k ∗ l i st3[counter ])
11: pr obSum ← pr obSum +pr ob
12: mul ti Pr ovi der ← mul ti Pr ovi der.append(pr ob)
13: counter ← counter +1
14: counter ← 0
15: while counter < leng th(l i st3) do
16: mul ti Pr ovi der [counter ] ← mul ti Pr ovi der [counter ]/pr obSum
17: counter ← counter +1
18: counter ← 0
19: while counter < leng th(l i st1) do
20: pr ovi derCount ← RandomC hoi ce(l i st3,mul ti Pr ovi der,1) . Returns a list of length 1 of

elements from list3 based on probability provided in multiProvider
21: counter ← counter +1
22: i ndex ← 0
23: r emoved ← F al se
24: customer ← t i er 1[counter ]
25: while l i st2. f i nd(customer ) == Tr ue do
26: r emoved ← Tr ue
27: i ndex ← l i st2.i ndexo f (customer )
28: l i st2.r emove(customer )
29: break
30: nei g hbourCount ← leng th(l i st2)
31: nei g hbour Pr ob ← Set ()
32: while nei g hbourCount > 0 do
33: pr ob ← 1.0
34: nei g hbourCount ← nei g hbourCount −1
35: pr obSum ← pr obSum +pr ob
36: nei g hbour Pr ob ← nei g hbour Pr ob.i nser t (0, pr ob)

37: nei g hbourCount ← leng th(l i st2)
38: while nei g hbourCount > 0 do
39: nei g hbourCount ← nei g hbourCount −1
40: nei g hbour Pr ob[nei g hbourCount ] ← nei g hbour Pr ob[nei g hbourCount ]/pr obSum

41: nei g hbour s ← RandomC hoi ce(l i st2,nei g hbour Pr ob,nei g hbour count ) . Returns a list of
length neighbourcount of elements from list2 based on probability provided in neighbourProb

42: counter 2 ← 0
43: while counter 2 < leng th(nei g hbour s) do
44: G .addl i nk(nei g hbour s[counter 2],customer,r )
45: G .addl i nk(customer,nei g hbour s[counter 2], Inver seRel ati on(r ))
46: counter 2 ← counter 2−1
47: while r emoved == Tr ue do
48: l i st2.i nser t (i ndex,customer )
49: break
50: counter ← counter −1
51: return G
52:
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Complete Parameter list for Topology

Generator Presented in Section 4.3

Tier
Graph Size

100 200 300 400 500 600
1 3 3 3 3 3 3
2 10 10 10 10 10 10
3 30 30 30 37 46 55
4 57 157 257 350 441 532

Table B.1: Number of ASes in each tier.

N
Graph Size

100 200 300 400 500 600
0 0 0 0 0 0 0
1 0.9933 0.9933 0.9933 0.9933 0.9933 0.9933
2 0.0067 0.0067 0.0067 0.0067 0.0067 0.0067
3 0 0 0 0 0 0
4 0 0 0 0 0 0
5 0 0 0 0 0 0

Table B.2: Probability of having n-providers for a tier-4 AS from tier-3 ASes (PN (k = 5))

N
Graph Size

100 200 300 400 500 600
0 0.982 0.982 0.982 0.982 0.982 0.982
1 0.018 0.018 0.018 0.018 0.018 0.018

Table B.3: Probability of having n-providers for a tier-4 AS from tier-2 ASes (PN (k = 4))
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N
Graph Size

100 200 300 400 500 600
0 0 0 0 0 0 0
1 0.8668 0.8668 0.8668 0.8668 0.8668 0.8668
2 0.1173 0.1173 0.1173 0.1173 0.1173 0.1173
3 0.0159 0.0159 0.0159 0.0159 0.0159 0.0159

Table B.4: Probability of having n-providers for a tier-3 AS from tier-2 ASes (PN (k = 2))

N
Graph Size

100 200 300 400 500 600
0 0.982 0.982 0.982 0.982 0.982 0.982
1 0.018 0.018 0.018 0.018 0.018 0.018

Table B.5: Probability of having n-providers for a tier-3 AS from tier-1 ASes(PN (k = 4))

N
Graph Size

100 200 300 400 500 600
0 0 0 0 0 0 0
1 0.7311 0.7311 0.7311 0.7311 0.7311 0.7311
2 0.2689 0.2689 0.2689 0.2689 0.2689 0.2689

Table B.6: Probability of having n-providers for a tier-2 AS from tier-1 ASes (PN (k = 1) )

N
Graph Size

100 200 300 400 500 600
0 0 0 0 0 0 0
1 0.9502 0.9502 0.9502 0.9502 0.9502 0.9502
2 0.0473 0.0473 0.0473 0.0473 0.0473 0.0473
3 0.0024 0.0024 0.0024 0.0024 0.0024 0.0024
4 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001
5 0 0 0 0 0 0

Table B.7: Probability of having n-peers for tier-3 ASes (PN (k = 3))

N
Graph Size

100 200 300 400 500 600
0 0.0117 0.0117 0.0117 0.0117 0.0117 0.0117
1 0.0317 0.0317 0.0317 0.0317 0.0317 0.0317
2 0.0861 0.0861 0.0861 0.0861 0.0861 0.0861
3 0.2341 0.2341 0.2341 0.2341 0.2341 0.2341
4 0.6364 0.6364 0.6364 0.6364 0.6364 0.6364

Table B.8: Probability of having n-peers for tier-2 ASes (NPN (k =−1))

N
Graph Size

100 200 300 400 500 600
1 0.2689 0.2689 0.2689 0.2689 0.2689 0.2689
2 0.7311 0.7311 0.7311 0.7311 0.7311 0.7311

Table B.9: Probability of having n-peers for tier-1 ASes (PN (k =−1) )
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CCDF against Degree plots for few graphs

used in Chapter 5
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(a) CCDF of the topology generated for 100 ASes
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(b) CCDF of the topology generated for 300 ASes
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(c) CCDF of the topology generated for 400 ASes
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(d) CCDF of the topology generated for 500 ASes

Figure C.1: CCDF of few AS graphs used in evaluation of monitor placement scheme
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D
Additional Graph Motifs of the Internet

Discovered using Algorithm 2

(a) Frequency of Occurrence 205 (b) Frequency of Occurrence 276

(c) Frequency of Occurrence 58 (d) Frequency of Occurrence 556

(e) Frequency of Occurrence 1537 (f) Frequency of Occurrence 114

Figure D.1: Additional Graph Motifs from the Internet of size 4
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80 D. Additional Graph Motifs of the Internet Discovered using Algorithm 2

(a) Frequency of Occurrence 116 (b) Frequency of Occurrence 232

(c) Frequency of Occurrence 189

Figure D.2: Additional Graph Motifs from the Internet of size 4 continuation
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