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Chapter 1

Introduction

Throughout the last years, microblogging has become a popular mechanism for in-
formation sharing and communication on the Web. For example, Twitter, as the
most prominent microblogging service, serves more than 500 million users who
post over 340 million short messages every day1, sharing their thoughts and every-
day activities with the public. On microblogging platforms, users are able to post
messages, which are limited to a certain maximum length (e.g., 140 characters on
Twitter), as well as repost messages of other users. In addition, users can follow
other users so that they can receive the latest posts published by those users. Mi-
croblogging services such as Twitter also provide APIs that allow third parties to ac-
cess microblogging data and develop various external applications such as systems
for event detection [168, 181], opinion mining [40] or personalized recommenda-
tions [44, 85].

As microblogging services have gained immense popularity around the world,
more and more people post real-time messages via different devices to discuss a
variety of topics. Given the plethora of digital traces that people leave on the mi-
croblogging platforms, researchers have started exploiting microblogging activities
for understanding users’ information needs and modeling users’ preferences [28,
96]. Some research initiatives focus on inferring specific attributes of a user from
microblogging data such as the user’s location [153], political orientation [78], or
influential power [42]. However, there are interesting research questions regard-
ing user modeling based on microblogging activities that have not been studied yet.
How can we learn the semantics of microblogging activities and infer users’ inter-
ests from those activities? How can we construct user profiles based on microblog-
ging data to support different applications such as personalized recommender sys-

1http://techcrunch.com/2012/07/30/analyst-twitter-passed-500m-users-in-june-2012-140m-of-
them-in-us-jakarta-biggest-tweeting-city/

1



2 1. Introduction

tems? In this thesis, we explore these questions and introduce a generic framework
for user modeling based on user and usage data collected from microblogging plat-
forms. Our user modeling framework aims at understanding the semantics of indi-
vidual microblogging activities and allows for generating semantically meaningful
user interest profiles to support different external applications. We analyze several
design dimensions in the context of user modeling and develop a variety of solutions
that allows for the adaptation of the user modeling process to given applications and
circumstances.

Given the variety and recency of topics that people discuss on microblogging
platforms, user profiles that are generated from microposts promise to be beneficial
for other applications on the Web for objectives such as event detection [168], crisis
management [6] or expert mining [75]. Due to the shortness of messages posted
via microblogging services, making sense of microblogging activities is however a
non-trivial task. There is an urgent need to investigate methods for enriching the
semantics of microblogging data so that user profiles constructed with rich seman-
tics can be reused and shared across applications [30, 146]. While research ef-
forts have been invested in exploiting textual features of microposts (e.g., hashtags)
to understand trending topics [109] or inferring user interests from microblogging
streams [132], analyzing the feasibility of correlating microposts with external Web
resources for enriching the semantics of user activities on microblogging platforms
has not been researched yet. In this thesis, we introduce and evaluate strategies that
exploit external Web resources that are related to microposts. Moreover, we analyze
and incorporate opinions which user reveal in their posts to better understand their
individual interests. Both the semantic enrichment based on external Web resources
and the analysis of users’ opinions enable us to generate more valuable user profiles.
Given these techniques, we furthermore research the impact of semantic enrichment
of microposts on personalization in the microblogging sphere.

As the amount of messages published on microblogging platforms is continu-
ously growing, filtering and retrieval of relevant information (streams) is becom-
ing more and more difficult. Personalized recommender systems [10, 159], which
present information tailored to individual users according to their preferences and
tastes, allow for supporting users to overcome the information overload problem.
In order to deliver personalized recommendations, it is essential to first understand
users’ information needs and concerns. Research has been done, which is solely
based on data from a single source such as Twitter, and focuses on analyzing users’
behavior from a single aspect such as the public discussion that users are involved
in [93] or the temporal patterns of users’ posting behavior [138]. In this thesis,
we apply our user modeling framework, which features flexible design choices for
constructing user profiles, to conduct large-scale analyses of users’ microblogging
behavior from different angles across different microblogging platforms and cultural
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groups. Such a comparative study based on large microblogging datasets has never
been done before and therefore provides unexplored insights for user modeling and
personalization based on microblogging data.

Different personalized recommendation systems, which exploit microblogging
data for the computation of recommendations, have been developed. For example,
personalized recommendations can be computed based on a user’ activities on Twit-
ter to rank posts according to the user’s preference [44, 108, 148] or suggest to the
user interesting information sources to follow [43, 81, 85]. However, there is still
a lack of understanding of how different user modeling strategies impact the per-
formance of personalized recommendation systems. Additionally, the real-time na-
ture of information disseminated on microblogging platforms poses new challenges
for user modeling and personalization [115, 138]. For example, how do different
microblogging-based user modeling strategies influence the performance of person-
alized recommender systems in the news domain? In this thesis, we evaluate our
framework for user modeling based on microblogging data in the context of various
personalized recommender systems. We investigate the interplay between trend-
ing topics and personal interests to incorporate public trends into the user modeling
process and support trend-aware recommendations. Furthermore, we analyze the
impact of different design dimensions and design alternatives on the characteristics
of user profiles and the performance of recommender systems.

In summary, this thesis contributes to research in the following areas.

Microblogging-based User Modeling Framework. We introduce a framework for
modeling users’ interests based on microblogging activities and develop a
generic software library for generating user interest profiles in various appli-
cation settings.

Semantic Enrichment for Microblogging-based User Modeling. We exploit dif-
ferent types of resources to enrich the semantics of microblogging activities
and analyze the impact of semantic enrichment techniques on the character-
istics of user profiles.

Microblogging-based User Modeling for Culture-aware Analytics. Based on our
user modeling framework, we analyze user behavior across different microblog-
ging platforms and cultural groups. In addition, we investigate the correlation
between our findings and theories about cultural commonalities.

Microblogging-based User Modeling for Personalized Recommendations. We
apply our user modeling framework to support various personalized recom-
mender systems and further evaluate the impact of different user modeling
strategies on personalization.



4 1. Introduction

1.1 Thesis Outline

This thesis consists of seven chapters. After introducing the motivation of the the-
sis work in Chapter 1 and the general background and related work in Chapter 2,
the main contributions as described above are presented in Chapter 3-6, each of
which will start with a motivation of the research questions that are investigated in
the corresponding chapter and will conclude with a summary of main findings and
contributions.

In Chapter 2, we overview related work on user modeling and recommender
systems. At the end of Chapter 2, we summarize the key research questions that
will be answered in this thesis.

In Chapter 3, we introduce TweetUM - a user modeling framework that features
a variety of user modeling strategies that allow for inferring user’s interests and
constructing semantically meaningful user profiles based on microblogging data.
These user modeling strategies vary in four design dimensions that are described in
detail in Section 3.2. In Section 3.3, we present GeniUS - a software library, which is
implemented based on our user modeling framework, and further demonstrate how
this library is able to customize the user modeling process for different application
domains. At the end of this chapter, we outline some hypotheses about the impact
of different dimensions on the quality of user profiles for further validation.

We exploit two types of resources in Chapter 4 for the semantic enrichment of
microblogging activities: (i) external Web resources that are relevant to microposts
and (ii) emotions that are expressed in microposts. We present strategies for linking
microposts to external Web resources in Section 4.2 and for identifying emotions in
microposts in Section 4.3. We conduct experiments based on data collected from
Twitter to evaluate the effectiveness of these strategies and analyze how the ex-
ploitation of external Web resources and emotions influence the characteristics of
user profiles constructed based on microblogging data.

Utilizing our user modeling framework introduced in Chapter 3 and the seman-
tic enrichment techniques presented in Chapter 4, Chapter 5 aims at analyzing user
behavior across different microblogging platforms. Given various design dimen-
sions featured in our user modeling framework, we compare users’ microblogging
behavior between two cultural groups (Chinese vs. American users) from different
angles. While in Section 5.2 we conduct such a comparative study to reveal the key
differences between Chinese and American microblogging practices, Section 5.3
has a focus on examining users’ reposting behavior to research the differences in
the information propagation patterns on two different microblogging platforms. At
the end of both sections, we investigate the correlation between our findings and
cultural models from social science research.
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In Chapter 6, we setup a set of recommendation experiments to evaluate the
quality of user modeling strategies provided by our framework. In Section 6.2-6.5,
we adapt the process of constructing user profiles for different application settings.
In each recommendation experiment, we conduct an in-depth analysis on a large
Twitter dataset to understand the influence of different design dimensions and design
alternatives on the characteristics of user profiles and further evaluate their impact
on the quality of personalized recommendations.

Chapter 7 summarizes our main findings and contributions and answers the
research questions raised at the end of Chapter 2. Further, we discuss possible
directions for future work.

1.2 Origin of Chapters

Each of the main chapters (Chapter 3-6) is based on at least one peer-reviewed
publication, which has been published in conferences related to the research topics
of this thesis.

Chapter 3 contains material from two papers that have been published at the 19th
International Conference on User Modeling, Adaptation, and Personalization
(UMAP’11), where it won the best paper award, and at the 2011 Join Inter-
national Semantic Technology Conference (JIST’11). The work used in this
chapter originates from Section 3 from each of these papers. Additionally, a
short version of the UMAP’11 paper has been invited to be published at the
23rd International Joint Conference on Artificial Intelligence (IJCAI’13) in
its best papers track.

Chapter 4 contain our work that has been published at the 9th Extended Semantic
Web Conference (ESWC’11).

Chapter 5 is based on papers published at the 4th International Conferences on
Web Science (WebSci’12) and the 20th International Conference on User
Modeling, Adaptation, and Personalization (UMAP’12), where it obtained
the James Chen best student paper award.

Chapter 6 comprises our findings, which are presented in Section 4 and Section
5 of the UMAP’11 paper, Section 4-5 of the JIST’11 paper, and our work
that has been published at the 3rd International Conferences on Web Sci-
ence (WebSci’11) and the 2011 International Conference on Web Intelligence
(WI’11).





Chapter 2

Background

In this chapter we introduce background regarding user modeling and recommender
systems. We start by giving an overview on the basic concepts and techniques of
user modeling. Then we survey related work on constructing user profiles in the So-
cial Web and enhancing the semantics of data in the Social Web for user modeling.
We further discuss the state-of-the-art techniques for recommender systems. And
last, we summarize the research questions that will be explored in this thesis.

2.1 User Modeling

The term Web 2.0 refers to a new paradigm that was first coined by Tim O’Reilly to
address a new generation of Web-based services and tools such as social networking
sites, blogs, or wikis [140]. In the era of Web 2.0, people are more involved in
publishing and sharing content on the Web. The continuously growing amount of
user-generated content on the Web poses new possibilities as well as challenges
for understanding users’ demands and concerns. In this section we introduce the
basic concepts of user modeling and discuss different approaches to user modeling.
Based on certain criteria, we present and classify the research efforts on user profile
construction in the Social Web. Further, we discuss the Semantic Web technologies
that can be used to generate semantically rich information in the Social Web for user
modeling.

2.1.1 Overview

User modeling is the process of inferring information about user and representing
user information to support a given application [36, 161]. It provides the basis for

7



8 2. Background

a system to adapt to the information needs of individual users. Such adaptation is
valuable for various applications such as intelligent tutoring systems [56] that aim
to provide customized instruction to students or recommender systems [10] that
present tailored information to a particular user based on the user’ tastes and prefer-
ences. In [95], Jameson et al. identify seven purposes for user modeling including:
(i) helping the user find relevant information, (ii) presenting tailored information to
the user, (iii) adapting an interface to the user, (iv) providing customized instruc-
tions or interventions, (v) giving feedback to the user, (vi) supporting collaboration
between users, and (vii) predicting the user’s future behavior.

In order to enable the adaptation of systems to different circumstances, user
models should be applied. A user model contains the definitions and rules for the
interpretation of observations about a user and about the translation of that inter-
pretation into the characteristics in a user profile [89, 99]. The user profile is the
data structure that represents a characterization of the user at a particular moment
of time [71, 74]. A broad range of user characteristics can be exploited to construct
user profiles. For example, in [36], Brusilovsky and Millán summarize five cate-
gories of user characteristics including: knowledge, interests, goals, background,
and individual traits.

There exist different approaches to user modeling. An overview on user model-
ing techniques can be found in [39, 99]. In the following, we introduce three types
of approaches which have been widely applied in adaptive systems: stereotyping,
overlay user modeling and user relevance modeling.

Stereotyping Stereotype user modeling [160], which was developed by Rich and
extensively used in early adaptive systems, is one of the oldest user modeling
approaches. It tries to categorize all users in a system into several groups,
called stereotypes. A user is represented based on her current stereotype that
describes specific mixture of characteristics. Then the system only adapt to
the user’s current stereotype, i.e., all users in the same stereotype are treated
in the same way [36]. If the characteristics of a user has changed, a different
stereotype can be assigned to the user.

Overlay user modeling An overlay user model represents a user’s knowledge, in-
terests, goals, or other features as a subset of domain model, which reflects
the expert knowledge of the subject [50, 104]. In an overlay user model, the
user is typically characterized in terms of domain concepts and hypotheses
regarding the user’s knowledge about those concepts. For each concept, the
overlay model describes some estimation of the user’s knowledge level of that
concept.

User relevance modeling The idea of user relevance model is to learn and in-
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fer probability that a given concept is relevant for a given user [113, 123].
Therefore, user profiles can be easily represented in a vector space model.
The user relevance model is widely applied to personalized information re-
trieval [35, 102]. For example, by representing both users and documents in
the same vector space, similarity measures such as cosine similarity or Jac-
card coefficient can be used to estimate whether a given document is relevant
to a user [13].

The selection between different user modeling approaches depends on applica-
tions where user profiles are used, user characteristics that are exploited to construct
user profiles, and other practical as well as theoretical requirements. In the scope
of this thesis, we focus on modeling users’ preferences based on user and usage
data from the Social Web, in particular the microblogging platforms. In the next
section, we discuss the state-of-the-art development on user profile construction in
the Social Web.

2.1.2 User Profiling in the Social Web

The Social Web is represented by a class of Web-based systems which accomplish
an architecture of user participation and collaboration [140]. The value of Social
Web is created by the aggregation of many individual user contributions [83]. So-
cial networking sites such as Facebook [61] and Google+ [80] allows users to create
networks of friends and share information in their networks. Content-sharing sys-
tems such as Delicious [52] and Youtube [186] aim to facilitate the publishing and
sharing of user-contributed content. With the advent of microblogging services such
as Twitter [178], individuals can post real-time short messages to record thoughts
and things that happen in their daily lives. Such short updates can be published
using different communication channels (e.g., text messages from mobile phones,
text snippets from desktop applications, and share buttons on websites) in various
locations.

With the massive amount of information available in the Social Web, there is
an urgent need for systems that deliver personalized services, which aim to tailor
the information presented to individual users according to the users’ demands in
terms of content and presentation [71]. There exist various systems that exploit
the user information available in the Social Web for personalization such as per-
sonalized recommendations [10], personalized information retrieval [74], and per-
sonalized navigation [177]. Modeling user and usage information to construct user
profiles is crucial for building such personalized systems. In the Social Web, user
profiles can be constructed based on different types of user information such as de-
mographic data [47], social network [185], or users’ interests that are inferred from
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user-generated content [44].

In general, the user profiling process in personalized systems consists of three
phases [71, 74]. The first phase is user information collection, where information
about users is collected using different tools and approaches. The second phase is
user profile construction, where different modeling approaches and data structures
are applied to construct user profiles based on the user information collected in
the first phase. The third phase is the implementation of personalization, where the
constructed user profiles are exploited in order to provide personalized services. The
following discussion focuses on the first two phases. In Section 2.2, we will further
describe how personalized recommender systems compute recommendations for
individual users based on user profiles.

User Information Collection

In this section, we analyze and discuss the research efforts on developing meth-
ods for user information collection over two criteria: the information collection
approach and the source of information [74].

Information collection approach Information about users can be obtained in an
explicit way where the users need to explicitly provide information to the
system or in an implicit manner where the information is gathers without
any effort from the users. In the explicit approach, a user can supply infor-
mation to a system by specifying her interests for items (e.g., movies [171],
music [141], news articles [148], etc.), or by giving positive or negative rel-
evance feedback about the information delivered by the system [22]. For
example, Carmagnola et al. present a system called iCity that exploits users’
social tagging activities in context of cultural heritage domain to construct
and update user profiles [38]. The system then recommends cultural events
taking place in a city according to individual users’ interests represented in
the user profiles. Hannon et al. collect Twitter messages that are published by
a user and other users that she follows to model her interests using a bag-of-
words approach [85]. One problem with the explicit approach is that people
may not be willing to provide personal information such as demographic data
or personal interests due to privacy concerns [100]. In comparison to the ex-
plicit approach, the main advantage of implicit user information collection is
that it does not place any burden on users for generating user profiles [71].
The implicit approach aims to automatically collect user information by an-
alyzing log data such as queries submitted by a user, utilizing information
from a user’s interaction with a system, or processing any stored content to
infer individual users’ interests [74]. For example, different from the work



2. Background 11

conducted by Hannon et al. [85] which only utilizes explicit information (tex-
tual content of tweets), some research focuses on extracting implicit informa-
tion from microblogging activities such as political preferences of individual
users [78, 176], emotions that are expressed in microposts [51], or latent top-
ics that are inferred from a collection of microposts [152].

Source of information The user information collection also varies depending on
the sources where the information is obtained. Some systems only gather in-
formation from single Social Web applications such as ratings from a movie
recommender system [171], users’ tagging behavior [38], or microblogging
activities from Twitter [184]. The advantage of collecting information from
a single source is that the user information is represented in a consistent for-
mat. However, it is not capable of capturing the user information distributed
in various Social Web applications, which can be beneficial for supporting
personalized systems. For example, the integration of user information from
multiple systems help recommender system deal with spam and cold start
problems [128]. Abel et al. present an approach for user modeling across So-
cial Web systems [8]. They present strategies that allow for the aggregation of
profile information including demographic information (e.g., name, location,
etc.) and tag-based profiles distributed in different Social Web systems such
as Facebook, Delicious, and Twitter. The aggregated user profiles reveal more
facets about individual users. Furthermore, the authors investigate the impact
of aggregated profiles on personalization and discover that the aggregated
profiles improve the performance of tag recommender systems significantly.

User Profile Construction

The second phase focuses on user profile construction based on the information
collected from the first phase. The discussion presented in the following is carried
out over five criteria including the user features that are exploited, the scope of
interests, the user profile representation, the dynamism of user profile, and whether
the semantics of user information is inferred for constructing user profiles [71, 74,
175].

User features The user features, which are exploited to construct user profiles, vary
depending on the personalization functionality and the Social Web systems
where user information is collected. For example, a variety of user features
can be used to construct users profiles based on Twitter activities. In [47],
Cheong et al. collect demographic information of Twitter users such as clients
and devices that are used to post messages, and gender information which is
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explicitly claimed by the users or inferred based on the writing styles or pro-
file images. The demographic information is then used to analyze the charac-
teristics of users who contribute to the discussion of a trending topic. Hecht
et al. propose a machine learning approach for identifying a user’s location
based on her Twitter messages [88]. The exploitation of geographic informa-
tion allows for enabling location-based personalized services such as recom-
mending points of interests (POIs) in a city [7]. Recently, researchers have
also started investigating methods to extract sentiments that are expressed in
microposts [76, 167]. While the features discussed above are extracted based
on Twitter activities themselves, social network is a feature that explores the
social relationships (followee and follower) of Twitter users and can be used
to model individual users’ interests [44] or identify influential users in Twit-
ter network [110]. Additionally, researchers investigate theories and meth-
ods from other disciplines (e.g., social science, psychology, etc.) to extract
user features based on microblogging data such as personality [79], learning
style [86], cultural commonality [70], and political preference [78].

Scope of interests In many personalized system, user profiles are created to rep-
resent individual users’ interests based on which personalization is provided.
The users’ interests can be categorized into long-term or short-term inter-
ests [74]. While the long-term interests exhibit persistent interests of individ-
ual users, the short-term interests are ephemeral interests that usually reflect
the users’ information needs during a short period of time. Huang et al. apply
statistical approaches to explore the temporal patterns of hashtags in Twit-
ter [93]. They use standard deviation to measure the spread of a hashtag
in Twitter network, representing how long a hashtag remains in use. Their
study reveals the phenomenon of micro-memes, where the hashtags created
for emergent topics are used widely for a few days and then die-out quickly.
Therefore, hashtags can be utilized to model a user’s short-term interests for
supporting personalization such as recommending trending events that are re-
lated to certain hashtags [107]. In addition, the long-term and short-term in-
terests can be integrated to provide a comprehensive understanding of users’
demands and concerns [49, 117]. Li et al. propose a method to integrate the
long-term and short-term online reading preferences of individual users to
recommend news articles [114]. While the long-term user profile of a user is
constructed using a time-sensitive weighting scheme [57] based on the user’s
entire history, the short-term profile of that user is constructed by analyzing
her latest activities.

User profile representation Several techniques and data structures can be applied
to construct user profiles in personalized systems. Following the classifica-
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tion reported in [65, 74], here we discuss two different types of user profile
representations: vector- and semantic network-based user profiles.

• A vector-based user profile is represented using a vector of terms and as-
sociated weights. The weights are computed by a certain term weighting
scheme such as T F , T F×IDF , or time-sensitive weighting scheme [57].
In vector-based user profiles, the terms can be represented by words or
concepts that are extracted from user-generated content. For example,
Hannnon et al. construct user profiles based on Twitter messages and
represent user profiles in vector space model [85], where the terms are
represented by words extracted from Twitter messages and the asso-
ciated weights are computed using a term frequency-based weighting
scheme. Alternatively, the terms can be represented by semantic con-
cepts such as named entities that are extracted from textual content [72].
Additionally, a user can have more than one user profile represented in
multiple vectors [74]. For example, Li et al. use one vector to represent
the short-term interest profile of a user and another vector to represent
the long-term interest profile of the same user [114].

• In a semantic network-based profile, the user’s interests are modeled
in a network structure of terms and related terms [74]. Weights can
be assigned to the terms and their related terms, and the links between
them. In comparison of vector-based user profiles, semantic network-
based profiles allow for describing the relationships between a term and
its associated terms. Such relationships can be derived using existing
thesauruses such as WordNet [62] or external knowledge sources such
as DBpedia [12]. In InfoWeb [73], a personalized information filtering
system for online digital documents, semantic network-based user pro-
files are applied to model user interests. Initially, each user profile is
made up of a set of concepts that represent a user’s interests. As the
user continuously interacts with the system, her user profile is updated
by adding more concepts to the semantic network and links between the
concepts.

Dynamics of user profile Information stored in static user profiles is less likely
to change over time. Such information can be, for example, personal back-
ground, personality, or demographic information, and is not subject to con-
tinues updates [74]. Information stored in dynamic user profiles, on the other
hand, evolves over time. For example, Gentile et al. propose an approach to
dynamically model user expertise based on information communication ex-
change such as emails [72]. In contrast, user profiles that describe short-term
user interests are usually updated frequently over time [73, 114].
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Semantic To construct user profiles, user information can be collected from various
Social Web systems. However, the lack of interoperability between different
systems makes the reuse and interlinking of user information difficult [30].
To overcome this problem, the Semantic Web technologies, which provide
common standards to model information on the Web, can be applied to make
information across various Social Web systems interoperable [175]. The re-
search efforts on integrating the Semantic Web with the Social Web can be
distinguished between the ones that directly apply the Semantic Web tech-
nologies to build Social Web applications and the ones that focus on extract-
ing semantically rich data from existing information in the Social Web [30].
In Section 2.1.3, we will further discuss how to enhance the semantics of
information in the Social Web for user modeling.

2.1.3 User Modeling for the Social Semantic Web

The Semantic Web is “not a separate Web but an extension of the current Web in
which information is given well-defined meaning, better enabling computers and
people to work in cooperation” [21]. While the Social Web is designed to facil-
itate user participation, the Semantic Web aims to define extensible standards for
information exchange and interoperability so that data can be shared and reused
across applications [90]. Berners-Lee describes a layered Semantic Web architec-
ture which consists of a set of standards [19]. The Resource Description Frame-
work (RDF) [179] is used to describe resources and relationships between those
resources. In RDF, two resources and a binary relationship between these resources
is called a subject-predicate-object triple, or a RDF statement, which describe the
property (predicate) of a resource (subject) with some value (object). To make the
data represented in RDF interchangeable across applications, a set of RDF state-
ments can be serialized in different formats such as RDF/XML [15], N-triples [16],
or Notation3 [20]. The RDF schema specifies a set of classes and properties to
describe ontologies [31]. Web Ontology Language (OWL) can be used to model
advanced axioms such as symmetric or transitive properties in ontologies [127].
Moreover, RDF data can be stored in RDF repositories [34] and queried using query
language such as SPARQL [149].

The integration of Social Web and Semantic Web is leading to the “Social
Semantic Web” which describes a network of interlinked and semantically rich
data [30, 135]. It brings Social Web with knowledge representation languages and
formats from the Semantic Web. With the Semantic Web technologies, informa-
tion in the Social Web can be represented using common shared models such as
ontologies and therefore can be reused and shared across applications.
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According to the definition given by Gruber, an ontology is an explicit specifi-
cation of the conceptualization of a domain [82]. In the Social Web, ontologies can
provide shared and uniform models to represent different artifacts in the Social Web
such as people, documents, and tags. In [175], Torre gives an overview on ontolo-
gies and vocabularies for user modeling in the Social Web such as FOAF, SIOC,
and ontogigies for modeling tagging activities.

FOAF The Friend-of-A-Friend (FOAF) ontology specifies a set of classes and prop-
erties to describe people as well as the relationships between people [32]. For
example, the foaf:Person and foaf:Documents classes are used to describe
people and the documents that people create. Individuals can also apply the
foaf:knows property to create social networks by specifying their connections
to people that they know. The FOFA files can be exported directly in some So-
cial Web applications such as LiveJournal (a blogging community site) or via
third-party components for social networking sites such as Facebook [164].
Given the shared knowledge representation, multiple FOAF files, which are
distributed in the Web, can be combined to provide an aggregated view of the
network across various systems.

SIOC While FOAF aims to model people and their networks, Semantically Inter-
linked Online Communities (SIOC) project provides a lightweight ontology
for describing the structure of online communities as well as user-generated
content in the Social Web such as blog posts and topic threads in online dis-
cussion forums [27]. The SIOC core ontology, which consists of a set of RDF
classes and properties, allows for interlinking information across community
sites using RDF data and can also be combined with other existing ontologies
such as FOAF. Bojars et al. describe the use of SIOC, FOAF, and other vo-
cabularies for interlinking and reusing user data across various social applica-
tions [25]. Passant et al. apply the SIOC ontology together with other domain
ontologies to enrich the semantics of blog posts and further present experi-
mental results that show the semantic enrichment of blog posts improves the
search experience in comparison to free-tagging approaches [144].

Tag ontologies Social tagging describes the process by which a group of users as-
sign unstructured keywords (tags) to online resources. Due to the lack of pre-
defined taxonomies, social tagging systems rely on “shared and emergent so-
cial behaviors” [122]. The term folksonomy depicts the structures that emerge
from social tagging systems [126]. Mathes discusses the limitations of tag-
ging and lists two major problems with folksonomy systems [124]. Firstly,
tags have little semantics, which makes it difficult to consistently represent a
user’s interests. Secondly, it’s difficult to aggregate tagging data from differ-
ent systems since most tagging systems interpret the meaning of tags in their
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own specific ways. To overcome these limitations, tag ontologies has been
developed and applied to provide a uniform structure and semantic represen-
tation in folksonomy systems. Mika investigates how to define ontologies
to materialize the emergent semantics of follsonomies [134]. Newman et al.
introduce the Tag Ontology which allows for specifying the relationship be-
tween an user, a resource and one or more tags [139]. The Tag Ontology has
been applied in systems such as Revyu.com [87], a social tagging systems
for sharing reviews. The Meaning of a Tag (MOAT) ontology aims to pro-
vide a meaning for free-text tagging through semantic annotation [145]. It
provides a framework that allows people to annotate the content by select-
ing appropriate URIs or using resources from existing knowledge bases such
as DBPedia [12]. For example, Abel et al. use the moat:meaning property
to unambiguously describe the meaning of a tag in a given context [1]. For
a comprehensive overview and comparison of tag ontologies, we refer the
reader to [98].

To leverage the wisdom of the crowds in the Social Web to generate semantically
rich data, some research efforts focus on applying the Semantic Web technologies
to build various Social Web applications such as webblog [41, 97], wikis [105, 172],
and social bookmarking systems [136, 183]. For example, Revyu.com is an online
service where users can create reviews for items such as restaurants, books, and
movies [87]. It combines some features of the Social Web applications such as
tagging with the Semantic Web standards to build a review website. Each review
is modeled in RDF and can be queried via a SPARQL endpoint. The Semantic
MicrOBlogging (SMOB) is a service that allows for the generation of semantically
rich microblog posts, which can be propagated through microblogging services like
Twitter [146]. SMOB uses existing ontologies such as FOAF and SIOC to represent
the users, their properties, and service information.

While the research discussed above applies the Semantic Web technologies to
directly create data that can be consumed in various applications in the Social Web,
some efforts aim to infer semantics from existing social data such as the microp-
osts that people have already published. Rowe and Stankovic present an approach
for the semantic enrichment of Twitter activities by extracting DBpedia concepts
from Twitter messages [165]. Individual Twitter activities are modeled in a seman-
tically rich and structured format and can be further woven into the Web of Linked
Data [23]. The Linked Data project proposes four basic design dimensions as fol-
lows to publish, share and connect pieces of data on the Web using the Semantic
Web standards.

1. Use URIs as names for things.
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2. Use HTTP URIs so that people can look up those names.

3. When someone looks up a URI, provide useful information, using the stan-
dards (RDF, SPARQL).

4. Include links to other URIs so that they can discover more things.

In [165], Rowe and Stankovic apply these principles to enable the Twitter ac-
tivities to be published as linked data. The DBPedia concepts that are related to a
Twitter message as well as the medata of that message, such as the creation time and
the user information, are defined via resolvable HTTP URIs which can be looked
up using SPARQL. Furthermore, the authors discover that the semantic enrichment
of tweets using external knowledge sources such as DBPedia on the Web of Linked
Data is beneficial for supporting the alignment of events with Twitter messages.

2.2 Recommender Systems

In this section, we first define the general task of recommender systems. Then we
introduce the two most popular approaches for the computation of recommenda-
tions.

2.2.1 Overview

Recommender systems are software tools and techniques which provide suitable
recommendations for items to individual users [37, 157]. A recommender system
normally focuses on a specific type of item such as books, musics, or news. In order
to compute recommendations, three types of information are exploited [159]: (i)
items that are available for recommendations and properties that describe the items,
(ii) users of recommender systems and information about the users, (iii) transactions
that describe relations between users and items.

Formally, recommendation task can be formulated as follows [10]: Let U be
the set of all users in a system and Let S be the set of all possible items to be
recommended in the system. A utility function f is used to measure the usefulness
of an item s ∈ S to a user u ∈U . The function f is defined as f : U ×S→ R, where
R is an ordered set that is made up of nonnegative integers or real numbers within
a certain range. For each user u ∈U , the task of recommendation is to choose such
item s′ ∈ S that maximizes the user’s utility.

The spaces of both items and users can be very large, ranging in hundreds of
thousands or even millions in some systems [116]. For each user u ∈U , the user
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profile can be constructed by exploiting user characteristics (e.g., interests, demo-
graphic information, knowledge levels, etc.). Similarly, each item s ∈ S is also
represented by a set of properties.

Utility can be represented by various functions. For example, in MovieLens
project [171], which focuses on building movie recommendation applications, util-
ity is represented by ratings of movies. Initially, a user rates the movies that she has
already seen on a scale of 1 to 5. The goal of recommender system is to estimate the
ratings of the movies that are not rated yet by the user and generate recommenda-
tions based on the estimated ratings. In context of tweet recommendations, which
recommend Twitter messages to individual users, the utility of an item (Twitter mes-
sage) for a user can be represented by a binary rating which indicates whether the
user is interested in that message [44].

Various recommendation techniques have been developed throughout the last
two decades. In general, three categories of recommendation approaches can be
distinguished [10].

• Collaborative filtering-based approach that recommends to a user items that
other users with similar tastes liked in the past;

• Content-based approach the recommend items to a user by finding items sim-
ilar to the ones that the user liked in the past;

• Hybrid approach that combines collaborative filtering and content-based meth-
ods.

In the next sections, we describe the collaborative filtering and content-based
approaches in detail. We refer the reader to [37] for details of the hybrid approach.

2.2.2 Collaborative Filtering Recommender Systems

Collaborative filtering recommender systems try to recommend items to a particular
user based on the items that has been previously rated or seen by other users [54,
171]. Therefore, collaborative filtering techniques compute recommendations based
on the user profiles of other users who have similar tastes and preferences. More
formally, collaborative filtering-based approach estimates the utility f (u,s) of item
s for user u based on the utilities f (u j,s) that have been assigned to item s by those
similar users u j ∈U . The recommendation process is based on a so-called user-item
matrix which consists of all users, items and the users’ existing ratings for items.
In general, there exist two classes of methods for collaborative filtering: memory-
based and model-based methods [10, 53].
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In memory-based collaborative filtering systems, the entire user-item matrix,
which stores all the existing user-item ratings, is directly used to estimate the rat-
ings for new items. In general, there are two ways to compute recommendations in
memory-based systems: user-based and item-based filtering. User-based filtering
first matches the user profile of a user against the user profiles of other users in the
system to identify a set of users (neighbors) who have similar preferences. Then the
interest of that user for an new item is evaluated by aggregating the ratings given by
the top-k most similar users for the same item [54]. In user-based systems, user pro-
files are usually represented as vectors. Then the similarities between user profiles
can be measured using metrics such as cosine similarity or Pearson correlation co-
efficient [158]. These metrics can also be used to compute the similarities between
items. Item-based filtering estimates the interest of a user for a new item based on
the ratings of the most similar items in the system [53, 171].

Model-based recommendation algorithms apply machine learning techniques to
learn a predictive model based on a user-item matrix. The goal is to identify la-
tent factors which are used to model the user-item interactions in a system. The
model is trained using existing data and then applied to compute recommendations.
Bresse et al. investigate two probabilistic approaches for leaning the model: cluster-
ing and Bayesian netowrk [29]. Another group of model-based algorithms, which
becomes popular through the Netflix competition [103], is based on matrix factor-
ization techniques such as Singular Value Decomposition (SVD) [17] and Latent
Dirchlet Allocation (LDA) [24].

In contrast to content-based systems which focus on analyzing content of items
for recommendations, collaborative filtering recommender systems aim to exploit
other users’ ratings to compute recommendations. Therefore, collaborative filtering
techniques are capable of dealing with any kind of items, even the ones that are not
similar to those which have been rated in the past [10]. Nonetheless, collaborative
filtering recommender systems have their own limitations that are summarized as
follows.

New user problem Collaborative filtering systems suffer from the new user prob-
lem, i.e., the systems would not be able to learn the preferences of a user and
make accurate recommendations until the user gives a substantial number of
ratings. Several recommendation systems employ hybrid approach, which
combines collaborative filtering and content-based techniques, to address this
problem [37, 173].

New item problem Since collaborative filtering methods rely on using other users’
activities to estimate the interest of a given user for an item. Therefore, the
item must have been rated or seen by other users in order to compute recom-
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mendations. Moreover, in many collaborative filtering systems, most users
only interact with a very small fraction of all items, which makes the user-
item matrices immensely sparse. Due to the lack of available information
such as users’ ratings the quality of recommendations may not be satisfying.
In contrast, content-based systems are better able to cope with the new item
problem.

2.2.3 Content-based Recommender Systems

Content-based recommender systems, as the name implies, rely on the content of
items in the systems such as documents that contain textual information, online
resources that are tagged with keywords, or movies that are described with genres,
actors, subjects, etc. In content-based approach, the utility of an item for a user is
usually computed based on the ratings that have been assigned by the same user to
similar items.

The recommendation process consists of three steps [119]. The fist step focuses
on analyzing the content of items to extract relevant structured information for the
next steps. The main responsibility of the second step is to construct item pro-
files, which exploit a set of properties to characterize items, as well as user profiles
that describe users’ tastes, preferences, and information needs. Finally, the recom-
mender tries to find relevant items for a user by matching her user profile against
the profiles of items to be recommended.

In content-based recommender systems, items are often represented by textual
features such as keywords that are extracted from various types of content (e.g.,
Web pages, news articles, descriptions of movies, etc.). As the content-based ap-
proach has its roots in information filtering and information retrieval research [13],
most content-based systems use retrieval models such as the vector space model to
construct item profiles as well as user profiles [119]. For example, the item profile
of item s, denoted as ItemPro f ile(s), can be represented by a vector in a multi-
dimensional space, where each dimension corresponds to a keyword. And various
weighting schemes such as T F or T F× IDF can be applied to determine the weight
of each element in the item profile [10].

Given a user u, her user profile UserPro f ile(u) is generated by analyzing the
content of the items that user u has already rated or seen in the past and is usually
represented by keywords or semantic concepts extracted from the content of those
items. Similar to item profiles, user profiles can also be represented in the vector
space mode with a variety of weighting schemes [71]. In addition, machine learning
techniques can be applie to learn and update user profiles [147].
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Given the vector representation of UserPro f ile(u) and ItemPro f ile(s), denoted
as ~pu and ~ps respectively, the utility f (u,s) of item s for user u can be computed
using similarity measures such as the cosine similarity [13]. The recommender
system then generates the recommendations for the user by ranking the candidate
items based on their utilities.

The content-based method has several advantages described as follows [119].

User independence In comparison to collaborative filtering techniques, content-
based recommender systems exploit solely the history of a user to construct
the user profile for the computation of recommendations. Therefore, the al-
gorithm does not require any extra information from other users.

Transparency Since both item and user profiles are constructed with features that
are extracted from the content, a content-based recommender system allows
for providing explanations on how the system works by describing explic-
itly the features that cause a particular recommendation. In contrast, the only
explanation that can be provided for an recommendation based on collabo-
rative filtering is that some (unknown) users with similar preferences liked
that item [14]. The explicit explanations can help users judge whether they
should trust the recommendations [48, 174]. For example, Cramer et al. con-
duct a user study to investigate the impact of transparency on user trust in
content-based recommender systems [48]. They discover that providing ex-
plicit explanations to users increases their acceptance of the systems.

New item In content-based recommender systems, it is possible to recommend
items that are not yet rated by any user. Therefore, the systems do not suf-
fer from the new item problem. The content-based techniques can be applied
to recommend emerging items such as Twitter messages related to breaking
news [148]. In contrast, in collaborative systems, new items need to be rated
by a substantial number of users in order to generate accurate recommenda-
tions.

However, content-based approach has its own limitations that are summarized
as follows [10, 14].

Limited content analysis Content-based recommender systems are limited by the
number and type of features that are used to represent the items to be recom-
mended. Therefore, content-based systems need to first extract features from
the content of items to construct item and user profiles. In many applications,
the feature extraction requires domain knowledge or ontologies [133].
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Overspecialization For each user, content-based approach tries to identify the most
similar items based on the user profile to compute recommendations. This
results in a lack of serendipity, i.e., the recommendations may have a limited
degree of novelty.

New user In order to understand users’ preferences and deliver accurate recom-
mendations, a content-based recommender needs to collect sufficient number
of ratings for each user in the system. As a consequence, for a (new) user
who only has few ratings or no rating at all, the system is not capable of
constructing the user profile and further providing reliable recommendations.

2.3 Research Challenges tackled in this Thesis

In this chapter, we discussed the general background of user modeling and recom-
mender systems in the Social Web. The rest of this thesis will focus on researching
user modeling based on microblogging data and applying user modeling techniques
to support various applications such as personalized recommender systems. The
research challenges, which will be tackled in this thesis, are summarized as follows.

Microblogging-based User Modeling Framework. Recently, researchers started
to exploit microblogging activities to infer specific attributes of a user such as
the user’s location [46], political orientation [78], or influential power [42].
Yet, there exists no generic user modeling framework for inferring users’ in-
terests from microblogging data and supporting personalization in different
contexts.

• How can users’ personal interests be inferred from microblogging ac-
tivities?
• How can we generate semantically meaningful user interest profiles that

can be applied in different application domains?

In Chapter 3 we will answer these questions and introduce a user modeling
framework that features different design dimensions and design alternatives
for constructing semantically meaningful user profiles based on microblog-
ging activities. Further, we will present a software library that allows for the
generation of customized user profiles for a particular application setting.

Semantic Enrichment for Microblogging-based User Modeling. In Section 2.1,
we surveyed various approaches for generating semantically rich data in the
Social Web [30, 83, 175]. However, little research has been done to under-
stand the semantics of individual microblogging activities for user modeling.
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• How can we enrich the semantics of individual microblogging activi-
ties?

• How does the semantic enrichment impact the characteristics and qual-
ity of microblogging-based user profiles?

Answers to these questions will be presented in Chapter 4 where we investi-
gate different methods for enriching the semantics of microposts and analyze
their influence on the characteristics of constructed user profiles.

Microblogging-based User Modeling for Culture-aware Analytics. Initial work
has been done to investigate a variety of user characteristics to understand
users’ microblogging behavior [96, 120]. Most research focused on analyz-
ing user behavior from single aspects such the usage of hashtags [93] or the
evolution of users’ interests over time [138]. Moreover, there exists little re-
search on studying the user behavior across different cultural groups.

• How does the microblogging behavior vary between different cultural
groups?

• Do differences in users microblogging behavior correlate with cultural
theories in social sciences?

These questions will be answered in Chapter 5 by applying our user modeling
framework to compare users’ microblogging behavior on two microblogging
platforms from different angles and by interpreting our findings with theories
about cultural commonalities in social science research.

Microblogging-based User Modeling for Personalized Recommendations. The
huge amount of microposts posted every day makes the retrieval of relevant
information more and more challenging. Researchers have developed appli-
cations which aim at understanding users’ preferences and providing person-
alized services to individual users based on microblogging data [44, 85, 108].
However, the impact of different design dimensions and design alternatives on
personalization in the microblogging sphere has not been studied extensively
yet.

• How do the different user modeling strategies influence the quality of
user profiles and the performance of personalized recommender sys-
tems?

• What is the impact of incorporating trends and domain-specific knowl-
edge into the user modeling process on the quality of personalized rec-
ommender systems?
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We will answer these questions in Chapter 6 by experimenting and evaluating
different user modeling strategies in various personalized recommender sys-
tems. We will investigate and evaluate methods to integrate public trends into
user profiles for supporting trend-aware recommendations.



Chapter 3

Microblogging-based User
Modeling Framework

After the previous chapter has presented background knowledge on user modeling,
in this chapter we introduce a user modeling framework where user interests are
derived from microblogging activities. The framework builds the basis for various
applications such as microblogging behavior analytics (see Chapter 5) or personal-
ized recommender systems (see Chapter 6). The main contributions of this chapter
have been published in [5, 66].

3.1 Introduction

On microblogging platforms such as Twitter, people publish short messages to share
their thoughts and things that happen in their daily lives. The plethora of digital
traces, which people leave in the microblogging sphere, provides possibilities for
modeling user preferences and delivering personalized services. In comparison to
other Social Web services like Last.fm, which allows for the deduction of users’
musical taste [63], or Flickr, which primarily provides information to infer users’
interests in locations or events [153], microposts on Twitter are not restricted to a
certain domain. Instead, users can discuss about any topic they are interested in or
concerned with which makes it worthwhile to explore microblogging activities for
supporting valuable external applications. Sakaki et al. developed an early warn-
ing system that enables prompt reporting of earthquakes by collecting and analyz-
ing Twitter messages containing relevant keywords such as “earthquake” or “shak-
ing” [168]. Mathioudakis et al. introduce a system called Twittermonitor that allows
for detecting trending topics which are represented by named entities or bursty key-

25
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words identified from Twitter streams [125]. These applications mainly utilize the
wisdom of the crowds as a source of information rather than relying on individual
microposts and individual user behavior.

Understanding individual microblogging activities and individual behavioral pat-
terns can be considered important for better supporting applications that aim for
personalization. For example, given the huge amount of information disseminated
daily on Twitter, user profiling that supports users in ranking sources to follow [85]
or selecting content to read [44] is becoming crucial. Recently, researchers started
to exploit microblogging activities to understand users preferences and behavioral
patterns. Cheng et al. investigate how to infer a user’s location based on the con-
tent of tweets [46]. Golbeck et al. present a method to measure users’ political
orientations [78]. In [42], the authors study the dynamics of user influence across
topics and time. Yet, little research has been done that focuses on understanding the
semantics of individual microblogging activities and inferring user interests from
these activities. Making sense of individual activities for user modeling and per-
sonalization is—due to the shortness of microposts—a non-trivial problem that we
investigate in this thesis.

In this chapter, we introduce a framework for generating users’ interest profiles
from microblogging activities. A key challenge that we deal with is the generation
of semantically meaningful user profiles from microblogging streams which can
be consumed by different applications. Laniado and Mika analyze the semantics of
hashtags, words that start with “#”, and propose metrics that characterize hashtags as
descriptors for retrieving information in Twitter [109]. Chen et al. exploit the social
network of a user as well as the general popularity of the URLs in Twitter to model
user preference for recommender systems [44]. However Chen et al. do not inves-
tigate user modeling in detail, but represent Twitter messages of a user by means of
a bag of words. Neither hashtag-based nor bag-of-words representation explicitly
specify the semantics of microposts. Rowe et al. propose the use of contextual in-
formation to enrich the semantics of tweets [166]. The authors also mention user
profiling as one of the applications that might benefit from such semantics, but do
not further investigate user modeling in the microblogging sphere. To close this gap,
our user modeling framework that is presented in this chapter leverages microblog-
ging activities for constructing user profiles based on the semantics extracted from
the microposts.

Exploiting the microblogging streams promises to be of benefit for applications
that need to understand the demands and concerns of the people. Different appli-
cations may have specific demands for user profiles. For example, an online book
store that features book recommendation functionality requires information about a
user’s interests in books, a music recommendation platform needs to gather informa-
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tion about a user’s musical taste, and a movie recommendation system has to infer
a user’s preferences in movies. Those applications thus require user profiles that
represent domain-specific interests for individual users. To fulfill the demands of
different applications, our user modeling framework offers flexible design choices
that allow for generating customized user profiles for various applications.

In this chapter, we will answer the following research questions.

• How can users’ personal interests be inferred from microblogging activities?

• How can we generate semantically meaningful user interest profiles that can
be applied in different applications?

In Section 3.2, we will introduce a microblogging-based user modeling frame-
work for inferring users’ interests and describe the design space of user modeling
strategies. In Section 3.3, we will present a generic software library implemented
based on our user modeling framework which allows for the generation of seman-
tically meaningful user profiles to support various applications. We conclude this
chapter with a short discussion and a list of hypotheses that will be further investi-
gated in the subsequent chapters.

3.2 TweetUM - Tweet-based User Modeling Framework

The user modeling strategies that are proposed and discussed in this chapter aim to
generate user profiles that reflect the interests of a user. Hence, the user profiles will
describe to what extent a user is interested in a certain topic. The generic model that
can thus be applied for representing user interests can be specified as follows (cf.
Abel et al. [8]).

Definition 1 The profile of a user u ∈ U at a given timestamp time is a set of
weighted topics where with respect to the given user u for each topic c ∈ C its
weight w(u,c, time) is computed by a certain function w.

P(u, time) = {(c,w(u,c, time))|∀c ∈C} (3.1)

Here, U denotes the set of users while C denotes the set of concepts used to represent
the topics of interests. In addition to the model utilized by Abel et al. [8], we make
the weighting function w(u,c, time) time-aware, i.e. the interest scores depend on
the time frames for which the profile is requested. To facilitate the interpretation and
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design dimension design alternatives (discussed in this chapter)

topic modeling (i) hashtag-based, (ii) category-based,
(iii) entity-based, or (iv) LDA-based

enrichment (i) micropost-only-based enrichment or (ii) linkage and exploitation
of external Web resources (propagating topics)

temporal constraints (i) specific time period(s), (ii) temporal patterns (weekend,
night, etc.), or (iii) no constraints

weighting scheme (i) TF, (ii) TFxIDF, (iii) time-sensitive TF, or (iv) time-
sensitive TFxIDF

Table 3.1: Design space of Twitter-based user modeling strategies.

processing of such user profiles, we typically normalize user profiles to make the
sum of all weights in a profile equal to 1: ∑ci∈C w(u,ci, time) = 1. With ~p(u, time)
we refer to P(u, time) in its vector space model representation, where the value of
the i-th dimension refers to w(u,ci, time).

When designing a user modeling strategy that generates user profiles according
to the above definition, there are a couple challenges and design decisions that have
to be tackled. We list them in Table 3.1.

Topic modeling. What are the actual topics of interests? According to Definition 1,
one has to decide what kind of concepts c ∈C are used to model topics. As
we aim to obtain an understanding of a user’s interests so that we can provide,
for example, news recommendations that adapt to these interests, we have to
investigate what kind of concepts are best suited to represent a user’s topics
of interests. In particular, following Table 3.1 we propose four approaches
to constructing profiles that differ with respect to the type of topics in C:
hashtag-based, category-based, entity-based and LDA-based topic modeling.
We discuss them in detail in Section 3.2.1.

Enrichment. The user modeling strategies that we employ in this thesis exploit
Twitter messages posted by a user u to construct the corresponding profile
P(u). A core question that we investigate in this thesis is whether these
short messages are a sufficient basis for building user interest profiles that can
be applied to provide personalization (see tweet-only-based enrichment, Ta-
ble 3.1) or whether further enrichment is beneficial to the Twitter-based user
modeling (see linkage and exploitation of external Web resources, Table 3.1).
In particular, we explore whether enrichment with topics extracted from Web
resources such as online news articles that are linked from the micropost adds
value to the user modeling. Here, we investigate strategies that exploit URLs
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which the users explicitly posted in their tweets as well as strategies that also
aim to link tweets which do not contain a URL with related Web resources.
Additionally, while the content of microblogging posts can be objective in
nature, it can also reflect different opinions of individuals such as positive
and negative emotions [51]. Therefore, we further enrich the semantics of
microblogging activities by exploiting the emotional states that are expressed
in the microposts (see Section 3.2.2).

Temporal constraints. A third dimension that we investigate in the context of micro-
blogging-based user modeling is given by temporal constraints that are con-
sidered when constructing the profiles (see Table 3.1). For example, is it use-
ful to exploit the entire history of a user’s Twitter timeline when constructing
her user interest profile? To answer this question, we first study the nature of
user profiles created within specific time periods. Second, we examine certain
time frames for creating the profiles (see Section 3.2.3).

Weighting scheme. Given a topic modeling strategy, an enrichment strategy and a
strategy for incorporating temporal constraints, one has to select an appropri-
ate weighting scheme w(u,c, time) that assigns a weight to each topic of in-
terest. The weight specifies to what extent a user is interested into the topic c.
Our framework provides different weighting schemes ranging from term fre-
quency based methods that count the number of occurrences of c in u’s tweets
(see TF, Table 3.1) to more advanced time-sensitive weighting schemes that
also incorporate a temporal decay (see Section 3.2.4).

Together, the different user modeling building blocks form a rich microblogging-
based user modeling framework. By selecting and combining the different design
dimensions and design alternatives, we obtain a variety of different user modeling
strategies that will be analyzed and evaluated in this thesis.

3.2.1 Topic Modeling

When building a user profile according to Definition 1 that reflects the interests of a
user, a core design decision is the selection of appropriate concepts c ∈C that spec-
ify into what a user is interested. A naive strategy would be to represent the topic
of interests C via the terms that a user is mentioning in her tweets, i.e. a so-called
bag-of-words strategy. Our microblogging-based user modeling framework goes
beyond bag-of-words and provides four main strategies for modeling a user’s top-
ics of interests: hashtag-based, category-based, entity-based and LDA-based topic
modeling. Below, we describe these strategies in more detail.
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id content publish date

t1
I am happy that francesca schiavone is becoming #sport

9:10AM Fri. Dec. 3, 2010
idol of this year http://bit.ly/grIlmM

t2 Just got a new iPad lol #excited 8:34PM Sat. Dec. 25, 2010

t3
RT @cnnsportsnews: Fed Cup champions Italy held on

4:02PM Fri. Feb. 4, 2011
opening day of 2011 campaign http://bit.ly/WwSwou

t4
Awesome, love the new Garageband for iPad

8:55PM Sat. Feb. 27, 2011
http://bit.ly/fkj3YM #apple

Table 3.2: Example microposts of a user

hashtag-based category-based entity-based

sport Sports Francesca Schiavone
excited Technology Internet iPad
apple Fed Cup

Italy
Garageband
Apple

Table 3.3: Topics of interests extracted from the example microposts in Table 3.2

Hashtag-based topic modeling utilizes hashtags to represent individual user in-
terests. Hashtags (e.g., #web, #technology, #umap2012) are often used as identifiers
in Twitter messages to join certain discussions on Twitter [93]. Using a hashtag
as filter, people can monitor discussions that refer to the corresponding topic. Ta-
ble 3.2, lists example microposts published by a user during a certain period of time.
The user’s topics of interests are modeled using the hashtags (e.g., #sport, #excited,
#apple) that are extracted from the textual content of microposts (see Table 3.3).
However, the semantic meaning of hashtags might depend on the usage context
within Twitter discussions. For example, without any further contextual informa-
tion, the meaning of the hashtag #apple is ambiguous as it could refer to a kind of
fruit or the name of a company. Therefore, more advanced topic modeling strategies
are needed so that external applications such as personalized recommender system
can better understand the semantic meaning of the topics of interests.

To provide richer contextual information for modeling topics of tweets, we fur-
ther examine strategies that extract categories (e.g., politics, sports, eduction) and
entities (e.g., persons, organizations, events) from Twitter messages and related Web
resources. The category-based topic modeling classifies microposts into broad cat-
egories using existing services. For example, we differentiate between 18 broad

http://bit.ly/grIlmM
http://bit.ly/WwSwou
http://bit.ly/fkj3YM
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categories proposed by the OpenCalais service1 which is one of the services that
is utilized by our semantic enrichment component (see Secion 3.3). Categories are
more abstract and broader than hashtags. Therefore, category-based topic modeling
could be beneficial for applications such as news readers that may need to summa-
rize content. In addition, categories are more stable than hashtags. While hashtags
are very often used for trending discussions or single events, categories might live
for much longer period of time. The entity-based topic modeling strategy exploits
entities which—in comparison to categories—refer to more concrete topics, for ex-
ample, instances of the class person such as “Barack Obama” or concrete locations
such as “London”.

Table 3.3 presents, for the user whose microposts are listed in Table 3.2, her
topics of interests that are represented using categories and entities respectively.
Both categories and entities are identified via URIs so that the semantic meaning
of category-based and entity-based profiles are explicitly defined. For example, by
dereferencing the unique URI2 that are associated with the entity Apple, the entity,
which refers to the name of a company, is semantically disambiguated. With the se-
mantically meaningful topics, our user modeling framework is able to construct user
profiles to serve different applications. Furthermore, given the four example micro-
posts listed in Table 3.2, entity-based topic modeling is able to produce five distinct
topics, which are more than the amount of hashtags or categories that are extracted
from the textual content. While the category-based profiles give a summarization
of the topics expressed in the Twitter messages, the entity-based profiles provide a
richer variety and allow for specifying users’ interests on a more fine-grained level
than category-based profiles as well as hashtag-based profiles.

We further investigate LDA-based topic modeling which infers users’ interests
based on latent topics. Therefore, we adopt Latent Dirichlet Allocation (LDA) intro-
duced by Blei et al. [24]. LDA identifies latent topics in large document collections.
With LDA, each document is typically represented as a a probability distribution
over a set of topics, while each topic is a probability distribution over a set of terms.
Since Twitter messages are limited to 140 characters and are thus very short, we ag-
gregate all the tweets published by a user into a single document as also suggested
in previous studies by Weng et al. [182] and Hong et al. [92]. The resulting docu-
ments would typically contain all the terms and text snippets that a user mentioned
in her tweets. In this thesis, we will represent the documents via entities that are
mentioned in the tweets in order to get rid of stopwords and supplemental chat-
ter. For each document, LDA estimates a probability distribution over latent topics,
each of which in turn refer to a probability distribution over entities. Given a user,

1http://www.openclais.com
2http://d.opencalais.com/er/company/ralg-tr1r/23d07771-c50b-315b-8050-3cdaf47ac0d0.html

http://www.openclais.com
http://d.opencalais.com/er/company/ralg-tr1r/23d07771-c50b-315b-8050-3cdaf47ac0d0.html
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her interests are therefore modeled as either a mixture of latent topics or a mixture
of entities. More formally, the user profile P(u) for a given user u ∈U , which is
modeled via latent topics, is specified as follows:

P(u) = {(z, p(z|du))|∀z ∈ Z} (3.2)

where Z and U denote the set of latent topics generated given a set of documents
and the set of users respectively. The number of latent topics has to be specified in
advance and allows for adjusting the degree of specialization of the latent topics. du

denotes a single document which aggregates all the entities extracted from microp-
osts published by user u. And p(z|du) is the probability of a latent topic z for a given
document du.

Alternatively, the user profile P(u), which is modeled as a mixture of entities, is
specified as follows:

P(u) = {(e, p(e|du))|∀e ∈ E} (3.3)

where E denotes a set of distinct entities occurred in given documents. p(e|du),
which is computed according to the following formula, describes the occurrence
probability of an entity e for document du.

p(e|du) = ∑
z∈Z

p(e|z)p(z|du) (3.4)

where p(ei|z) is the probability of entity e within topic z ∈ Z and p(z|du) is the
probability of picking a topic z for the document du.

In Chapter 6, we will further investigate LDA-based topic modeling for con-
structing user profiles and evaluate the quality of LDA-based user profiles in the
context of news recommender systems.

3.2.2 Enrichment

To overcome the shortness of microposts and further enrich the semantics of mi-
croblogging activities, we implemented several strategies that link microposts with
external Web resources. We developed URL-based and content-based strategies that
detect mappings between a micropost and possibly related external Web resources
such as news articles. URL-based methods exploit hyperlinks mentioned in microp-
osts to relate tweets with external resources. By exploiting the linkage between the
micropost and the external Web resource, entities and categories extracted from that
external resources are then propagated to the linked micropost. For example, two
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category-based topic micropost external entity-based topic micropost external

Sports 2 4 Francesca Schiavone 1 3
Technology Internet 2 3 iPad 2 4
Entertainment Culture 0 1 Fed Cup 1 2

Italy 1 2
Garageband 1 2
Apple 1 1
tennis 0 2
French Open 0 2
sportsman 0 1
Hobart 0 1
Jarmila Groth 0 1
Flavia Penetta 0 1
touch device 0 1

Table 3.4: Comparison of two design alternatives for semantic enrichment of micro-
posts: (i) micropost-only-based, (ii) exploitation of external resources.

entities (Fed Cup and Italy) are extracted only from the textual content of micropost
t3 from Table 3.2. By further exploiting a relevant news article that is linked via the
shortened URL contained in the micropost, more entities (e.g., tennis and Flavia
Penetta) can be obtained for constructing the user profiles. For those microposts
that do not contain explicit links, the mappings are built by correlating timestamps
and entities of Twitter messages with the ones of external Web resources.

In Table 3.4, we compare the topics of interests that are produced based on
two design alternatives: micropost-only-based enrichment and exploitation of ex-
ternal Web resources via explicit URLs. For the latter, we propagate categories
and entities extracted from the Web resources identified via the (shortened) URLs
to the linked microposts. For the given example microposts in Table 3.2, the ex-
ploitation of external Web resources increases the variety of both category-based
and entity-based topics. For example, one new category (Entertainment Culture)
and six new entities (e.g., French Open, tennis) are extracted from the related Web
resources. In Chapter 4, we will explain in more detail the different strategies for
linking microblogging activities with the external Web resources to enhance the se-
mantics of microblogging and show that the best strategy achieves 80% accuracy.
Furthermore, by conducting a large-scale analysis based on millions of microblog-
ging activities, we will demonstrate that semantic enrichment provides a richer basis
for microblogging-based user modeling and has a significant impact on the charac-
teristics of user profiles.
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Figure 3.1: Temporal constraint for microblogging-based user modeling

3.2.3 Temporal Constraints

Figure 3.1 illustrates how the temporal constraints are taken into account when con-
structing user profiles based on microblogging activities. Firstly, the user profiles
can be constructed based on the microblogging activities published during specific
periods of time. Therefore our user modeling framework allows for the generation
of long-term user profiles, which are based on the complete user history as well
as short-term user profiles which are based on microblogging activities within a
specific period of time. For example, given the microposts that are listed in Ta-
ble 3.2, the messages t3 and t4 can be selected to construct a short-term user profile,
which models a user’s interests based on the microblogging activities published in
the most recent month. In Chapter 6, we will further analyze the impact of such
temporal constraint on the characteristics of user profiles. For example, does recent
profile information approximates future profiles better than old profile information?

Secondly, our user modeling framework allows for investigating which temporal
pattern occurs in the user profiles to better understand the temporal characteristics
of user profiles. For example, weekend profiles are constructed based on the mi-
croposts t2 and t4, which are published during weekends (Saturday-Sunday). The
exploitation of temporal patterns allows us to understand the temporal characteris-
tics of user profiles and provide flexible options for constructing user profiles that
meet the demands of various applications. In Chapter 5, we will investigate whether
the users posting behavior during weekdays differs from the one during weekend
for users from different cultural groups (e.g., Chinese and American users). We
will also explore in Chapter 6 the differences between user profiles created on the
weekends with those created during the week to detect temporal pattern that might
help to improve personalization within certain time frames.
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Figure 3.2: Impact of parameter d and timestamp timec on the weights of topic.

3.2.4 Weighting Schemes

Our user modeling framework allows for different weighting schemes. A straight-
forward approach is, for example, to count the number of occurrences of a concepts
so that the weight w(u,c, timec) of a concept is determined by the number of mi-
croblogging activities in which the user u refers to topic c (see Equation 3.5).

wT F(u,c) =
|Ttweets,u,c|
|Ttweets,u|

(3.5)

where Ttweets,u,c denotes the set of tweets published by user u that refer to topic c
and Ttweets,u denotes the set of tweets published by user u.

While the T F weighting scheme, which ignores the temporal information, pro-
vides a straightforward approach to measure the importance of users’ interests,
our user modeling framework further supports more advanced approaches which
take time input into account. For example, Equation 3.6 describes a time-sensitive
weighting function which dampens the occurrence frequency according to the tem-
poral distance between the topic occurrence time and the given timestamp.

w(u,c, timec) = ∑
c∈Tt,u,c

(1− |time− timec|
maxtime−mintime

)d (3.6)

In Equation 3.6, Tt,u,c denotes the set of tweets that have been published by u and
refer to the topic c. time denotes the timestamp when the user profile is constructed.
timec returns the timestamp of a given tweet where the given topic c is derived and
maxtime and mintime denote the highest (youngest) and lowest (oldest) timestamp of
a micropost in Ttweets,u,c, for example: maxtime = max({time(t)|t ∈ Ttweets,u,c}). The
parameter d is used to adjust the influence of the temporal distance. In Figure 3.2,
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Pm,T F Pe,T F Pe,T F,s Pm,T S Pe,T S

Francesca Schiavone 0.17 0.14 0.06 0.02 0.07
iPad 0.33 0.18 0.19 0.35 0.22
Fed Cup 0.17 0.09 0.13 0.21 0.13
Italy 0.17 0.09 0.13 0.21 0.13
Garageband 0.17 0.09 0.13 0.21 0.13
tennis 0 0.09 0 0.06 0.07
French Open 0 0.09 0.06 0 0.01
sportsman 0 0.05 0 0 0.01
Hobart 0 0.05 0 0.06 0.06
Jarmila Groth 0 0.05 0.06 0 0.06
Flavia Penetta 0 0.05 0.06 0 0.06
touch device 0 0.05 0 0.06 0.06

Table 3.5: Example entity-based user profiles constructed with different strategies.

we plotted the weights of a topic when varying the parameter d as well as the times-
tamp timec of the given micropost where the topic is derived. It shows that the
closer the given topic occurs to the input time, the higher the corresponding weights
will be, i.e. the time-sensitive function depicted in Equation 3.6 emphasizes the
recently occurred topics. We further observe that the higher d is set, the higher the
penalty of topics that occur with a high temporal distance to the input time as the
corresponding scores will be lower than for those topics for which |time− timec| is
smaller.

Given the example microposts in Table 3.2, we constructed entity-based user
profiles based on different combinations of design alternatives (see Table 3.5). In
comparison to Pm,T F that denotes the user profile constructed only based on the
microblogging activities using the T F weighting schemes, the user profile Pe,T F ,
which is constructed by also exploiting the external Web resources, reduces the
sparsity of the profile vector and varies the importance of some topics. For exam-
ple, the topic Francesca Schiavone becomes more important in profile Pe,T F than
in profile Pm,T F due to its more frequent occurrence in related news articles. Fur-
thermore, the short-term user profile, denoted as Pe,T F,t , only consist of topics such
as Garageband, which are derived from the microposts published within a certain
time frame. We also observe that in the user profiles Pm,T F and Pe,T S, both of which
are constructed using time-sensitive weighting function (cf. Equation 3.6), the top-
ics (e.g., Fed Cup, Italy, Garageband) derived from the later published microposts
are weighted higher than in the profiles Pm,T F and Pe,T F that are constructed using
T F weighting scheme. In Chapter 6 we will further analyze the impact of different
design alternatives on the quality of constructed user profiles in the context of rec-
ommender systems. For example, in the context of a news recommender system,
the time-sensitive weighting scheme may better characterize the recent interests of
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a user than non-time-sensitive weighting schemes.

3.3 GeniUS - Generic User Modeling Library for the So-
cial Semantic Web

Given the user modeling framework described above, we also implemented the
framework and developed the so-called GeniUS library. Given textual user-generated
content, GeniUS constructs semantic profiles that summarize the content of unstruc-
tured user data. With the contributions of GeniUS, we aim to (i) provide a flexible
and extensible library that is able to serve different applications; (ii) produce se-
mantically meaningful profiles to enhance the interoperability of profiles between
applications; and (iii) customize the construction of user profiles according to the
information needs of different applications. In this section, we first describe the ar-
chitecture of GeniUS, including its four main modules, and then demonstrate how
GeniUS can be applied to generate domain-specific user profiles.

3.3.1 Architecture of GeniUS

The architecture of GeniUS is presented in Figure 3.3. It is composed of four se-
quential modules, which process the given Social Web content to construct the pro-
file. It consists of the Item Fetcher, Enrichment, Topic Modeling & Weighting Func-
tion, and RDF Serialization. Moreover, there are means for customizing the profile
construction based on the demands of the application that is using GeniUS to obtain
profiles: Modeling Configuration and Filter.

Item Fetcher Many Social Web services provide APIs that allow for collecting data
to serve external applications. For example, Twitter exposes its data through
the Twitter Streaming and Search API3. The main function of Item Fetcher
is to collect raw content, either directly from the Social Web or from a local
repository. Topic profiles can be generated if the item fetcher is configured
– using keyword or SPARQL queries – to collect data that refers to a given
topic while user profiles are generated if the fetched posts were published by
te same user. We transform and represent the raw content based on a struc-
tured data model using the Semantically Interlinked Online Communication
(SIOC) ontology [26]. Moreover, client applications can feed GeniUS with
any types of SIOC items ranging from social bookmarking posts to (micro-
)blog posts. The SIOC ontology provides a broad range of vocabulary con-

3https://dev.twitter.com/

https://dev.twitter.com/
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Figure 3.3: The architecture of GeniUS Library

cepts to describe information from the Social Web so that the Item Fetcher
is highly flexible regarding the type of content it can handle. For example,
to conduct our analysis and experiments on leveraging Twitter messages with
GeniUS, we adopt sioc:Post to represent the tweets and sioc:UserAccount to
describe the user account via which the messages were published.

Topic Modeling & Enrichment To better understand the semantics of the content
collected via the Item Fetcher, we further extract relevant concepts from the
textual content for modeling the topics of interests (see Section 3.2.1). This
step is accomplished by using existing services. In particular, GeniUS pro-
vides adaptors for Zemanta4 and SpotLight5 [130]. Each extracted concept
is identified with a unique, resolvable URI so that the meaning of a con-
cept is well-defined and the semantically enriched Twitter posts as well as
the generated profiles are well-connected to the Linked Open Data cloud6.
In addition, we develop different strategies that link micropost with external
Web resources to further enrich the semantics of microblogging activities (see
Section 3.2.2). For example, we apply the enrichment component to connect
microposts with external online news articles by exploring the explicit URLs
contained in the microposts as well as comparing the semantics that are ex-
tracted in both microposts and news articles. For more detailed description
and evaluation of different linkage enrichment strategies, we refer the reader
to Chapter 4.

4http://developer.zemanta.com/
5http://dbpedia.org/spotlight
6http://www4.wiwiss.fu-berlin.de/lodcloud/state/

http://developer.zemanta.com/
http://dbpedia.org/spotlight
http://www4.wiwiss.fu-berlin.de/lodcloud/state/
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Weighting Function One of the main features of GeniUS is user profile construc-
tion for representing users’ preferences and interests. Those types of profiles
are essential for applications that aim for personalization. GeniUS mainly
adopts the Vector Space Model to represent users’ interests, i.e. a user profile
is thus a set of weighted concepts. Therefore, we utilize the Weighted Inter-
ests Vocabulary and Weighting Ontology [33] as data model to represent user
interest profiles .

The GeniUS library allows for different weighting functions to measure the
importance and popularity of concepts in a profile ranging from straightfor-
ward strategies such as concept frequency (count the number of messages that
refer to a concept) to more sophisticated strategies that compute a weight as
a function of time, e.g., recently mentioned concepts are weighted stronger
(see Section 3.2.4). Furthermore, client applications can specify their own
weighting functions to customize the profile generation.

RDF Serialization The constructed user profiles can be outputted as RDF using
FOAF [32] in combination with the Weighted Interest Vocabulary. Profiles
can also be stored in an RDF repository. Client applications or end-users
can thus retrieve RDF-based profiles from the repository and perform so-
phisticated RDF queries over the profiles. For example, GeniUS provides
adapters for the Sesame RDF repository7 to store the RDF profiles and allow
for SPARQL queries.

In addition to the four modules mentioned above, which process the raw con-
tent and construct topic and user profiles, GeniUS also provides two configuration
modules to enable a flexible modeling process that is required in order to generate
domain- and application-specific profiles.

Modeling Configuration The aforementioned four GeniUS modules are exposed
as interfaces (in Java) so that developers can easily extend GeniUS and im-
plement new functions based on their needs. For example, we implemented
time-sensitive weighting functions for applications that require more recent
and dynamic characteristics of user profiles. The Modeling Configuration is
used to configure which implementation for each module should be used in
a GeniUS modeling process. With different combinations of module imple-
mentations, GeniUS has a variety of modeling alternatives to adapt to differ-
ent applications.

Filter With the Filter feature, GeniUS is able to filter out irrelevant profile infor-
mation and can construct user profiles that represent certain characteristics

7http://www.openrdf.org/

http://www.openrdf.org/
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of a user. We currently have implemented three types of filters: (i) filtering
based on temporal constraints, (ii) keyword-based filtering, and (iii) semantic
filtering. The fist strategy can filter out content collected via the Item Fetcher
or can prevent the Item Fetcher from collecting items that do not fulfill the
given temporal constraints. For example, one can restrict the Twitter message
collection process to tweets that were published within a certain period of
time (see Section 3.2.3). The second filtering module can filter out items that
do not contain a given set of keywords or specifically collect items that match
the given keywords. With the enrichment of the user-generated items with
meaningful concepts, GeniUS can also perform semantic filtering to generate
customized profiles that characterize a user in context of a specific domain.
In the subsequent section, we will reveal how we use SPARQL queries as se-
mantic filters on the semantically enriched items to filter out irrelevant noise
before constructing the actual (weighted interest) profile.

We have released GeniUS8 as a software library written in Java. With GeniUS
one can easily specify the design alternatives for generating user profiles as well as
implement news functions for each GeniUS module. Therefore, the user modeling
process can be adapted to the demands of different applications. In Section 3.3.2, we
will demonstrate how such adaptation can be applied to construct domain-specific
user profiles.

3.3.2 Domain-specific User Profile Construction Using GeniUS

By utilizing filtering functionality, the library is able to build flexible user profiles
for different application domains on demand. The constructed user profiles are rep-
resented in RDF with well-defined semantics. Given a short Twitter post like:

Awesome, love the Garageband for iPad http://bit.ly/fkj3YM #apple

we collect the content of this message and additional information such as the user
identifier of the creator and the creation time via the Twitter Streaming API. Seman-
tic Web vocabularies such as SIOC, Dublin Core and FOAF are applied to represent
the Twitter message. We have also built a parser to process the content of the mes-
sage and extract hashtags and URLs that are mentioned in a tweet. The extracted
hashtags are identified using TagDef 9 as depicted in the following code snippet.

@prefix sioc: <http://rdfs.org/sioc/spec/> .

8http://wis.ewi.tudelft.nl/genius/
9http://www.tagdef.com

http://wis.ewi.tudelft.nl/genius/
http://www.tagdef.com
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@prefix dcterms: <http://purl.org/dc/terms/> .
@prefix tagdef: <http://tagdef.com/> .

<http://twitter.com/bob/status/73748435752333312>
a <sioc:Post> ;
dcterms:created "2011-05-26T15:52:51+00:00" ;
sioc:has_creator <http://twitter.com/bob> ;
sioc:content "Awesome, love the Garageband for iPad http://bit.ly/fkj3YM #apple" ;
sioc:links_to <http://bit.ly/fkj3YM> ;
sioc:has_topic tagdef:apple .

The message is thus represented as sioc:Post and specifies metadata (e.g., dc-
terms:created, sioc:has creator) as well as basic information about the content (e.g.,
sioc:content, sioc:links to). sioc:has topic is used to describe the semantic meaning
of the content of the tweet. However, using TagDef does not allow for disambiguat-
ing the semantic meaning of the tweet and hashtag specifically. For example, apple
may refer to the fruit or to the technology company. Hence, further semantic en-
richment is required to specify the meaning of a Twitter message more accurately.
Therefore, we perform named entity recognition and identify DBpedia concepts in
tweets (using disambiguation functionality provided by DBpedia spotlight [130]).
This allows us to further describe the topic of the tweet with further RDF statements
using again the sioc:has topic property:

@prefix sioc: <http://rdfs.org/sioc/spec/> .
@prefix dcterms: <http://purl.org/dc/terms/>
@prefix tagdef: <http://tagdef.com/> .
@prefix dbpedia: <http://dbpedia.org/resource/> .

<http://twitter.com/bob/status/73748435752333312>
a <sioc:Post> ;
dcterms:created "2011-05-26T15:52:51+00:00" ;
sioc:has_creator <http://twitter.com/bob> ;
sioc:content "Awesome, love the Garageband for iPad http://bit.ly/fkj3YM #apple" ;
sioc:links_to <http://bit.ly/fkj3YM> ;
sioc:has_topic tagdef:apple ;
sioc:has_topic dbpedia:Apple_Inc. ;
sioc:has_topic dbpedia:GarageBand ;
sioc:has_topic dbpedia:IPad .

Given the semantic enrichment and the inferred additional RDF statements, we
can disambiguate the meaning of the Twitter message: it refers to a software prod-
uct (dbpedia:GarageBand) developed by the Apple company (dbpedia:Apple Inc.)
that is now available for the iPad device (dbpedia:IPad). By following the DBpedia
URIs, applications can obtain further background information such as type informa-
tion (e.g., dbpedia:GarageBand is of type dbo:Software and yago:AudioEditors10)
or a list of persons that are involved in Apple (e.g., dbo:keyPerson).

10Here, dbo and yago refer to the DBpedia ontology (http://dbpedia.org/ontology/) and Yago on-
tology (http://dbpedia.org/class/yago/) respectively.

http://dbpedia.org/ontology/
http://dbpedia.org/class/yago/
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With the enriched concepts, GeniUS constructs profiles using a given weighting
scheme. FOAF and the Weighted Interests Vocabulary are applied to describe the
user and her preferences and interests into topics (based on the concepts that are
referenced from the tweets). Since people publish Twitter messages on various
different subjects, a generic approach, which considers all kinds of concepts that are
referenced from the tweets, produces user profiles that contain a variety of topics.
In the following example, the extract of the complete profile thus specifies topics of
interests from different domains such as the music, software or movie domain:

@prefix foaf: <http://xmlns.com/foaf/0.1/> .
@prefix wi: <http://purl.org/ontology/wi/core#> .
@prefix wo: <http://purl.org/ontology/wo/core#> .
@prefix dbpedia: <http://dbpedia.org/resource/> .
@prefix genius: <http://persweb.org/genius#> .
<http://twitter.com/bob>
a foaf:Person;
wi:preference [

a wi:WeightedInterest ;
wi:topic dbpedia:Jazz ;
wo:weight [

a wo:Weight ;
wo:weight_value 0.5889 ;
wo:scale genius:Scale ]

] ;
wi:preference [

a wi:WeightedInterest ;
wi:topic dbpedia:Second_Life ;
wo:weight [

a wo:Weight ;
wo:weight_value 0.3114 ;
wo:scale genius:Scale ]

] ;
wi:preference [

a wi:WeightedInterest ;
wi:topic dbpedia:Short_film ;
wo:weight [

a wo:Weight ;
wo:weight_value 0.3333 ;
wo:scale genius:Scale ]

] ;
wi:preference [

a wi:WeightedInterest ;
wi:topic dbpedia:GarageBand ;
wo:weight [

a wo:Weight ;
wo:weight_value 0.1638 ;
wo:scale genius:Scale ]

] ; ...

The above profile depicts that the user is interested in jazz music (dbpedia:Jazz),
short movies (dbpedia:Short film) and software products (e.g., dbpedia:Second Life).
The higher the weight the higher the inferred interest in a concept. When applying
the constructed profiles for a specific application domain, a drawback of such a
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complete profile is that it lists also concepts that are possibly not relevant in the ap-
plication context. For example, if a system aims to recommend software products to
the above user then concepts such as dbpedia:Jazz or dbpedia:Short Film might not
add value to the profile while statements about the user’s preference into software
are more important. Utilizing the semantic filtering feature of GeniUS, application
developers can specify a SPARQL query that describes what kind of topic-based
profile a client application is seeking for:

SELECT DISTINCT ?t WHERE {
? <http://www.w3.org/1999/02/22-rdf-syntax-ns#type> <http://dbpedia.org/ontology/Software> }

Given such a SPARQL query, GeniUS will generate a customized profile where
the concepts that do not belong to the software domain are filtered out (see below).
The weight of the remaining concepts can be re-adjusted as well, for example, by
normalizing the filtered profile.

<http://twitter.com/bob>
a foaf:Person;
wi:preference [

a wi:WeightedInterest ;
wi:topic dbpedia:Second_Life ;
wo:weight [

a wo:Weight ;
wo:weight_value 0.4101 ;
wo:scale genius:Scale
]

] ;
wi:preference [

a wi:WeightedInterest ;
wi:topic dbpedia:GarageBand ;
wo:weight [

a wo:Weight ;
wo:weight_value 0.2158 ;
wo:scale genius:Scale
]

] ; ...

Using semantic filtering, applications can therefore utilize GeniUS to generate
profiles that are well-adapted to their domain of interest. In Chapter 6, we will
conduct further analysis and experiments to show the quality of such customized
profiles in the context of recommender systems in different application domains.

3.4 Discussion

In this chapter, we investigated how to leverage microblogging activities for user
modeling. We gave answers to the research questions raised at the begining of this
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Design dimension Hypothesis Further validation

Topic modeling
H1: The entity-based topic modeling adds richer

Chapter 4, Chapter 6variety to user profiles than hashtag-based and
category-based topic modeling.

Enrichment
H2: The exploitation of external Web resources creates

Chapter 4, Chapter 6
more valuable user profiles than micropost-based strategies.

Temporal constraint
H3: The short-term profiles, which exploits

Chapter 6the microblogging activities within certain time frames,
differ from the long-term user profiles.

Temporal constraint
H4: The temporal patterns (e.g., weekday vs weekend)

Chapter 5, Chapter 6
impact the characteristics of user profiles.

Weighting scheme
H5: The time-sensitive weighting scheme characterizes

Chapter 6the actual and concerns of a user better than the non-time-
sensitive weighting scheme.

Table 3.6: Hypotheses on the impact of different dimensions on the characteristics
and quality of user profiles.

chapter by introducing TweetUM - a microblogging-based user modeling frame-
work - that allows for inferring users’ interests and generating semantically mean-
ingful user profiles. TweetUM features a set of user modeling strategies that vary in
four design dimensions: (i) topic modeling for inferring and representing the users’
topics of interests, (ii) enrichment that exploits external Web resources to further
enrich the semantics of user profiles, (iii) temporal constraints that are considered
when constructing user profiles, and (iv) weighting scheme that measures the impor-
tance of topics in user profiles. By selecting and combining different design dimen-
sions and design alternatives, our framework provides a variety of user modeling
strategies that are able to serve different applications. We have already illustrated
the influence of different design dimensions on the characteristics of constructed
user profiles based on some example microposts (see Table 3.2) and produced hy-
potheses as shown in Table 3.6. Further analyses and experiments will be conducted
to validate these hypotheses in the following chapters based on large amounts of
microblogging data. For example, we analyze in Chapter 4 whether the semantic
enrichment enhances the variety and quality of the microblogging-based user pro-
files. In Chapter 6, we investigate how the consideration of temporal constraints
impact the personalized recommendation systems.

We developed GeniUS11, which is an implementation of our Twitter-based user
modeling framework. GeniUS implements set of strategies for the different design
dimensions (e.g., enrichment, weighting schemes). Moreover, it features function-

11We make the GeniUS library publicly available via http://wis.ewi.tudelft.nl/genius/

http://wis.ewi.tudelft.nl/genius/
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ality for (i) collecting data from microblogging services, (ii) filtering microblogging
data for different applications, and (iii) storing the user profiles. GeniUS allows for
the generation of customized user profiles based on status messages people post
on the microblogging platforms. Given a stream of messages, it generates topics
and user profiles that summarize the stream according to domain- and application-
specific needs which can be specified by the requesting party. Therefore, GeniUS
can be applied in various application settings. In addition, GeniUS enriches user
data with semantic information and constructs meaningful RDF-based profiles that
are well-connected to the Linked Open Data cloud and therefore better support inter-
operability between applications that aim for personalization. In Chapter 6 we will
further investigate the quality of profiles that are generated by different user mod-
eling strategies for supporting various recommendations task ranging from product
recommendations to more specific recommendations as required in a book or soft-
ware product domain.

In the following chapters, we will introduce techniques for semantic enrichment
of microblogging activities (see Chapter 4). We will further investigate how the user
modeling framework can be applied into various applications including microblog-
ging behavior analytics (see Chapter 5) and personalized recommender systems (see
Chapter 6).





Chapter 4

Semantic Enrichment for
Microblogging-based User
Modeling

Having introduced the core user modeling framework, we now present and analyze
techniques for semantic enrichment of microblogging activities, which provides the
basis for the generation of semantically meaningful user profiles. The main contri-
butions of this chapter have been published in [2].

4.1 Introduction

Learning and modeling the semantics of individual microblogging activities is im-
portant because the amount of microposts published each day is continuously grow-
ing so that users need support to benefit from microblogging information streams.
For example, given the variety and recency of topics that people discuss on Twit-
ter [58], user profiles that capture the semantics of individual tweets are becoming
interesting for external applications on the Social Web. In order to enable Social
Web applications to consume semantically meaningful representations of the users’
microblogging activities, there is thus an urgent need to research user modeling
strategies that allow for the construction of user profiles with rich semantics. Kwak
et al. conducted a temporal analysis of trending topics in Twitter and show that
hashtags are good indicators to represent events and trending topics [106]. Huang
et al. analyze the semantics of hashtags in more detail and reveal that tagging in
Twitter rather used to join public discussions than organizing content for future re-
trieval [93]. Laniada and Mika have defined metrics to characterize hashtags with

47
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respect to four dimensions: frequency, specificity, consistency, and stability over
time [109]. The combination of measures can help assessing hashtags as strong
representative identifiers. Miles explored the retrieval of hashtags for recommenda-
tion purposes and introduced a method which considers user interests in a certain
topic to find hashtags that are often applied to posts related to this topic [59]. Our
research goes beyond hashtags as we extract and analyze semantics of microposts,
which allows for a more comprehensive understanding of users’ preferences.

To overcome the shortness of microposts, some research efforts have been made
to explore external resources to further enrich the semantics of microblogging ac-
tivities. Stankovic et al. map microposts to conference talks and exploit metadata
of the corresponding research papers to enrich the semantics of single microp-
osts [166]. Jadhav et al. present Twitris, which is a Semantic Web platform that
connects event-related Twitter messages with other media such as Youtube videos
and Google News [94]. In [106], the authors reveal that 85% of trending topics on
Twitter are related to news. Mendes et al. developed Twarql that allows for cap-
turing the semantics of major news events by detecting DBpedia entities from the
content of microposts [129]. TwitterStand also analyzes the Twitter network to cap-
ture tweets that correspond to late breaking news [170]. Such analyses on certain
news events, such as the election in Iran in 2009 [64] or the earthquake in Chile
in 2010 [131], have also been conducted by other researchers. However, analyzing
the feasibility of linking individual microblogging activities with news articles for
enriching and contextualizing the semantics of user activities on Twitter to generate
valuable user profiles for the Social Web – which is discussed in this chapter – has
not been researched yet.

While the content of microposts can be objective in nature, it can also reflect
emotions of individuals such as happiness or sadness. There has been a large amount
of research that focus on detecting sentiment in user-generated online content like
movie reviews [142]. Sentiment analysis over microblogging streams offers a num-
ber of possibilities to monitor a public’s feelings as well as individual users’ opin-
ions about various topics such as trending news, products or events [40, 76, 176]. Go
et al. introduce an approach for automatically classifying the sentiment of individual
microposts as either positive or negative with respect to a query term [76]. In [55],
authors analyze the microblogging streams to determine debate performance of the
two candidates. Castellanos et al. present a system that allows for analyzing the
evolution of sentiment in microblogging activities for a given topic or event [40]. In
comparison to these applications that aim for monitoring and detecting the publics’
feeling, we, in this chapter, investigate how to exploit emotions in the microblogging
activities for modeling individual users’ preferences and behavior. Furthermore,
most research work has focused on analyzing only positive and negative sentiment.
Such binary classification may miss important nuances in emotional states [51]. For
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example, Happy and Grateful are both positive sentiments, but express two differ-
ent emotional states. In this chapter we explore a set of more fine-grained emotional
states to better grasp the human emotions expressed in the microblogging activities
for individual users.

In this chapter, we will investigate how to model and learn the semantics of
individual microblogging activities and answer the following research questions.

• How can we correlate microblogging activities with external Web resources
in order to better understand the meaning of the microposts?

• How can we mine and exploit sentiment that is expressed in the microposts
for semantic enrichment of microblogging activities?

• Which strategy allows for the highest accuracy for (i) correlating external
Web resources with microposts and (ii) inferring the sentiment of microposts?

• How does the semantic enrichment impact the characteristics and quality of
microblogging-based user profiles?

We will first in Section 4.2 introduce and evaluate the strategies for linking indi-
vidual microblogging activities to external Web resources. We will further analyze
the impact of exploiting linkage on the characteristics and quality of constructed
user profiles. In Section 4.3 we will present an approach for identifying emotions
from microposts and analyze the user profile construction based on the identified
emotions.

4.2 Exploitation of Linkage for Microblogging-based User
Modeling

Given the shortness of microposts, automatically inferring the semantic meaning of
microblogging activities is a non-trivial problem. For example, posts such as “Inter-
esting: http://bit.ly/iajV21 #politics” or “@nytimes this makes me scared” are even
for humans difficult to understand without knowing the context. However, by fol-
lowing the links one can explore this context and grasp the semantics of the tweets.
Many Twitter activities are related to news events. According to Kwak et al. more
than 85% of trending topics in Twitter are related to news [106]. This observation
motivates our idea of linking microposts with news articles to automatically cap-
ture and enrich the semantics of microblogging activities. Such relations between
microposts and news further allow for capturing user interests regarding trending
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Figure 4.1: Generic architecture for linking tweets with news articles and construct-
ing user profiles.

topics and support applications that require recent user interests like recommender
systems for news or other fresh items.

Figure 4.1 visualizes the components of our approach for constructing user pro-
files with rich semantics based on Twitter posts. We relate Twitter messages with
news articles and exploit the content of both tweets and news articles to derive the
semantics of the users’ microblogging activities. Therefore, we aggregate individ-
ual posts of Twitter users as well as news articles published by mainstream media
such as CNN, BBC, or New York Times and propose the following components.

Linkage. The challenge of linking tweets and news articles is to identify those ar-
ticles a certain Twitter message refers to. Sometimes, users explicitly link to
the corresponding Web sites, but often there is no hyperlink within a Twitter
message, which requires more advanced strategies. In Section 4.2.1 we intro-
duce and evaluate different strategies that allow for the discovery of relations
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between tweets and news articles.

Topic Modeling. Given the content of tweets and news articles, another challenge
is to extract valuable semantics from the textual content. Further, when pro-
cessing news article Web sites an additional challenge is to extract the main
content of the news article. While RSS facilitates aggregation of news ar-
ticles, the main content of a news article is often not embedded within the
RSS feed, but is available via the corresponding HTML-formatted Web site.
These Web sites contain supplemental content (boilerplate) such as naviga-
tion menus, advertisements or comments provided by readers of the article.
To extract the main content of news articles we use BoilerPipe [101], a library
that applies linguistic rules to separate main content from the boilerplate.

In order to support user modeling and personalization it is important to –
given the raw content of tweets and news articles – distill topics and extract
entities users are concerned with. As introduced in Section 3.2.1, we therefore
utilize Web services provided by OpenCalais, which allow for the extraction
of entities such as people, organizations or events and moreover assign unique
URIs to known entities.

The connections between the semantically enriched news articles and Twitter
posts enable us to construct a rich RDF graph that represents the microblog-
ging activities in a semantically well-defined context.

User Modeling. Based on the RDF graph which connects Twitter posts, news arti-
cles, related entities and topics, we analyze user modeling strategies that are
presented in Chapter 3, which create semantically rich user profiles describing
different facets of the users (see Section 4.2.3).

Figure 4.2 further illustrates our generic solution by means of an example taken
from our dataset: a user is posting a message about the election of the sportsman of
the year and states that she supports Francesca Schiavone, an Italian tennis player.
The Twitter message itself just mentions the given name francesca and indicates
with a hashtag (#sport) that this post is related to sports. Hence, given just the text
from this Twitter message it is not possible to automatically infer that the user is
concerned with the tennis player. Given our linkage strategies, one can relate the
Twitter message with a corresponding news article published by CNN, which de-
tails on the SI sportsman election and Francesca Schiavone in particular. Entity
and topic recognition reveal that the article is about tennis (topic:Tennis) and Schi-
avone’s (person:Francesca Schiavone) success at French Open (event:FrenchOpen)
and therewith enrich the semantics which can be extracted from the Twitter message
itself (topic:Sports).
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Figure 4.2: Example of linking tweets with news articles and constructing user pro-
files.

4.2.1 Linkage Discovery Strategies

The key idea of our approach to enrich the semantics of Twitter messages is based
on relating individual tweets to news articles so that semantics extracted from news
articles can be applied to clarify the meaning of tweets. In this section we introduce
different strategies for linking Twitter posts with news articles that provide details
on these posts. To evaluate the impact of these strategies on the semantic enrichment
of Twitter posts we conduct an analysis on a large dataset gathered from Twitter and
major news publishing Web sites.

The strategies, which we propose to find correlations between Twitter posts and
external news resources, can be divided into URL-based strategies, which exploit in-
teraction patterns and hyperlinks mentioned in tweets, and content-based strategies,
which exploit the content of tweets and news articles. In the following definitions,
T denotes the set of all tweets available in our dataset while N refers to the set of
news articles that we collected from Web sites of mainstream news publishers.
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URL-based Strategies

URLs (mostly short URLs shortened by services such as bit.ly) that are contained
in tweets can be considered as indicators for news-related tweets. In particular, if a
tweet contains a URL that points to an external news resource, there is a very high
possibility that this tweet is closely related to the linked resource. Based on this
principle we defined two URL-based strategies.

Definition 2 Strict URL-based strategy If a Twitter post t ∈ T contains at least one
URL that is from certain mainstream news publishers and links to a news article
n ∈ N, then we consider t and n as related: (t,n) ∈ Rs, where Rs ⊆ T ×N.

For this strategy, we select BBC, CNN and the New York Times as the set of
mainstream news publishers and apply URL-patterns to discover the corresponding
tweets that point to news articles on these Web sites. N refers to the set of news
articles from these threes mainstream news publishers. A potential drawback of the
strict URL-based strategy is that it will miss relevant relations for Twitter messages
that contains no URL. For example, if a user replies to a Twitter message that is
according to the strict URL-based strategy related to a news article n then this reply
message might be related to n as well. Based on this idea, we define a second
URL-based strategy that is more flexible than the first one.

Definition 3 Lenient URL-based strategy If a tweet tr ∈ T is a reply or re-tweet
from another tweet t ∈ T , which contains at least one URL that is linked to a news
article n ∈ N authored by a mainstream news publisher, then we consider both tr
and t as being related to n: (tr,n) ∈ Rl,(t,n) ∈ Rl , where Rl ⊆ T ×N.

Hence, the lenient URL-based strategy extends the strict strategy with tweets
that were published as part of an interaction with a tweet that is according to the
strict strategy news-related so that Rs ⊆ Rl .

Content based Strategies

As tweets do not necessarily contain a URL, we propose another set of strategies
that exploit the content of tweets and news articles to connect tweets with news.
For example, the Twitter post about Francesca Schiavone in Figure 4.2 should be
linked to the corresponding news article even though the tweet does not have a URL
directly pointing to the article. We thus propose three further strategies that analyze
the content of Twitter posts to allow for linkage between Twitter activities and news
articles.
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Definition 4 Bag-of-Words Strategy Formally, a Twitter post t j ∈ T can be repre-
sented by a vector~t = (α1,α2..αm) where αi is the frequency of a word i in t and m
denotes the total number of words in t. Each news article n ∈ N is also represented
as a vector ~n = (β1,β2..βk) where βi is the frequency of a word i in the title of the
news article n and k denotes the total number of words in n.

The bag-of-word strategy relates a tweet t with the news article n, for which the
T F× IDF score is maximized: (t,n) ∈ Rb, where Rb ⊆ T ×N.

The bag-of-words strategy thus compares a tweet t with every news article in N
and chooses the most similar ones to build a relation between t and the correspond-
ing article n. T F× IDF is applied to measure the similarity. Given a Twitter post t
and a news article n, the term frequency T Fi of a term i (with αi > 0 in the vector
representation of t) is βi, i.e. the number of occurrences of the word i in n. And
IDFi, the inverse document frequency is defined as follows.

IDFi = 1+ log(
|N|

|{n ∈ N : βi > 0}|+1
) (4.1)

where |{n ∈ N : βi > 0}| is the number of news articles, in which the term i appears.
Given a tweet and a set of news articles, we rank the tweet-news pairs by calculating
the similarity between between the tweet t and a news article n as follows.

sim(t,n) =
m

∑
i=1

T Fi · IDFi (4.2)

Given a ranking according to the above similarity measure, we select top ranked
tweet-news pairs as candidates for constructing a valid relation. Following the re-
altime nature of Twitter, we also add a temporal constraint to filter out these candi-
dates, for which the publishing date of the Twitter message and news article differs
more than two days.

The bag-of-words strategy treats all words in a Twitter post as equally important.
However, in Twitter, hashtags can be considered as special words that are important
features to characterize a tweet [109]. For news articles, some keywords such as
person names, locations, topics, etc. are also good descriptors to characterize a
news article. Conveying these observations, we introduce hashtag-based and entity-
based strategies for discovering relations between tweets and news articles. These
strategies follow the idea of the bag-of-words strategy (see Definition 4) and differ
in the way of representing news articles and tweets.

Definition 5 Hashtag-based strategy The hashtag-based strategy represents a Twit-
ter post t ∈ T via its hashtags: ~h = (α1,α2..αm), where αi is the number of occur-
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rences of a hashtag i in t and m denotes the total number of hashtags in t.

The hashtag-based strategy relates a tweet t (represented via its hashtags) with
the news article n, for which the T F × IDF score is maximized: (t,n) ∈ Rh, where
Rh ⊆ T ×N.

While the hashtag-based strategy thus varies the style of representing Twitter
messages, the entity-based strategy introduces a new approach for representing news
articles.

Definition 6 Entity-based strategy Twitter posts t ∈ T are represented by a vector
~t = (α1,α2..αm) where αi is the frequency of a word i in t and m denotes the total
number of words in t. Each news article n ∈ N is represented by means of a vector
~n = (β1,β2..βk), where βi is the frequency of an entity within the news article, i is
the label of the entity and k denotes the total number of distinct entities in the news
article n.

The entity-based strategy relates the Twitter post t (represented via bag-of-
words) with the news article n (represented via the labels of entities mentioned in
n), for which the T F× IDF score is maximized: (t,n) ∈ Re, where Re ⊆ T ×N.

Entities are extracted by exploiting OpenCalais (see Section 3.3). For the hashtag-
and entity-based strategies, we thus use Equation 4.2 to generate a set of candidates
of related tweet-news pairs and then filter out these pairs, which do not fulfill the
temporal constraint that prescribes that the tweet and news article should be pub-
lished within a time span of two days. Such temporal constraints may reduce the
recall but have a positive effect on the precision as we will see in our analysis below.

4.2.2 Evaluation of Linkage Discovery

To analyze the impact of the strategies on semantic enrichment of Twitter posts, we
evaluate the performance of the strategies with respect to coverage and precision
based on a large data corpus which we crawled from Twitter and three major news
media sites: BBC, CNN and New York Times.

Data Collection and Characteristics

Over a period of three weeks we crawled Twitter information streams via the Twitter
streaming API. We started from a seed set of 56 Twitter accounts (Un), which are
maintained by people associated with one of the three mainstream news publishers,
and gradually extended this so that we finally observed the Twitter activities of
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Figure 4.3: Number of tweets per user u ∈ Uu as well as the number of interac-
tions (re-tweeting or reply activities) with Twitter accounts maintained
by mainstream news media.

48,927 extra users (Uu), who are not explicitly associated with BBC, CNN or the
New York Times. The extension was done in a snowball manner: we added users to
Uu, who interacted with another user u ∈Un∪Uu. The 56 Twitter accounts closely
related to mainstream news media enable publishers of news articles to discuss their
articles and news events with the Twitter audience. For the 48,927 casual users
we crawled all Twitter activities independently whether the activity was part of an
interaction with the Twitter accounts of the mainstream news media or not. In total
we thereby obtained more than 3.3 million tweets.

Figure 4.3 shows the number of tweets per user and depicts how often these
users interacted with a Twitter account associated with mainstream media. The
distribution of the number of tweets per user shows a power-law-like distribution.
For many users we recorded less than 10 Twitter activities within the three week
observation period. Less than 500 users were highly active and published more than
1000 tweets. Further, the majority (more than 75%) of users interacted only once
with a news-related user u ∈Un. We observed only nine users, who re-tweeted or
replied to messages from news-related users more than 100 times and identified one
of these users as spam user, who just joined the discussion to promote Web sites.

To connect tweets with news articles, we further crawled traditional news media.
Each of the three mainstream news publishers (BBC, CNN, and New York Times)
also provides a variety of news channels via their Web site. These news channels
correspond to different news categories such as politics, sports, or culture and are
made available via RSS feed. We constantly monitored 63 different RSS feeds
from the corresponding news publishers and crawled the main content as well as
supplemental metadata (title, author, publishing data, etc.) of more than 44,000
news articles.
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Figure 4.4: Precision of different strategies for relating tweets with news articles.

Experimental Results

In order to evaluate the accuracy of the different strategies for relating tweets with
news articles, we randomly selected tweet-news pairs that were correlated by a
given strategy and judged the relatedness of the news article and the tweet mes-
sage on a scale between 1 (“not related”) and 4 (“perfect match”), where 2 means
“not closely related” and 3 denotes “related” tweet-news pairs. For example, given a
Twitter message about Francesca Schiavone’s victory at the French Open 2010, we
considered news articles that report about this victory as a “perfect match” while
news articles about Francesca Schiavone, for which this victory is not the main
topic but just mentioned as background information were considered as “related”.
In total, we judged 1427 tweet-news pairs where each of the strategies depicted in
Figure 4.4 was judged at least 200 times. For 85 pairs (5.96%) we were not able to
decide whether the corresponding Twitter posts and the news article are related. We
considered these pairs as “not related” and tweet-news relations, which were rated
at least with 3 as truly related.

Given this ground truth of correct tweet-news relations, we compare the preci-
sion of the different strategies, i.e. the fraction of correctly generated tweet-news
relations. Figure 4.4 plots the results and shows that the URL-based strategies per-
form best with a precision of 80.59% (strict) and 78.8% (lenient) respectively. No-
tice that the precison of URL-based strategies is not 100%. We observe that for some
tweets-news pairs discovered via URL-based strategies, although the tweets contain
(shortened) URLs pointing to news articles, the content of news articles is not re-
lated to the Twitter messages themselves. The naive content-based strategy, which
utilizes the entire Twitter message (excluding stop-words) as search query and ap-
plies TFxIDF to rank the news articles, performs worst and is clearly outperformed
by all other strategies. It is interesting to see that the entity-based strategy, which
considers the publishing date of the Twitter message and news article, is nearly as
good as the lenient URL-based strategy and clearly outperforms the hashtag-based
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Figure 4.5: Number of tweets per user according to the different strategies related
to news articles.

strategy, which uses the temporal constraints as well. Even without considering
temporal constraints, the entity-based strategy results in higher accuracy than the
hashtag-based strategy. We conclude that the constellation/set of entities mentioned
in a news article and Twitter message correspondingly, i.e. the number of shared
entities, is a good indicator of relating tweets and news articles.

Figure 4.5 shows the coverage of the strategies, i.e. the number of tweets per
user, for which the corresponding strategy found an appropriate news article. The
URL-based strategies, which achieve the highest accuracy, are very restrictive: for
less than 1000 users the number of tweets that are connected to news articles is
higher than 10. The coverage of the lenient URL-based strategy is clearly higher
than for the strict one, which can be explained by the number of interactions with
Twitter accounts from mainstream news media (see Figure 4.3). The hashtag-based
and entity-based strategies even allow for a far more higher number of tweet-news
pairs. However, the hashtag-based strategy fails to relate tweets for more than 79%
of the users, because most of these people do not make use of hashtags. By contrast,
the entity-based strategy is applicable for the great majority of people and, given that
it showed an accuracy of more than 70% can be considered as the most successful
strategy.

Combining all strategies results in the highest coverage: for more than 20% of
the users, the number of tweet-news relations is higher than 10. In the next section
we will show that given these tweet-news relations we can create rich profiles that
go beyond the variety of profiles, which are just constructed based on the tweets of
the users.
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4.2.3 Analyzing User Profile Construction based on Linkage Discovery

Based on the linkage of Twitter activities with news articles, we can exploit the
semantics embodied in the news articles to create and enrich user profiles. In this
section, we first present approaches for user modeling based on Twitter activities
and then analyze the impact of exploiting related news articles for user profile con-
struction in Twitter.

User Modeling Strategies

In Chapter 3, we proposed several possibilities to model the topics of interests for
individual users. In this study we focus on two types of profiles: entity-based and
category-based profiles. An entity-based profile models a user’s interests for a given
set of entities such as persons, organizations, or events and can be defined as follows.

Definition 7 (Entity-based profile) The entity-based profile of a user u ∈ U is a
set of weighted entities where the weight of an entity e ∈ E is computed by a certain
strategy w with respect to the given user u.

P(u) = {(e,w(u,e))|∀e ∈ E}

w(u,e) is the weight that is associated with an entity e for a given user u. E and
U denote the set of entities and users respectively.

In Twitter, a naive strategy for computing a weight w(u,e) is to count the number
of u’s tweets that refer to the given entity e. |P(u)| depicts the number of distinct
entities that appear in a profile P(u). While entity-based profiles represent a user in a
detailed and fine-grained fashion, category-based profiles describe a user’s interests
for categories such as sports, politics or technology that can be specified analogously
(see Definition 8).

Definition 8 (Category-based profile) The category-based profile PT (u) of a user
u ∈U is a set of weighted categories where the weight of a category is computed by
a certain strategy with respect to the given user u.

From a technical point of view, both types of profiles specify the interest of a
user into a certain URI, which represents an entity or category respectively. Given
the URI-based representation, the entity- and category-based profiles become part
of the Web of Linked Data and can therewith not only be applied for personaliza-
tion purposes in Twitter (e.g., recommendations of tweet messages or information
streams to follow) but in in other systems as well. For the construction of entity-
and category-based profiles we consider and compare the following two strategies.
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Figure 4.6: Comparison between tweet-based and news-based user modeling
strategies for creating (a) entity-based profiles and (b) category-based
profiles.

Tweet-based The tweet-based baseline strategy constructs entity- and category-
based user profiles by considering only the Twitter messages posted by a user,
i.e. the first step of our user modeling approach depicted in Figure 4.1 is omit-
ted so that tweets are not linked to news articles. Entities and categories are
directly extracted from tweets using OpenCalais. The weight of an entity
corresponds to the number of tweets, from which an entity was successfully
extracted, and the weight of a category corresponds to the number of tweets,
which were categorized with the given category.

News-based The news-based user modeling strategy applies the full pipeline of
our architecture for constructing the user profiles (see Figure 4.1). Twitter
messages are linked to news articles by combining the URL-based and entity-
based (with temporal restrictions) strategies introduced in Section 4.2.1 and
entities and categories are extracted from the news articles, which have been
linked with the Twitter activities of the given user. The weights correspond
again to the number of Twitter activities which relate to an entity and category
respectively.

Our hypothesis is that the news-based user modeling strategy, which benefits
from the linkage of Twitter messages with news articles, creates more valuable pro-
files than the tweet-based strategy.

Analysis and Evaluation

To validate our hypothesis we randomly selected 1000 users (from Uu) and applied
both strategies to create semantic user profiles from their Twitter activities. Fig-
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Figure 4.7: Comparison between tweet-based and news-based user modeling
strategies with respect to (a) the variety of facet types available in the
user profiles (example facet types: person, event, location, product) and
(b) number of distinct hash tags and entities per profile.

ure 4.6 compares the number of distinct entities and categories available in the cor-
responding profiles (|P(u)|). Even though the number of Twitter activities, which
can be linked to news articles, is smaller than the total number of Twitter activities
of a user (cf. Fig. 4.3, Fig. 4.5), the number of entities and categories available in
the profiles generated via the news-based strategy is higher than for the tweet-based
approach. Regarding the entity-based profiles this difference is higher than for the
category-based profiles, because each Twitter message and news article is usually
categorized with one category at most whereas for the number of entities there is
no such limit. News articles provide much more background information (a higher
number of entities) than Twitter messages and thus allow for the construction of
more detailed entity-based user profiles.

Further, the variety of the entity-based profiles generated via the news-based
strategy is much higher than for the tweet-based strategy as depicted in Figure 4.7(a).
For the tweet-based strategy, more than 50% of the profiles contain just less than
four types of entities (mostly persons and organizations) while for the news-based
strategy more than 50% of the profiles reveal interests in more than 20 types of
entities. For example, they show that users are – in addition to persons or organi-
zations – also concerned with certain events or products. The news-based strategy,
i.e. the complete user construction pipeline proposed in Figure 4.2, thus allows for
the construction of profiles that cover different facets of interests which increases
the number of applications that can be built on top of our user modeling approaches
(e.g., product recommendations).

Related research stresses the role of hashtags for being valuable descriptors [59,
93, 109]. However, a comparison between hashtag-based profiles and entity-based
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profiles created via the news-based strategy shows that for user modeling on Twit-
ter, hashtags seem to be a less valuable source of information. Figure 4.7(b) reveals
that the number of distinct hashtags available in the corresponding user profiles is
much smaller than the number of distinct entities that are discovered with our strat-
egy, which relates Twitter messages with news articles. Given that each named
entity as well as each category of an entity- and category-based user profile has a
URI, the semantic expressiveness of profiles generated with the news-based user
modeling strategy is much higher than for the hashtag-based profiles. In Chapter 6,
we will further investigate the impact of different user modeling strategies on the
characteristics of constructed user profiles and the performance of personalized rec-
ommendations.

4.3 Exploitation of Emotion for Microblogging-based User
Modeling

In the previous section, we analyzed methods for linking microposts with external
Web resources so that content from those external resources can be used to better un-
derstand the (semantic) meaning of microposts. Semantically meaningful concepts
are extracted via existing tools like OpenCalais to model the topics of interests for
individual users. On the one hand, such concepts, which are mostly objective, reveal
the facts (e.g., persons, locations and events) in the content of microposts. On the
other hand, microblogging services like Twitter are increasingly used by people to
share personal emotions and opinions on topics of interests. For example, given the
following microposts published by two individual users:

Awesome, love the new released iPad #apple #excited.

No video camera on iPad :-( http://bit.ly/cnlBJZ #disappointed.

By extracting relevant concepts from the textual content, we may infer that these
two users share a similar topic of interests (iPad). However, further examining the
emotions in the microposts reveals that the two users apparently expressed differ-
ent opinions on the same topic. While the positive opinion expressed in the first
micropost indicates that the user has a keen interest in iPad, the second piece of
text expresses clearly the user’ negative opinion on the same product. Understand-
ing emotions is beneficial for better modeling users’ preferences and behavior in the
microblogging sphere. However, the shortness of microposts and informal language
used in the text make it challenging to identify emotions in the microblogging ac-
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tivities. In this section we investigate strategies that exploit emotions expressed in
the microposts for further enrichment of microblogging activities. Therefore, we

• propose an approach which utilizes conventional markers such as hashtags
and emoticons to automatically label emotions in large Twitter datasets,

• explore and evaluate a variety of features to identify human emotions in mi-
croblogging streams, and

• investigate the characteristics of emotion-based user profiles that are inferred
based on microblogging activities.

4.3.1 Emotions in Microposts

The classification of human emotions has been addressed by the research in psy-
chology. For example, Ekman propose six-basic emotion classes including happy,
sad, anger, fear, surprise, and disgust, as being common across cultures [60]. Ear-
lier research efforts explored methods to identify positive and negative sentiments
expressed in social media data such as product reviews [143] or blog posts [77].
However, such binary classification may miss the rich diversity of human emotions
which are revealed in microblogging activities. Some research initiatives exploit
more fined-grained classification of emotions on microblogging data. Purver et al.
conducted experiments to classify Twitter messages into the six-basic emotions as
mentioned above [150]. In [180], Wang et al. propose one more basic emotion,
grateful, which is not covered by Ekman’s classification. By manually checking a
set of randomly picked tweets, we further added three more emotion classes, which
are grateful, like and dislike, to Ekman’s basic emotion classes. Therefore, we use
an extended set of Ekman’s basic emotions. which includes 9 types of emotions in
total, and thus interpret the task of emotion identification as multi-class classifica-
tion problem.

In order to generate groundtruth for evaluating the performance of emotion clas-
sification experiments, we created a collection of Twitter messages which are la-
beled with a set of emotion classes. Given the dataset described in Section 4.2,
we selected a sample of 1619 active Twitter users, who have published at least 20
posts in the previous dataset, and further crawled their Twitter activities for another
2 months. In total we thereby obtained more than 4 million microblogging activi-
ties. For such a large amount of Twitter data, it’s impossible to manually label all
the messages. Therefore, we propose an approach that utilize conventional markers
including hashtags, emoticons and Internet slang words to automatically label all
Twitter messages in our dataset with a set of predefined emotion classes. Table 4.1
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emotion class conventional markers

Happy :-) :) ;-) :D :d :P 8) lol haha #happy #happiness
Sad :-( :( ;-( :-¡ :( #sad #sadness

Anger :-@ :@ #angry #anger
Fear :— :-o :-O #scared #fear

Surprise :s :S omg wow #surprised #surprise
Disgust :$ +o( #disgusted #disgust

Like like #love #enjoy
Dislike don’t like terrible
Grateful thankful thank

Table 4.1: Conventional markers used to label emotion in microposts

lists the conventional markers used for automatically labeling tweets. We created
a list of emoticons and hashtags based on a previous study conducted by Purver et
al. [150], where the authors concluded that such conventional markers are reliable
in labeling emotions in Twitter messages. De Choudhury et al. conducted a user
study via Amazon Mechanical Turk1, which shows that using affective words as
hashtags (e.g, #happy) captures users’ emotions with an accuracy of 83% [51]. Ad-
ditionally, By examining the aforementioned set of randomly selected tweets, we
further observed that some popular Internet slang words (e.g., ’lol’, ’omg’) can also
be considered as labels of some emotion classes (see Table 4.1).

By utilizing a set of conventional markers listed in Table 4.1, we processed
our Twitter data to automatically label the Twitter messages with predefined nine
emotion classes. Several filtering heuristics were developed to help with the labeling
process. We removed all URLs and user names in the Twitter messages before we
started labeling these tweets. We also discarded tweets that contain less than five
words, since they may not provide sufficient context to infer emotions as well as
users’ preferences. In the end, we collected 248,491 labeled tweets, which were
published by 1,537 users, from more than 4 million microposts.

4.3.2 Emotion Classification Strategies

Given the labeled Twitter dataset, we conducted experiments on identifying emo-
tions in Twitter messages by exploiting user-level features. Our assumption is that
individual users’ topics of interests are associated with different emotion classes and
can thus be used to identify emotions expressed in Twitter messages. Therefore, we
propose a user modeling approach that allows for generating emotion-based user
profiles that reflect individual users’ interests which are associated with various

1https://www.mturk.com
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emotion facets. The generic model of emotion-based user profiles is specified in
Definition 9.

Definition 9 Emotion-based User Profile The emotion-based profile P(u,e) of a
user u ∈U represents the user’s interests for a specific emotion e ∈ E. P(u,e) is a
set of weighted concepts where with respect to the given user u for a topic ce ∈Ce

its weight w(u,c) is computed by a certain weighting function w.

P(u,e) = {(ce,w(u,ce))|∀ce ∈Ce} (4.3)

Here, U denote the set of users. Ce denotes the set of topics derived from the Twitter
messages that are labeled as emotion class e. With ~p(u,e) we refer to P(u,e) in its
vector space model representation and the values of all elements in that vector are
normalized to make the sum of values to 1.

According to Definition 9, one has to decide what kind of concepts c ∈Ce are
used to model topics of interests. In Chapter 3, we already investigated differ-
ent topic modeling strategies for inferring users’ preferences from microblogging
streams. In this section we employ three of them to construct the emotion-based
user profiles: hashtag-, category-, and entity-based topic modeling strategies. While
the category-based and entity-based strategies allow for the generation of semanti-
cally meaningful user profiles, they may suffer from sparsity problem for construct-
ing emotion-based user profiles due to the amount of Twitter messages that express
emotions. In Section 4.2, we use OpenCalais which is capable of extracting named
entities such as people and location from microposts. We also showed that the
named entity extraction is beneficial for linking microposts to relevant external Web
resources. In this section, we try to analyze more generic topics that users expressed
in emotional microposts. Therefore, we further developed two more strategies for
modeling topics of a user’s interests: WordNet-based topic modeling and synset-
based topic modeling. Both strategies utilize WordNet [137], which is a large lex-
ical database of English, for constructing user profiles based on WordNet concepts
extracted from Twitter messages. For the WordNet-based topic modeling strategy,
we first clean the text of Twitter messages by removing URLs and common English
stop words and then tonkenize each Twitter message into single words as queries
for searching the WordNet database. Only the nouns and adjectives are used to
model the topics that a user is interested in. WordNet also grounds words into set of
synonyms called synsets. Therefore, each synset consists of a list of semantically
related words. Given the topics represented using the nouns and adjectives that
are found via the WordNet-based topic modeling strategy, the synset-based topic
modeling strategy further uses the synonyms in their synsets to model the topics of
interests for individual users.
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hashtag category entity Wordnet synset mixed all
Correctly Classified Instances 43.17% 43.03% 44.53% 64.19% 58.33% 62.04% 70.24%
Kappa statistic 0.0030 0 0.031 0.4332 0.3279 0.3927 0.5337
Mean absolute error 0.1492 0.1477 0.1485 0.1224 0.1371 0.124 0.0981
Root mean squared error 0.2731 0.2717 0.2725 0.2443 0.2609 0.2467 0.2179

Table 4.2: Summary for classification of emotions.

Based on the dataset described in Section 4.3.1, we construct different types
of user profiles that differ with respect to the strategy for modeling topics of in-
terests: hashtag-, category-, entity-, WordNet- and synset-based. Our main goal is
to investigate the impact of different topic modeling strategies on the performance
of emotion classification experiments. We thus use logistic regression [84] as the
classifier in our experiments and compare the performance of classification by us-
ing various feature sets. For training the classifier, we extract features based on the
similarity between Twitter messages and emotion-based user profiles. More specifi-
cally, given a tweet t published by a user u, we create the emotion-based user profile
P(u,e) of user u for a emotion class e using certain topic modeling strategy. Given a
specific topic modeling strategy, we then generate for each user in our dataset nine
emotion-based user profiles for the predefined emotion classes respectively (see Ta-
ble 4.1). The tweet profile P(t) is constructed with the same topic modeling strategy.
For each pair of tweet profile P(t) and a emotion-based profile P(u,e), we calculate
the cosine similarity between P(t) and P(u,e) as follows:

simcosine(~p(u,e),~p(t)) =
~p(u,e) ·~p(t)

||~p(u,e)|| · ||~p(t)||
(4.4)

Here p(t) denotes the vector space representation of tweet profile P(t), which is
constructed via the same set of concepts as in user profile P(u,e). To construct the
user profiles as well as the tweet profiles, we apply the term-frequency weighting
scheme, where the weight of a topic in a profile is determined by the number of
occurrences of this topic (cf. Section 3.2.4). Based on different topic modeling
strategies, we built a set of feature extractors that generate different types of features
including: (i) hashtag-based, (ii) category-based, (iii) entity-based, (iv) wordnet-
based and (v) synset-based. Throughout, all the labels were removed before feature
extraction in the classification experiments, i.e. labels were not used as features.

4.3.3 Evaluation of Emotion Classification

We conducted the classification experiments using Weka [84]. The performance of
emotion classification was evaluated using 10-fold cross-validation and is summa-
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Class TP Rate FP Rate Precision Recall F1 ROC Area
Happy 0.800 0.371 0.546 0.800 0.649 0.744
Sad 0.194 0.003 0.489 0.194 0.278 0.890
Anger 0.141 0.003 0.447 0.141 0.215 0.887
Fear 0.256 0.003 0.621 0.256 0.363 0.891
Surprise 0.070 0.005 0.399 0.070 0.120 0.838
Disgust 0.015 0.000 1.000 0.015 0.029 0.726
Like 0.735 0.163 0.773 0.735 0.753 0.860
Dislike 0.244 0.005 0.533 0.244 0.334 0.904
Grateful 0.212 0.011 0.686 0.212 0.324 0.827
Weighted Avg. 0.642 0.205 0.651 0.642 0.615 0.817

Table 4.3: Detailed results for classification of emotion with WordNet-based fea-
ture.

rized in Table 4.2. We explore five different types of profiles (hashtag-, category-,
entity-, WordNet- and synset-based) to extract features from Twitter messages. Us-
ing WordNet-based feature for the training, the classifier achieves an accuracy that
equals to 64.19%, which is clearly higher than the classifier trained using features
based on hashtag-based, category-based or entity-based profiles. In comparison
to the WordNet-based feature, the synset-based feature, which utilize the WordNet
synsets to further enrich the semantics of microposts, does not increase the accu-
racy of the classifier. The results show that the classifier using synset-based feature
achieves 58.33% accuracy, which is lower than the WordNet-based feature, but still
significantly outperforms the hashtag-, category-, and entity-based features. Using
the hashtag-based feature, which is extracted based on the syntactic characteristics
of Twitter messages, the classifier only achieves 43.17% accuracy. The accuracy of
the classifier using the category-based feature achieves the lowest accuracy. By ex-
tracting more semantics from tweets to construct the user profiles and tweet profiles,
the entity-based feature slightly improves the performance of classifier, achieving
an accuracy that equals to 44.53%. Combining all features, the classifier achieves
the highest accuracy (70.2%). We further evaluated the classifier using the mixed
profiles where all the five types of topics, ranging from hashtags to Wordnet synsets,
are utilized to construct the user profiles. The results reveal that the features based
on such mixed profiles does not increase the performance of emotion classification.
Instead, it is more valuable to construct the features based on separate topic model-
ing strategies.

In Table 4.3, we further show the detailed accuracy by class from the classifier
using WordNet-based feature. The performance of classification varies very much
in types of emotion. The Like class has the best performance with respect to F1

measure. We observed that the classifier obtains very good results for the predic-
tion of Like instances, achieving the highest Precision score and the second highest
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type of emotion proportion of posts

Happy 42.16%

Sad 4.63%

Anger 4.14%

Fear 5.47%

Surprise 7.32%

Disgust 0.22%

Like 12.17%

Dislike 6.32%

Grateful 17.57%

Table 4.4: Emotion expressed in overall posts.

Recall score across the classes. An F1 measure equivalent to 0.753 illustrates that
specially for the Like class the classifier obtains a good balance for the precision-
recall tradeoff. The Happy class, which is also a positive emotion, is ranked second
best class with respect to F1 (0.649). Furthermore, the F1 score of the Disgust class
is only 0.029. Note that the Disgust class has the least number of instances in our
dataset. Both the user profiles and tweet profiles for this class tend to be very sparse,
which might make it difficult to extract useful features since all the features are ex-
tracted by calculating the similarity between user profiles and tweet profiles. Ad-
ditionally, the Recall of the negative emotion classes such as Fear, Dislike is lower
than the positive emotion classes such as Happy and Like. For example, while the
Fear class has higher Precision (0.621) than the Like class (0.546), the Recall of
class Fear is 0.256, much lower than the Recall of class Like (0.8).

4.3.4 Analyzing Emotion-based User Profiles

In Section 4.3.3, we proposed an approach to constructing microblogging-based
user profiles that allows us to model individual users’ interests for different types
of emotions. Based on the Twitter dataset where the Twitter messages have been
labeled with a set of predefined emotion classes (see Section 4.3.1), we conduct an
analysis to investigate the influence of emotions on the characteristics of constructed
emotion-based user profiles.

The first research question investigated in our analysis is to what extent individ-
ual users express different types of emotions in their Twitter messages. Table 4.4
overviews the proportion of Twitter messages that have been labeled as one of nine
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Figure 4.8: Number of distinct emotion facets for individual users

predefined emotion classes. The portion of tweets (42.16%) that have been labeled
as happy is clearly higher than other emotion classes. Only 0.22% of the tweets
express emotion disgust. We consider three types of emotions (happy, like and
grateful) as positive emotions. Table 4.4 shows that 72% of the tweets have been
labeled as positive emotions. Therefore, users tend to post more positive messages
than negative ones on Twitter. In Chapter 5, we will conduct sentiment analysis on
a larger dataset collected from different microblogging platforms to further study
the positive and negative emotions in microposts. To analyze the different types of
emotions revealed in the microposts for individual users, we plotted in Figure 4.8 for
each user in our user sample (1,537 users), the number of distinct emotion classes
labeled in the microposts. More than 80% of users expressed in their Twitter mes-
sages at least four different types of emotions out of nine. In addition, about 11% of
users expressed all the nine types of emotions in their tweets. The results indicate
that users do express emotions of different kinds in the Twitter messages and rich
information can be obtain to construct the emotion-based user profiles.

The second research question to be investigated is how different types of emo-
tions impact the variety of emotion-based user profiles. To answer this question, we
apply entropy to quantify the information embodied in a emotion-based user profile
P(u,e). The entropy of a given emotion-based user profile is computed as follows.

entropy(P(u,e)) = ∑
ce∈Ce

p(ce) · (−log2(p(ce))) (4.5)

where p(ce) denotes the probability that the concept c was utilized by the corre-
sponding user and can be modeled via the weight w(u,ce) of topic ce in the emotion-
based user profile. And using base 2 for the computation of the logarithm can mea-
sure entropy in bits.
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topic user profile A user profile B user profile C

iPad 4 0 2
Garageband 4 0 4
Apple 4 0 5
French Open 0 6 4
Italy 0 3 1
tennis 0 2 4

entropy 1.06 0.99 2.44

Table 4.5: Entropy of example user profiles.
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Figure 4.9: The average entropy of emotion-based user profiles for different types
of emotions

To clarify the meaning of entropy in context of the user profiles, we calcu-
lated the entropy of three example user profiles (see Table 4.5). The entropy of
the example profiles depend on the number of topics that appear in the profiles
and the corresponding frequencies. The user profile A and user profile B both con-
tain three distinct topics. However, the entropy of user profiles A is higher than
the entropy of user profile B, in which the topics appear with different probabil-
ities (e.g., p(FrenchOpen) = 6/11, p(Italy) = 3/11, and p(tennis) = 2/11) in-
stead of being uniformly distributed as in user profile A (e.g., p(iPad) = 4/12,
p(Garageband) = 4/12, and p(Apple) = 4/12). The user profile C, which cov-
ers a rich variety of topics, has the highest entropy.

For each type of emotion, we take the average of entropy of the correspond-
ing emotion-based user profiles (see Figure 4.9). The emotion-based user profiles
constructed for emotion happy bears the highest average entropy (4.59 bits). Note
that 42.16% of the Twitter messages in our dataset are labeled as happy, more than
any other types of emotions (see Table 4.4). We further observed that the average
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Research question Summary of findings

How can we correlate microposts with I The exploitation of URLs in well as content of
external Web resources? microposts allows for relating microposts with with

external Web resources.

How can we exploit emotions expressed I We succeed in labeling emotions expressed in
in microposts for semantic enrichment? microposts by utilizing conventional markers.

Which strategy allows for the highest I The entity-based strategy with temporal constraints
accuracy for (i) correlating microposts achieves the highest accuracy for the linkage discovery.
with Web resources, and (ii) inferring I The entity-, and Wordnet-based strategies outperform
emotions in microposts? other strategies in the emotion classification experiments.

I The exploitation of external resources allows for
How does the semantic enrichment impact constructing more meaningful user profiles.
the characteristics of user profiles? I The emotion-based user profiles allows for better

understanding users’ opinion about various topics.

Table 4.6: Overview on research questions investigated in this chapter.

entropy of user profiles for the positive emotions (e.g, happy, like and grateful) is
higher the negative emotions (e.g, anger, sad dislike). For example, while the aver-
age entropy for emotion happy is 4.12 bits which allows for describing 17 possible
states, for emotion dislike it is only 2.22 bit which could describe 4 possible states.
Thus, the results indicate that the variety of topics in positive user profiles is higher
than in negative user profiles.

4.4 Discussion

To answer the research questions raised at the begining of this chapter, we intro-
duced and evaluated strategies for enriching the semantics of individual microblog-
ging activities. Further, we analyzed the impact of the semantic enrichment on the
quality of user profiles constructed based on microblogging data. We summarize
our findings in Table 4.6.

We presented different strategies that connect microposts with related Web re-
sources and exploit semantics extracted from external Web resources to deduce and
contextualize the semantic meaning of individual Twitter posts. We evaluated our
strategies for linkage discovery in a context of relating tweets to online news arti-
cles. Our evaluation on a large Twitter dataset (more than 3 million tweets posted
by more than 45,000 users) showed that, given the name of entities mentioned in a
news article (such as persons or organizations) as well as the temporal context of
the article, we can relate tweets and news articles with high precision (more than
70%) and high coverage (approx. 15% of the tweets can be linked to news articles).
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In Chapter 3 we hypothesized that the exploitation of external Web resources
creates more valuable user profiles than micropost-only-based strategies (see H2 in
table 3.6).

The analysis conducted in this chapter revealed that the exploitation of tweet-
news relation has significant impact on user modeling and allows for the construc-
tion of more meaningful profiles (more profile facets and more detailed knowledge
regarding user interests/concerns) than user modeling based on tweets only. Seman-
tic enrichment of Twitter user activities based on semantics extracted from news
articles thus leads to meaningful representations of Twitter activities, ready for be-
ing applied in Twitter and other Social Web systems. In Chapter 6, we will further
deepen the investigation of how the profiles constructed by this type of user mod-
eling strategies impact personalization on the Social Web. Given the variety and
recency of the constructed profiles, there are different applications worthwhile to
explore such as Twitter stream and message recommendations, product recommen-
dations or recommending news.

We further exploited the human emotions (e.g., Happy and Sad) expressed in
the microposts to enrich the semantics of microblogging activities. We proposed an
approach for incorporating human emotions into the construction of user profiles
based on microblogging data, which allows us to model individual users’ prefer-
ences for different emotion facets. By utilizing conventional markers such as emoti-
cons and hashtags, we automatically labeled a large Twitter dataset, which consists
of more than 4 million tweets, with a set of fine-grained emotion classes. We con-
ducted emotion classification experiments based on the labeled dataset and applied
various topic modeling strategies to extract features from microblogging activities
for training the classifier. We investigated the impact of different feature extrac-
tion strategies on the performance of emotion classification. The results revealed
that the entity-based and Wordnet-based strategies, which extract rich semantics
from microblogging streams, clearly outperformed the hashtag-based strategy in
the classification experiments. Furthermore, by analyzing the characteristics of user
profiles constructed for different emotion facets, we observed that users express
more positive sentiment (e.g., Like and Happy) than negative sentiment (e.g., An-
gry and Fear) in their microposts. The results of our analysis also indicated that the
emotion-based user profiles differ between different emotion facets. For example,
the variety of positive user profiles is higher than negative profiles. We conclude that
the exploitation of emotions expressed in the microposts allows for better grasping
individual users’ opinions about various topics discussed on the microblogging plat-
forms and therefor offers further semantic enrichment of microblogging activities
for user modeling. In Chapter 5, we will conduct sentiment analysis across different
platforms and languages and further investigate that how sentiment analysis can be
applied to analyze the microblogging behavior for users in different cultural groups.



Chapter 5

Microblogging-based User
Modeling for Culture-aware
Analytics

We have presented a microblogging-based user modeling framework that provides
various strategies for modeling users’ preferences (see Chapter 3) and explored
methods for enriching the semantics of microblogging activities (see Chapter 4).
Given a wide range of design choices featured in our user modeling framework, the
user modeling functionality can be adapted to given circumstances. In this chapter,
we analyze and compare the microblogging behavior between users from different
cultural groups. Such comparative study deliver insights for culture-aware analytics
and therefore allows us to adapt the user modeling functionality to a given cultural
group. The main contributions of this chapter has been published in [68, 69].

5.1 Introduction

Microblogging services allow people to publish, share and discuss short messages
on the Web. Users are enabled to post messages about their daily activities, sub-
scribe to message feeds of other users (following) and propagate individual mes-
sages to their followers (reposting). By analyzing individual microblogging activ-
ities, it is possible to learn about the characteristics, preferences and concerns of
users. Java et al. presented an early attempt to understand the users intentions
in using microblogging services such as Twitter by analyzing the topological and
geographical properties of Twitter’s social network [96]. The authors found four
main types of user intentions on Twitter: daily chatter, conversations, sharing in-

73



74 5. Microblogging-based User Modeling for Culture-aware Analytics

formation and reporting news. Macskassy and Michelson analyzed user behavior
on Twitter and discovered that users often repost (retweet) messages about topics
which are complementary to the topics about which they themselves publish micro-
posts [120]. Furthermore, Naveed et al. discovered that the sentiment expressed in
messages is an important feature for predicting whether a message will get reposted
or not [120].

Many research efforts have been done, which solely focus on Twitter. Yet, there
exists little research on comparing the user behavior across different microblogging
platforms. In China, Sina Weibo1, on which about 100 million messages are posted
each day by more than 300 million users2, is leading the microblogging market since
Twitter is unavailable. Both Sina Weibo and Twitter basically feature the same func-
tionality. For example, both services limit the lengths of microposts to 140 charac-
ters and allow users to organize themselves in a follower-followee network, where
people follow the message updates of other users (unidirectional relationship). Sina
Weibo and Twitter provide realtime access to the microposts via APIs and there-
fore allow for investigating and analyzing interesting applications and functionality
such as recommending popular URLs in Twitter [44] or analyzing trending events
on Sina Weibo [118, 151]. Yu et al. compare popular trending topics on Sina Weibo
with those on Twitter and discover that Twitter trends correlate strongly with news
topics while trends on Sina Weibo are typically related to amusement (e.g. links to
funny videos or stories) [187]. However, Yu et al. only investigate global trends
and do not study individual user behavior. In this chapter, we close this gap and
compare users’ microblogging behavior on Sina Weibo and Twitter. Based on the
user modeling framework and semantic enrichment techniques introduced in the
previous chapters, we conduct—to the best of our knowledge—the first compara-
tive study of the microblogging behavior on Sina Weibo and Twitter and relate our
findings to theories about cultural stereotypes developed in social science.

People’s social behavior is influenced by their cultural values. Cultural differ-
ences across countries have been studied in social science research. Geert Hofstede
conducted a large-scale quantitative study in 74 countries and developed five dimen-
sions, which are power distance, individualism, uncertainty avoidance, masculinity,
and long term orientation, to characterize national culture [91]. Researchers in com-
puter science have applied Hofstede’s cultural dimensions on different topics such
as studying knowledge sharing in virtual communities [11] or generating adaptive
user interface [154]. Research on cultural characteristics of user behavior on the So-
cial Web has also been initiated. For example, Mandl investigates how blog pages,
especially the communication patterns between bloggers and commentators, from

1http://www.weibo.com/
2http://en.wikipedia.org/wiki/Sina Weibo

http://www.weibo.com/
http://en.wikipedia.org/wiki/Sina_Weibo
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China differ from the ones from Germany [121]. Mandl correlates his findings to
cultural dimensions proposed by Geert Hofstede. Chen et al. analyze the tagging be-
havior of two user groups from two popular social music sites in China and Europe
respectively and observe differences between the two cultural groups, e.g. Chinese
users have a smaller tendency to apply subjective tags but prefer the usage of factual
tags [45]. A recent study investigates the influence of national culture on people’s
online scheduling behavior [156]. The results reveal strong correlation between na-
tional culture and people’s scheduling behavioral patterns such as that participants
from collectivist countries (e.g. China, Japan) respond the polls faster and reach
more consensus than highly individualistic countries (e.g. US, the Netherlands). So
far, there exists little knowledge about the differences and commonalities regarding
the microblogging behavior of users from different cultural groups. In this chap-
ter, we conduct a comparative study of microblogging behavior between Chinese
and Western users. We apply techniques including semantic analysis and sentiment
analysis that allows us to investigate not only the meaning of the microposts but also
the users’ opinions revealed in both Chinese and English microposts. Furthermore,
we apply temporal analysis to analyze and compare how users’ microblogging be-
havior changes over time on Sina Weibo and Twitter.

The main research questions that we will answer in this chapter are:

• How does the microblogging behavior vary between different cultural groups
(e.g. Chinese and American users)?

• Do differences in users’ microblogging behavior correlate with cultural theo-
ries in social sciences?

In Section 5.2, we will conduct a large scale comparative study of users’ mi-
croblogging behavior on Sina Weibo and Twitter and reveal the key differences in
Western and Chinese microblogging practices, which reflect underlying cultural dif-
ferences. In Secion 5.3, we will further study the information propagation patterns
on the two microblogging platforms by examining users’ reposting behavior. We
conclude this chapter with a summary of findings and a discussion about the corre-
lation between the findings and cultural models from social science research.

5.2 Analysis of Users’ Microblogging Behavior on Sina Weibo
and Twitter

In this section, we study user behavior on two different microblogging platforms:
Sina Weibo and Twitter. The main contributions of this section can be summarized
as follows:
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• With functionality for sentiment analysis and semantic enrichment of Chinese
microblog posts, we apply our framework for user modeling based on usage
data from two microblogging services.

• We conduct intensive analyses based on more than 40 million microblog posts
and compare the microblogging behavior on Sina Weibo and Twitter regard-
ing five dimensions: (i) access behavior, (ii) syntactic content analysis, (iii)
semantic content analysis, (iv) sentiment analysis, (v) temporal behavior.

• We relate our findings to theories about cultural stereotypes developed in so-
cial sciences and therefore explain how our insights can allow for culture-
aware user modeling based on microblogging streams.

5.2.1 Methodology

We first detail our research questions and present our user modeling environment
that allows us to investigate the research questions.

Research Questions

Our research goal is to study user behavior on Sina Weibo and Twitter to gain in-
sights for user modeling on microblogging streams. Therefore, we investigate (1)
how people access microblogging services, (2) the content, (3) semantics, (4) sen-
timent of microblog posts, and (5) the temporal behavior of users’ microblogging
activities.

Analysis of Access Behavior Microblogging services such as Sina Weibo and Twit-
ter can be accessed via different client applications from both mobile devices
and desktop devices. User behavior that can be observed on a microblogging
service may be influenced by the client application and device via which a
user accesses the service. We thus first study the following research ques-
tions:

• RQ1.1: How do people access Sina Weibo and Twitter respectively to
publish microposts?

• RQ1.2: To what extent do individual users access a microblogging ser-
vice from different client applications?

Syntactic Content Analysis Both Sina Weibo and Twitter limit the length of posts
to 140 characters. This limitation impacts the writing style of microblog users
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and may result in characteristic usage patterns. These patterns may also dif-
fer between Sina Weibo, where the main language is Chinese, and Twitter,
where a large fraction of Twitter messages is posted in English. Regarding
the syntactic content analysis, we particularly analyze the usage of hashtags
and URLs and answer the following questions:

• RQ1.3: How does the usage of hashtags, URLs and other syntactic pat-
terns (e.g. punctuation) differ between Sina Weibo and Twitter for both
(i) the entire user population and (ii) individual users?

• RQ1.4: To what extent is the usage of hashtags and URLs influenced by
the users’ access behavior?

Semantic Content Analysis To better understand the semantics of the content that
users post on microblogging services, we enhance and apply our user model-
ing framework to extract semantically meaningful concepts from the micro-
posts published on Sina Weibo and Twitter. In the context of the semantic
content analysis, we investigate the following aspects:

• RQ1.5: What kind of topics and concepts do users mention and discuss
on Sina Weibo and Twitter respectively?

• RQ1.6: To what extent do the types of concepts that users mention in
their posts depend on the client applications via which they publish their
posts?

Sentiment Analysis Microblogs allow users to express and discuss their opinions
about topics that people are concerned with. To analyze the sentiment that
people reveal in their microblog posts, we also extend our user modeling
framework with a sentiment analysis component for English and Chinese
messages. We therefore analyze the sentiment of Chinese and English mes-
sages and study the following questions:

• RQ1.7: To what extent do users reveal their sentiment on Sina Weibo
and Twitter respectively?

• RQ1.8: To what extent does the sentiment correlate with the type of
topics and concepts that people mention in their Sina Weibo and Twitter
messages?

Analysis of Temporal Behavior The users’ microblogging behavior may change
over time and may, for example, differ between working hours and leisure
time. Therefore, we investigate the following research questions:
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• RQ1.9: How does the posting behavior of users, particularly regarding
the type of topics that the users mention, change between weekdays and
weekends on Sina Weibo and Twitter?

• RQ1.10: How do individual user interests change over time in the two
microblogging services?

Applying User Modeling Framework for Cultural-aware Analytics

In Chapter 3, we presented a Twitter-based user modeling framework for inferring
user interest from tweets. Our framework monitors Twitter activities of a user and
enriches the semantics of her Twitter messages by extracting meaningful concepts
and topics (e.g. DBpedia concepts) from the messages’ content and by linking posts
to external relevant Web resources such new articles. Different weighting schemes
such as time-sensitive or term-frequency-based functions allow for estimating to
what extent a user might be interested in a given concept at a particular point in
time. The generated user profiles can therefore be considered as a set of weighted
semantic concepts.

We also developed GeniUS which is a software library implemented based on
our user modeling framework. GeniUS consists of four main modules including the
Item Fetcher, Topic Modeling & Enrichment, Weighting Function and RDF Serial-
ization (see Section 3.3). The GeniUS modules are exposed as JAVA interfaces so
that news functions can be easily implemented for given circumstances.

In this chapter, in order to collect usage data from different microblogging ser-
vices and further conduct analyses based on both Chinese and English microposts,
we implement three new functions for (1) monitoring microblogging activities and
collecting microposts published on Sina Weibo (Item Fetcher), (2) extracting top-
ics of interests in Chinese microposts (Topic Modeling) and (3) identifying senti-
ment expressed in both Chinese and English microposts (Enrichment). We use ICT-
CALS3 as part-of-speech tagger for Chinese text and extract named entities such as
locations, organizations and persons from Chinese posts. Further, we extract same
types of named entities from English post using OpenCalais. Previous study re-
ported that ICTCALS and OpenCalais achieved close performance for extracting
named entities from text, 0.8732 [189] and 0.8793 [162] in precision respectively.
To ensure a fair comparison between datasets in Chinese and English, we utilize a
collection of common emoticons and affective words in both languages to automat-
ically label the positive and negative sentiment expressed in the microposts. Given
these additional features, we are able to apply the same user modeling techniques
on both microblogging services Sina Weibo and Twitter and can therefore analyze

3http://ictclas.org/

http://ictclas.org/
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Sina Weibo Twitter

number of posts 22,708,173 24,227,492

number of users 6,837,988 1,046,222

Table 5.1: Overview of datasets for Sina Weibo and Twitter.

characteristics and behavior on the Asian and Western microblogging platforms.
We tested statistical significance of our results with a two-tailed t-Test where the
significance level was set to α = 0.01 unless otherwise noted.

Data Collection

Given the framework, we collected microposts over a period of more than two
months via the Sina Weibo Open API and the Twitter Streaming API respectively.
For Twitter, we started from a seed set of 56 Twitter users and then we gradually
extended this set in a snowball manner. Overall, we collected more than 24 million
tweets published by more than 1 million users. For Sina Weibo, since it does not
provide functionality similar to Twitter’s Streaming API, we monitored the most
recent public microposts and finally collected more than 22 million microposts pub-
lished by more than 6 million users (see Table 5.1). Twitter posts and Sina Weibo
posts were then processed by our framework in order to enrich the semantics of the
posts (e.g. entity extraction, sentiment analysis). To better understand the behavior
on the level of individual users, we extracted a sample of 1200 active Twitter users
(who post in English) and 2616 active Sina Weibo users. The majority of the Twit-
ter users (more than 80%) is – according to their Twitter profile – from the United
States while the great majority of the Sina Weibo users (more than 95%) is located
in China.

Based on the more than 40 million posts that we collected from Sina Weibo
and Twitter and processed with our user modeling framework, we study the users’
behavior on the two platforms and answer the research questions regarding the five
dimensions ranging from access behavior to temporal behavior.

5.2.2 Analysis of Access Behavior

Results

We first analyzed the most popular client applications that people use to publish
posts on Sina Weibo and Twitter. On both platforms, the Web interface is the most
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type of access fraction of posts
Weibo Twitter

posted on a Web or
54.9 66.2

desktop application

posted on a mobile
45.1 33.8

application

primary product of
90.6 96.7

microblogging activity

byproduct of an activity
9.4 3.3

on another platform

Table 5.2: Fraction of posts for different categories of clients
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Figure 5.1: Number of distinct access clients for individual users

popular way to access the microblogging services: 43.1% of the posts are published
via the Web on Sina Weibo and 38.5% on Twitter. Other popular clients on Sina
Weibo are mainly designed for mobile devices such as the iPhone (7.6%) and Nokia
devices (9.4%). Among the most popular Twitter clients are many desktop-based
applications such as TweetDeck, via which 10.7% of the posts are published. More-
over, we observe on both platforms that people publish posts that are rather byprod-
ucts of activities the users perform on other platforms. For example, 1.3% of the
posts in our Twitter dataset are published via Twitterfeed, an application that allows
for publishing announcements on a user’s Twitter timeline whenever she publishes
a new blog article.

In Table 5.2, we overview the type of client applications that people use to
publish microblog posts. We therefore manually categorized the 50 most popular
clients, that generate more than 90% of the posts on both microblogging services.
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We observe that the fraction of posts that are published via mobile devices is signif-
icantly higher on Sina Weibo (45.1%) in comparison to Twitter (33.8%). Further-
more, we discover that the fraction of posts which are rather byproducts of other
Web activities of the users – hence where the intent of the actual user activity was
not targeted towards Sina Weibo or Twitter – is almost three times higher on Sina
Weibo than on Twitter (p < 0.01).

In Figure 5.1, we plot for each of the sample users the number of distinct appli-
cations which they utilize for publishing microposts4. We see that on Twitter more
than 95% of the people use more than one client application while on Sina Weibo
around 65% of the users switch between different clients.

Findings

From the results above, we conclude the analysis of access behavior with two main
findings, referring to the research questions RQ1.1 and RQ1.2:

• F1: On both platforms, the major way to accessing the microblogging ser-
vices is via the official Web interfaces or desktop-based applications. Chinese
users seem to differ from the English-spoken Twitter users regarding two core
aspects: (i) they use mobile applications more extensively and (ii) publish mi-
croposts more often as a byproduct of their other Social Web activities.

• F2: The results regarding the individual users’ access behavior illustrate that
Twitter users switch between different clients to access the microblogging
service more often than the users on Sina Weibo. This difference in behavior
could be explained by the lower overall number of valuable Sina Weibo client
applications (e.g. in our dataset: 3015 different Sina Weibo clients versus
5468 Twitter clients).

5.2.3 Syntactic Content Analysis

Results

In Table 5.3, we compare the syntax of messages posted on Sina Weibo and Twit-
ter and particularly the usage of hashtags and URLs. Overall, 20% of the Twitter
messages contain hashtags and 29.1% of the tweets feature a URL. Therefore, the
usage of hashtags and URLs on Twitter is 3.2 times and 1.97 times respectively
more intensive than on Sina Weibo (p < 0.01). The analysis of special characters

4Note that the x-axes of the diagrams refer to user percentiles.
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syntactic characteristics proportion of posts
posts that contain: Weibo Twitter

hashtags 6.3% 20.0%

URLs 14.8% 29.1%

question marks “?” 9.9% 18.6%

exclamation marks “!” 26.1% 20.7%

“?” and “!” 3.1% 3.5%

Table 5.3: Comparison of syntactic content analysis
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Figure 5.2: Comparison of writing style for individual users

implies that users on Twitter ask more than twice as many questions than users on
Sina Weibo (see question marks in Table 5.3). In contrast, Sina Weibo users make
more extensive use of exclamation marks and therefore more often put extra em-
phasis on their statements. On both platforms, we observe that positive emoticons
outrange negative emoticons which indicates that people are more likely to make
positive statements (cf. Section 5.2.5).

To further analyze the usage of hashtags and URLs, we also plot for each in-
dividual user in our samples the average number of hashtags and URLs per post.
From Figure 5.2, we infer that a considerably high fraction of Sina Weibo users
does not mention hashtags or URLs at all. For 55% of the Chinese microbloggers
on Sina Weibo, we did not observe any hashtag. In contrast, on Twitter the people
make more frequently use of hashtags or URLs. For example, for more than 85%
of the Twitter users, the average number of hashtags per post is at least 0.1, i.e. at
least every tenth micropost mentions a hashtag, and 3.9% of the users mention, on
average, even more than one hashtag per tweet.

In Table 5.4 we analyze the influence of the access behavior (see Sect. 5.2.2) on
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proportion of posts
posts contain Weibo Twitter

Desktop/Mobile Microblog/Byproduct Desktop/Mobile Microblog/Byproduct

hashtags 6.5%/3.5% 3.8%/17.9% 20.7%/18.6% 19.9%/21.3%

URLs 17.8%/5.2% 5.7%/73.5% 31.6%/20.1% 25.3%/97.9%

Table 5.4: Impact of the access behavior on the syntactic characteristics of microp-
osts.

the usage of hashtags and URLs. For both services, we observe that the usage of
hashtags and URLs decreases slightly when people publish microposts from their
mobile devices instead of their desktop computers. This difference is more signifi-
cant on Sina Weibo. For example, on Sina Weibo the number of posts that contain
a URL and are issued from a desktop application (17.8%) is more than three times
higher than the one for mobile devices (5.2%). On Twitter, the usage of URLs on
desktop devices is only 1.57 times higher than on mobile devices. Regarding the
type of activity that a user performed to publish a micropost, we observe that 97.9%
of the tweets that were generated as byproducts of other activities (e.g. publish-
ing an article in a blog or “check-in” activities on Foursquare) contain URLs. In
contrast, for the conventional microblogging, only 25.3% of the Twitter messages
contain URLs. A similar increase can be observed on Sina Weibo. The number of
hashtags is slightly less influenced by the type of activity that caused a micropost
(see Table 5.4). In particular for Twitter, the increase in the number of messages
that contain a hashtag is with less than 8% rather low.

Findings

Given the results above, we can answer RQ1.3 and RQ1.4 as follows:

• F3: Overall, the results show that hashtags and URLs are less frequently
applied on Sina Weibo than on Twitter. This finding holds for both (i) the
entire user population and (ii) individual users. In fact, we observe that a
large fraction of users on Sina Weibo does not make use of hashtags which
implies that hashtag-based user profiles, as discussed in [5], or topic modeling
based on hashtags, as proposed by Romero et al. [163] do not seem to be
appropriate on Sina Weibo. The usage statistics regarding question marks
indicate that Twitter users ask more questions than Sina Weibo users.

• F4: The usage of hashtags and URLs is moreover influenced by the access
behavior. We discover that (i) users are more likely to use hashtags and URLs
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when they post messages via desktop applications than via mobile applica-
tions. Furthermore, (ii) whenever messages are published as a byproduct of
another activity – where the primary intention of the user is rather the promo-
tion of an activity that the user performed on another platform – the proba-
bility that a micropost contains a hashtag or URL increases. A large fraction
of these byproduct microposts seems to be automatically generated based on
the activity the user performed on another platform. For user modeling those
posts offer means to further contextualize the microblogging activities by fol-
lowing the URLs that are contained in the posts (cf. [5]).

5.2.4 Semantic Content Analysis

Results

Based on the semantic enrichment provided by our user modeling framework, we
analyze and compare the types of concepts and topics that people mention in their
microposts on Sina Weibo and Twitter respectively. In Table 5.5 we compare the
usage of three types of entities (location, people and organization). Most of the
extracted semantic concepts refer to locations (e.g. cities, points of interests): 58.4%
for Sina Weibo and 44.6% for Twitter. On Twitter, posts that refer to organizations
(e.g. companies, institutions) are more than four times more likely to appear than
on Sina Weibo. Examples of entities that were trending on Twitter include different
types of entities such as “Mubarak” (person), the former president of Egypt, or
“Republican Party” (organization). In contrast, the most popular entities on Sina
Weibo are related to locations such as “Beijing” or “United States”.

Figure 5.3 depicts the average number of entities that can be extracted per post
for the individual users in our sample. For 24.8% of the Sina Weibo users, one
can detect, on average, more than one entity per post. Moreover, the fraction of
users for whom no entity can be extracted is 7.9% in contrast to 10.1% on Twitter.
The semantics of the users’ messages posted on Sina Weibo are therefore easier to
deduce than on Twitter. Based on a comparison of a sample of individual Chinese
and English microposts, we hypothesize that this is caused by the expressivity of the
Chinese language: while Twitter users are often forced to leave out entities or use
abbreviations to refer to entities, Sina Weibo users can exploit the 140 characters
more effectively.

Table 5.5 illustrates how the access behavior influences the semantics of the
microposts. When users publish posts from their mobile devices, then it becomes
less likely, in comparison to access via desktop (tailored Web) applications, that
a message mentions an entity. For microposts that are byproducts of other Web
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proportion of posts
types of posts Weibo Twitter

Location 58.4% 44.6%

Organization 3.3% 16.0%

Person 38.3% 39.4%

Impact of the access behavior on the type of concepts mentioned in the posts

Desktop/ Microblog/ Desktop/ Microblog/
Mobile Byproduct Mobile Byproduct

Location 11.2%/6.6% 15.5%/4.0% 9.3%/8.4% 8.9%/13.7%

Organization 0.7%/0.6% 0.9%/0.4% 3.5%/2.9% 3.3%/4.5%

Person 12.4%/12.3% 17.4%/4.9% 8.1%/6.7% 7.6%/8.7%

Table 5.5: Semantic analysis overall and impact of access behavior on the seman-
tics.
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Figure 5.3: Semantic analysis for individual users

activities (e.g. activities on Foursquare), we observe that it becomes more likely
that entities and particularly location entities are mentioned in a post on Twitter.
In contrast, on Sina Weibo users mention more entities in context of their standard
microblogging activities.

Findings

The results of the analysis illustrate the commonalities and differences regarding the
semantic meaning of the microposts that users publish on Sina Weibo and Twitter
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type of proportion of positive/negative posts
posts Weibo Twitter

Overall 78.8%/21.2% 70.5%/29.5%

posts that mention certain types of entities:

Location 82.7%/17.3% 65.6%/34.4%

Organization 78.5%/21.5% 70.1%/29.9%

Person 82.8%/17.2% 65.7%/34.3%

Table 5.6: Sentiment expressed in overall posts and posts that mention certain types
of topics

respectively (see RQ1.5 and RQ1.6 in Section 5.2.1):

• F5: The topics that users discuss on Sina Weibo are to a large extent related to
locations and persons. In contrast to Twitter, users on Sina Weibo avoid talk-
ing about organizations such as political parties or other institutions. Overall,
the semantics of Sina Weibo messages can be better extracted than the seman-
tics of tweets. Consequently, when modeling the microblogging activities for
individual users, entity-based user profiles [5] can more successfully be gen-
erated for Sina Weibo users: for 92.1% of them one can identify at least one
entity of interest in comparison to 89.9% on Twitter.

• F6: The type of applications via which users access the microblogging ser-
vices, affects the occurrence of semantic concepts in the microposts. On mo-
bile devices people tend to mention less entities than on desktop devices.
Furthermore, microposts on Twitter are more likely to mention entities and
locations particularly if the post was generated as a byproduct of an activity
performed on another platform.

5.2.5 Sentiment Analysis

Results

The sentiment analysis provided by our framework classifies microblog posts as ei-
ther positive, negative or neutral. Overall, 83.4% and 82.4% of the Sina Weibo and
Twitter posts respectively were classified as neutral. Table 5.6 overviews the senti-
ment polarities of those posts that have been classified as positive or negative. On
Sina Weibo the portion of positive posts (78.8%) is clearly higher than on Twitter
(70.5%). In Figure 5.4 we plot the ratio of positive posts with respect to all posts,
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Figure 5.4: The ration of positive posts on two microblogging services

which either have a positive or negative sentiment, for individual users: 92.5% of
the users publish more positive messages than negative ones on Sina Weibo in com-
parison to 86.4% for the Twitter users. On Sina Weibo, we also discover a consid-
erable fraction of users for whom the non-neutral posts are always positive (8.0%)
or always negative (5.6%).

In Table 5.6 we moreover analyze the sentiment revealed in the microposts that
mention certain types of entities. Again, the proportion of positive posts exceeds the
proportion of negative posts clearly and Sina Weibo users tend to be more positive
towards mentioned entities than Twitter users. Interestingly, whenever locations or
persons are mentioned in Sina Weibo messages then the likelihood that the post is
positive increases on Sina Weibo (from 78.8% to 82.7% and 82.8% respectively)
while on Twitter the opposite can be observed (decrease from 70.5% to 65.6% and
65.7% respectively).

Findings

Regarding the research questions RQ1.7 and RQ1.8 about the sentiment that users
express in their microposts, we conclude the following:

• F7: We observe that on both platforms there are significantly more positive
posts than negative ones. Moreover, users on Sina Weibo have a stronger
tendency to publish positive messages than Twitter users. In fact, the proba-
bility for positive messages is 11.8% higher on Sina Weibo than on Twitter
(p < 0.01).

• F8: The sentiment that is expressed in microposts correlates with the type of
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posts per weekend day / posts per weekday
Weibo Twitter

Overall posts 1.19 0.89

posts that mention certain types of entities:

Location 0.81 1.05

Organization 1.50 0.91

Person 1.19 0.97

Table 5.7: Ratio between weekend posts and weekday posts

concepts that are mentioned in the posts. On Sina Weibo posts that mention
locations or persons are more likely to be positive than posts containing orga-
nizations. While on Twitter, the opposite can be observed: people talk more
positively about organizations than about persons or locations.

5.2.6 Analysis of Temporal Behavior

Results

In Table 5.7 we first compare the posting behavior of users between working days
and weekend days by calculating the ratio between the average number of posts per
day published during the weekends (Saturday-Sunday) and the one during the week
(Monday-Friday). For Sina Weibo this ratio is 1.19, which means that Sina Weibo
user publish, on average, 19% more messages per day on the weekend than they do
during the week. On the other hand, the users on Twitter publish, on average, 11%
less posts during the weekend. Therefore, it seems that microblogging in China has
not penetrated the daily (possibly work-related) routines as strongly as it does in
Western countries.

In Figure 5.5 we plot the weekend-weekday ratio for the individual users. While
the overall amount of microblogging activities per day on Sina Weibo is higher on
the weekends than during the day, we also discover that 1.2% of the Sina Weibo
users perform microblogging activities solely during the weekend (ratio of weekend
posts is infinite). For about 50% of the users on Sina Weibo the weekend-weekday
ratio is greater than 1 which means that they publish more frequently during the
weekend. In contrast, on Twitter we identify only 28% of the users who publish
more tweets per day on a weekend than during a weekday.

As depicted in Table 5.7, the occurrence of organizations and persons is more
likely during the weekend than during the week on Sina Weibo whereas locations
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Figure 5.6: Comparison of topic drift.

appear more likely during a weekday. On Twitter, the opposite characteristics can
be observed. For example, Twitter users mention locations more frequently during
the weekend than during the week. These differences in mentioning entities during
weekends/weekdays on Sina Weibo and Twitter respectively may relate to differ-
ent life styles that Chinese and Western people follow. Investigating the particular
reasons for them can be interesting for future work.

Furthermore, we study how individual user interests change over time by calcu-
lating the standard deviation of the timestamps of microposts that mention a certain
topic (entity). The higher the standard deviation of a certain topic the longer the
time period over which the topic is mentioned in the posts. In Figure 5.6 we plot
for each user the average standard deviation of the topics which a user mentioned
at least once, and group the average standard deviations by the type of the topics.
Overall, we observe that topics on Sina Weibo seem to fluctuate stronger than on
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China US

Power distance 80 40

Individualism 20 91

Masculinity 66 62

Uncertainty avoidance 40 46

Long term orientation 118 29

Table 5.8: Hofstede’s cultural index for China and United States

Twitter. Sina Weibo users often mention certain concepts only once. For example,
for more than 80% of the Sina Weibo users of our sample, the standard deviation
of the organization-related topics is 0. These users mention thus organizations only
once in their posts. On both platforms the location-related concepts are, on average,
mentioned over a longer period of time than organization-related and person-related
concepts.

Findings

The main findings from the analysis of the temporal behavior (research questions
RQ1.9 and RQ1.10) can be summarized as follows:

• F9: On both platforms, the users posting behavior during weekdays differs
the one during weekend: while users on Sina Weibo are more active on the
weekends, Twitter users tend to be more active during weekdays. Moreover,
user interests change between weekends and weekdays. Again, this change of
interests differs between Sina Weibo and Twitter users: while for Sina Weibo
users we observe a rising interest in persons and organizations during the
weekend, the interests of Twitter users focus more on locations. These find-
ings imply that it is beneficial to adapt user interest profiling to the temporal
as well as to the cultural context.

• F10: User interests change over time. On Sina Weibo, the user interests seem
to have a shorter lifespan than on Twitter. Especially, the individual users
interests regarding organization-related topics vanish quickly on Sina Weibo
while locations feature the longest span of interests.
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5.2.7 Interpretation of Findings

Some of our findings can be explained also by cultural differences between the Chi-
nese Sina Weibo users and the Twitter users who are mainly located in the U.S.
(more than 80% of the Twitter sample users are located in the United States). Ac-
cording to Hofstede’s cultural index [91], people in China can, for example, be
characterized by a higher power distance than people from the U.S. (see Table 5.8).
This difference might explain our finding F1 regarding the access behavior (see Sec-
tion 5.2.2): Sina Weibo users more frequently generate microposts as a byproduct of
their other Social Web activities. Therefore, it seems that they are, in comparison to
the people who use Twitter, less afraid of disclosing information about themselves.
Given the high power distance that is specific to the Chinese culture, we assume that
this behavior can be observed because Chinese users do not attribute much impact
to their individual activities, i.e. the impact of disclosing information is less because
of the high power distance. The more intensive usage of hashtags and URLs which
is characteristic for the Twitter users (F3, see Section 5.2.3), may relate to both the
lower power distance and the higher degree of individualism of American people
(see Table 5.8). By mentioning a hashtag, microbloggers ensure that their message
will appear in the public discussions. Twitter users seem to be more eager to let
their posts appear in the public discussion. Hence, they seem to have a stronger
belief that their post makes a difference (power distance) and possibly also a higher
demand to profile themselves in the public discussions (individualism).

We also observed that Sina Weibo users less frequently mention organizations
in their posts than Twitter users (F5, see Section 5.2.4). This observation is in line
with Hofstede’s observation that “employee commitment to an organization is low”
in China5, which is one of the typical indicators for a high long term orientation.
The sentiment analysis (see Section 5.2.5), which showed that the Chinese Sina
Weibo users are more positive than the Twitter users from the U.S. (F7), further
supports this cultural difference regarding the long term orientation. In the context
of the sentiment analysis, we furthermore discovered that Sina Weibo users are more
positively talking about persons than Twitter users (F8) which again supports the
Chinese tendency for collectivism rather than individualism.

The temporal analysis (see Section 5.2.6) revealed that Sina Weibo users are less
actively publishing microblog posts during the working days and particularly men-
tion less frequently organizations than during the weekend. This can be interpreted
as an indicator for long term orientation as it implies a rather low commitment for
the organization that the user is working for. Sina Weibo users also seem to change
their interests rather quickly in comparison to Twitter users (F10). While this seems

5http://geert-hofstede.com/china.html

http://geert-hofstede.com/china.html
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to contradict to the long term orientation of Chinese people, it also reveals that Chi-
nese people adapt faster to new topics which may be interpreted as “an ability to
adapt traditions to changed conditions”, one of the characteristics of cultures with
high long term orientation.

We have examined users’ posting behavior on two different microblogging plat-
forms. Our findings reveal significant differences in the microblogging behavior
between Chinese and Western users and deliver valuable insights for multilingual
and culture-aware user modeling based on microblogging data. In the next section,
we will further analyze information propagation and compare the reposting behavior
on Sina Weibo and Twitter.

5.3 Analysis of Information Propagation on Sina Weibo
and Twitter

Given the microblogging activitites performed by our sample users on Sina Weibo
and Twitter, in this section we study their reposting behavior regarding five differ-
ent perspective: (1) the reposting frequency, (2) the temporal characteristics of the
reposting behavior, (3) the broadness of interests of users in reposting content, (4)
the content of reposted messages and (5) the sentiment of message that users repost.

5.3.1 Research Questions

Based on the user modeling environment that is capable of processing both Chi-
nese posts from Sina Weibo and English posts from Twitter (see Section 5.2), we
investigate the following research questions.

• RQ2.1: How frequently do users repost messages on Sina Weibo and Twitter
respectively?

• RQ2.2: How quickly do users propagate information on Sina Weibo and Twit-
ter?

• RQ2.3: To what extent does the broadness of user interests vary between Sina
Weibo and Twitter?

• RQ2.4: What are syntactical characteristics of messages that people propa-
gate on Sina Weibo and Twitter?

• RQ2.5: What are the sentiment characteristics of messages that are propa-
gated on Sina Weibo and Twitter?
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(b) repost ratio

Figure 5.7: Overview of reposting behavior for individual users.

We therefore investigate both the actual reposting behavior (RQ1-RQ3) as well
as the content of the messages that are propagated (RQ4-RQ5). Some of our findings
correlate with cultural characteristics that are, according to Hofstede, attributed to
Chinese and American people respectively. We tested statistical significance of our
results with a two-tailed t-Test where the significance level was set to α = 0.01
unless otherwise noted.

5.3.2 Reposting Frequency

We first overview the reposting behavior on Sina Weibo and Twitter. In Figure 5.7(a),
we plot for each of the sample users the number of reposted messages on the two
microblogging platforms. It shows that the users on Twitter more frequently re-
post messages. During the observation period, more than 84% of the sample users
on Twitter performed more than 100 reposting activities while on Sina Weibo this
number is much lower (36%). To illustrate more clearly how often the users repost
messages, we also plot in Figure 5.7(b) for each user the repost ratio, i.e. the number
of messages reposted by a user divided by the number of all microposts published
by this user. On Twitter, we observe a linear distribution. For example, for 80% of
the users the repost ratio is less or equal than 0.8. In contrast, on Sina Weibo the
distribution of the repost ratio has exponential characteristics. For 80% of the users
the repost ratio is less or equal to 0.4.

Referring to RQ2.1, we can conclude based on the results above that the repost-
ing behavior differs clearly between the two microblogging platforms: Twitter users
perform reposting activities much more frequently than Sina Weibo users.
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Figure 5.8: How fast do users repost?

5.3.3 Reposting Speed

We further analyze how fast the users repost messages on Sina Weibo and Twit-
ter. For each reposting activity, we calculate the distance between the time when
the reposting occurred and the time when the original message was published. In
Figure 5.8, we plot the average time distance of all the reposting activities for each
user. We observe that, on average, Twitter users repost messages faster than on Sina
Weibo. For example, 88% of the Twitter users perform the reposting activity, on
average, within the first 24 hours after the original message was published whereas
on Sina Weibo only 37% of the users repost a message within the 24 hours. Regard-
ing RQ2.2 it therefore seems that information propagates more quickly on Twitter
than on Sina Weibo. This finding may be explained by the differences regarding the
trending topics on the two platforms [187]: Twitter trends are related to news-related
information which may change more quickly than the amusement-related informa-
tion that trends on Sina Weibo. Consequently, users may be triggered to propagate
news-related information more quickly than information related to amusement.

5.3.4 Broadness of User Interests

To investigate user interests, we analyze the broadness of information sources from
which users propagate messages. In Figure 5.9 we therefore plot for each user
the ratio of the number of reposting activities to the number of distinct users who
published the original microposts, i.e. the smaller the ratio the higher the broadness
of interest. Figure 5.9 depicts that for 90% of the Sina Weibo users the ratio (repost :
reposted users) is less than 5 which indicates that these users, on average, propagate
less than 5 messages from the same source. In contrast, we observe that for only
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Figure 5.9: Comparison of the interest focus
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(b) the usage of URLs

Figure 5.10: Comparison of the syntactic characteristics

76% of the Twitter users the ratio is less than 5 while for the other users the number
is higher, thus indicating that these users frequently propagate information from the
same sources. Regarding research question RQ2.3, we therefore conclude that user
interests are broader on Sina Weibo than on Twitter.

5.3.5 Syntactical Characteristics of propagated messages

We compare two important syntactic characteristics of messages that are propagated
on Sina Weibo and Twitter: hashtags and URLs. In Figure 5.10, we therefore plot
for each user the fraction of reposts that contain hashtags (Figure 5.10(a)) or URLs
(Figure 5.10(b)) with respect to the overall number of reposts performed by a user.

On both platforms, reposted messages (black curves in Figure 5.10) are more
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Figure 5.11: Sentiment analysis of the reposts

likely to contain hashtags and URLs than other messages (gray curves in Figure 5.10).
It thus seems that users are more likely to repost messages that contain hashtags or
URLs. For example, for more than 70% of the users the hashtag ratio (= fraction
of messages that contain hashtags) for reposted messages is higher than 0.01 while
only less than 40% of the users feature a hashtag ratio of at least 0.01 for arbitrary
messages. On Twitter, users seem to be much more triggered by hashtags and URLs
when propagating information. Figure 5.10(b) depicts that for 97% of the users the
URL ratio (= fraction of messages that contain a URL) is higher than 0.1, i.e. more
than 10% of the messages which these users propagate contain a URL. In these
situations, the content of the external resource that is linked from a Twitter mes-
sage might be more important than the actual micropost message. Twitter therefore
seems to be more extensively used as a platform for sharing pointers to external
Web resources than Sina Weibo while on Sina Weibo the actual discussions and
conversations seem to be more predominant than on Twitter.

With respect to research question RQ2.4, we can thus conclude that the presence
of hashtags and URLs are typical characteristics of messages that are being propa-
gated on both platforms. Hashtags and URLs seem to play an even more important
role for Twitter users than for Sina Weibo users when considering information prop-
agation.

5.3.6 Sentiment Characteristics of propagated messages

The sentiment analysis module that we implemented classifies microblog posts as
either positive, negative or neutral. Overall, the majority of the messages, which
are reposted, is classified as neutral: 75.4% for Sina Weibo and 83.5% for Twit-
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ter. In Figure 5.11(a), we plot for each user the ratio of reposted messages with
positive sentiment with respect to all reposting activities, which either have a pos-
itive or negative sentiment. On Sina Weibo, 91% of the users repost more positive
messages than negative ones in comparison to 75% of the users on Twitter. Both
microblogging platforms allow users to add comments to a message that they intend
to propagate. By adding comments users may change the sentiment of a message
(e.g. joking about messages). In Figure 5.11(b) we thus plot the proportion of the
reposting activities which change the sentiment of the original message: on Sina
Weibo we identify a considerable high fraction of users (32%) for whom more than
half of the reposting activities change the sentiment of the original post in compari-
son to just a few of such users (less than 1%) on Twitter.

Two main findings regarding the sentiment analysis of the reposting behavior
can be drawn from the results above to answer research question RQ2.5: (1) we
observe that the reposting activities are more likely to have positive sentiment on
Sina Weibo than on Twitter and (2) users on Sina Weibo change the sentiment of a
message which they propagate more often than Twitter users.

5.3.7 Interpretation of Findings

Some of the above findings can also be explained by cultural differences between
the Chinese Sina Weibo users and the Twitter users who are mainly located in the
U.S. (more than 80% of the Twitter sample users are located in the United States).
According to Hofstede’s cultural index [91], people in China can, for example, be
characterized by a higher power distance than people from the U.S. (see Table 5.8).
This characteristic may explain our results which indicate that Twitter users more
frequently and faster propagate information than Sina Weibo users. Twitter users
therefore may have the impression that they play an important role in the informa-
tion propagation process, i.e. they act as if they are in the power of spreading news.

We also discover that Twitter users have a narrower focus regarding the informa-
tion streams from which they repost messages while Sina Weibo users select from a
broader set of information sources (see Section 5.3.4). We interpret this finding as
a signal for individualism which is less characteristic for the Chinese culture than
for the American culture (see Table 5.8): Chinese microblogging behavior follows a
rather collectivistic culture where the actual content of a message seems to be more
important than the source which published the content.

The sentiment analysis revealed that Chinese microbloggers have a stronger ten-
dency to propagate positive messages than the merely western microblogging users.
The positive nature of the propagated information that people propagate on Sina
Weibo might point at the long term orientation that is attributed to the Chinese cul-
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Analysis Finding Cultural dimension

Access
Sina Weibo users more frequently publish messages Power distance
as a byproduct of their other Social Web activities China (high), US (low)

Syntactic
Hashtags and URLs are less frequently applied on Individualism
Sina Weibo than on Twitter. China (low), US (high)

Syntactic
Twitter users are more triggered by hashtags and URLs Individualism
when propagating information than Sina Weibo users. China (low), US (high)

Semantic
Sina Weibo users less frequently mention organizations Long term orientation
in their post than Twitter users. China (high), US (low)

Semantic
User interests are broader on Sina Weibo than Individualism
on Twitter. China (low), US (high)

Sentiment
Sina Weibo users have a stronger tendency to publish Long term orientation
positive messages than Twitter users. China (high), US (low)

Temporal
Twitter users repost messages faster than Power distance
Sina Weibo users. China (high), US (low)

Temporal
Sina Weibo users are less actively pubilshing posts Long term orientation
during the working days. China (high), US (low)

Table 5.9: Some findings and their correlation with cultural dimensions.

ture6.

5.4 Discussion

In summary, we answer the research questions raised at the beginning of this chapter
as follows: (1) different cultural groups show also different microblogging behavior,
and (2) these differences can be correlated with theories from social science (see
Table 5.9)

Given the framework and semantic enrichment techniques, in this chapter we
conducted a large scale analysis of microblogging behavior across different plat-
forms and cultural groups. We analyzed and compared user behavior on two differ-
ent microblogging platforms: (1) Sina Weibo which is the most popular microblog-
ging service in China and (2) Twitter. Such comparison has not been done before
at this scale and is therefore essential for understanding user behavior in the mi-
croblogging sphere. In our study, we first analyzed more than 40 million microblog-
ging activities and investigated microblogging behavior from different angles. We
(i) analyzed how people access microblogs and (ii) compared the writing style of

6http://geert-hofstede.com/china.html

http://geert-hofstede.com/china.html
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Sina Weibo and Twitter users by analyzing syntactic features of microposts. Based
on semantics and sentiments that our user modeling framework extracted from En-
glish and Chinese posts, we studied and compared (iii) the topics and (iv) sentiment
polarities of posts on Sina Weibo and Twitter. Furthermore, (v) we investigated the
temporal dynamics of the microblogging behavior such as the drift of user interests
over time.

We further analyzed the reposting behavior in order to study the information
propagation cultures and discovered significant differences in the behavior of the
Chinese Sina Weibo users and the American Twitter users. For example, Twit-
ter users perform more frequently and faster reposting activities than the users on
Sina Weibo. In contrast, Sina Weibo users consider a broader range of information
sources from which they repost messages. Moreover, their flavor for propagating
messages that have a positive sentiment is more pronounced than for the Twitter
users.

Our comparative study reveals that there are significant differences in the users’
microblogging behavior between Chinese and Western users on the two microblog-
ging platform. Some of our findings correlate with theories about cultural stereo-
types developed in social sciences (see Table 5.9). Therefore, our results are not
only of interest for computer science researchers, but also enable social science re-
searchers to confirm their hypotheses about cultural commonalities and differences.
Independent from these interpretations of our results, we have given an innovative
basis for analyzing microblogging behavior on Sina Weibo and Twitter. Thus, our
findings provide valuable insights for culture-aware user modeling and adaptation.

We have demonstrated that how our user modeling functionality can be adapted
to a specific application – the cultural-aware analytics. To study the users’ mi-
croblogging behavior across platforms and cultural groups, we developed new func-
tions that implement modules in our user modeling framework for collecting data
from different microblogging services as well as modeling users’ interests and be-
havior patterns based on both Chinese and English microposts. Moreover, the vari-
ous design dimensions featured in our user modeling framework allows us to explore
the differences between Chines and Western users across microblogging platforms
from different angels, ranging from the syntactic characteristics in microposts to the
temporal patterns that occur in microblogging-based user profiles. Therefore, our
framework allows for a comprehensive understanding of users’ microblogging be-
havior which is important for building personalized applications. In the next chapter,
we will apply the user modeling framework in various recommender systems and
further investigate the impact of different design dimensions on the performance of
these recommender systems.





Chapter 6

Microblogging-based User
Modeling for Personalized
Recommendations

Given the user modeling framework introduced in Chapter 3, we have studied users’
microblogging behavior on different microblogging platforms (see Chapter 5). In
this chapter, we further analyze and evaluate our microblogging-based user mod-
eling framework in action and apply it in the context of different personalized rec-
ommender systems. The main contributions of this chapter have been published
in [4, 5, 66, 67].

6.1 Introduction

On microblogging platforms, users are overwhelmed by the massive amount of in-
formation available. For example, given the huge amount of information dissemi-
nated daily on Twitter, user profiling and personalization that support users in rank-
ing sources to follow [43, 81, 85] or selecting content to read [44, 108, 148] is
becoming crucial. Recently, researchers started to explore ranking and recommen-
dations of Web resources referenced from Twitter messages. Abrol et al. developed
a system called TWinner, which mines Twitter messages to model users’ interests
in news topics for improving the quality of Web search [9]. The system analyzes
the content of Twitter messages as well as location information in tweets to under-
stand which news topics are popular among the users. Zangerle et al. presented an
approach for recommending hashtags to individual users by comparing the tweets
where the hashtags occurred and the tweets that a user have published [188]. The
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authors used the term frequency and inverse document frequency (T F × IDF) for
the comparison of tweets. Chen et al. conducted experiments on recommending
URLs posted in Twitter messages and compare strategies for selecting and ranking
URLs by exploiting the social network of a user and the general popularity of URLs
in Twitter [44]. Similarly, Dong et al. exploited textual features and social network
features based on microblogging data to recommend fresh URLs that have possibly
not been indexed by Web search engines yet [58]. However, the research efforts
mentioned above do not analyze the semantics of the microposts, which is key to
understanding the users’ microblogging behavior (cf. Chapter 4). In this chapter,
we apply our microblogging-based user modeling framework which extracts seman-
tically meaningful topics in the microposts and provides flexible design choices for
constructing user profiles in context of different recommender systems. Moreover,
by investigating different user modeling strategies in detail, our work provides in-
depth insights into user modeling based on microblogging data and its impact on
recommender systems.

The real-time nature of information that people published on Twitter poses new
challenges for user modeling and personalization. The trending topics as well as
individual users’ interests evolve over time [111, 115, 138]. Lerman and Ghosh
compared the spread of news on Twitter and Digg1. The later is a a social news
aggregation service that allows users to submit links to news stories and vote on
stories submitted by other users [112]. The results suggest that the messages in
Twitter are actively spreading over a longer period of time than in Digg. Kwak et al.
conducted a temporal analysis of trending topics on Twitter and discovered that over
85% of the tweets posted everyday are related to news [106]. Most Twitter-related
research efforts focus on the network structure to analyze the temporal evolution
of trending topics or global patterns of of information spread [106, 112, 182]. Our
research conducted in this chapter investigates individual microblogging activities
and personal interests also in relation to public trends and therefor provides yet
unexplored insights.

Given large microblogging datasets, in this chapter we conduct a set of analyses
and recommendation experiments to analyze and evaluate the impact of different de-
sign dimension and design alternatives on personalization. In particular, we specify
the experiments conducted in this chapter as follows.

Analyzing user modeling for news recommendations. We analyze how different
topic modeling strategies (see Section 3.2.1) and further semantic enrichment
of microblogging activities with external Web resources (e.g. news articles,
see Section 4.2) influence the characteristics of user profiles. We also in-

1http://www.digg.com

http://www.digg.com
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vestigate the temporal patterns that occur in the user profiles. By combining
different design dimensions and design alternatives, our user modeling frame-
work provides a variety of user modeling strategies to construct user profiles.
In order to evaluate the quality of user profiles, we measure and compare the
performance of different user modeling strategies in context of a personalized
news recommender system (see Section 6.2).

Interweaving trend and user modeling for news recommendations. We demon-
strate how to model public trends in microblogging streams and investigate
the interplay between personal interests and public trends. Given a large Twit-
ter dataset, we analyze the characteristics of user and trend profiles. We eval-
uate the trend and user modeling strategies in context of a personalized news
recommender systems (see Section 6.3).

Analyzing temporal dynamics for URL recommendations We examine how pub-
lic trends and users’s interests in these public trends evolve over time. More-
over, we analyze and evaluate the impact time-sensitive weighting scheme
on the performance of a personalized URL recommender system (see Sec-
tion 6.4).

Domain-specific user modeling for product recommendations The user model-
ing framework allows for generating user profiles for various application set-
tings (cf. Section 3.3). We analyze our user modeling framework in six dif-
ferent application domains. We investigate the quality of user profiles that are
adapted to different domains for supporting various recommendation tasks
ranging from product recommendations to more specific tasks such as book
or software product recommendations (see Section 6.5).

We will answer the following research questions in this chapter.

• How do the different user modeling strategies impact personalized recom-
mendations? Can the temporal patterns be applied to improve recommenda-
tion accuracy?

• What is the impact of combining trend and user profiles on the performance
of new recommendation systems?

• How are personal interests and user concerns influenced by public trends?
How do the time-sensitive weighting functions impact the accuracy of per-
sonalized recommender systems?

• To what extent are the domain-specific user modeling strategies beneficial for
supporting recommendation systems in different domains?
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Table 6.1: Design dimensions and design alternatives that are evaluated in Sec-
tion 6.2.

design dimension design alternatives (evaluated in Section 6.2)

topic modeling (i) hashtag-based, (ii) category-based, (iii) entity-based or (iv) LDA-based

enrichment (i) tweet-only-based enrichment or (ii) linkage and exploitation
of external news articles (propagating entities/topics)

temporal constraints (i) specific time period(s), (ii) temporal patterns (weekend,
night, etc.) or (iii) no constraints

6.2 Analyzing User Modeling on Twitter for Personalized
News Recommendation

In Chapter 3, we developed a framework that enriches the semantics of individual
microblogging activities and provides various strategies for construction user pro-
files. The characteristics of these user profiles are influenced by different design
dimensions and design alternatives. In Chapter 4, we have analyzed the impact
of semantic enrichment on the characteristics of constructed user profiles. In this
section, we further conduct an in-depth analysis on a large Twitter dataset of more
than 2 million tweets to better understand how different topic modeling strategies
and temporal constraints impact the characteristics and quality of the resulting user
profiles (see Table 6.1). We further measure and compare the impact of the user
modeling strategies on the performance of a personalized news recommendation
system.

6.2.1 Analysis of Twitter-based User Profiles

To understand how the different user modeling design choices influence the charac-
teristics of the generated user profiles, we applied our Twitter-based user modeling
framework to construct user profiles based on a large Twitter dataset. The main
research questions to be answered in this analysis can be summarized as follows.

1. How do the different user modeling strategies impact the characteristics of
Twitter-based user profiles?

2. Which temporal characteristics do Twitter-based user profiles feature?
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Figure 6.1: Comparison between different user modeling strategies with tweet-only-
based or news-based enrichment.

Data Collection and Data Set Characteristics

Over a period of more than two months we crawled Twitter information streams
of more than 20,000 users. Together, these people published more than 10 million
tweets. To allow for linkage of tweets with news articles we also monitored more
than 60 RSS feeds of prominent news media such as BBC, CNN or New York Times
and aggregated the content of 77,544 news articles. The number of Twitter messages
posted per user follows a power-law distribution. The majority of users published
less than 100 messages during our observation period while only a small fraction
of users wrote more than 10,000 Twitter messages and one user produced even
slightly more than 20,000 tweets (no spam). As we were interested in analyzing
also temporal characteristics of the user profiles, we created a sample of 1619 users,
who contributed at least 20 tweets in total and at least one tweet in each month of
our observation period. This sample dataset contained 2,316,204 tweets in total.

We processed each Twitter message and each news article to identify categories
and entities mentioned in the tweets and articles. Further, we applied different link-
ing strategies as proposed in Section 4.2 and connected 458,566 Twitter messages
with news articles of which 98,189 relations were explicitly given in the tweets by
URLs that pointed to the corresponding news article. The remaining 360,377 re-
lations were obtained by comparing the entities that were mentioned in both news
articles and tweets as well as by comparing the timestamps. In Section 4.2 we
showed that this method correlates news and tweets with an accuracy of more than
70%. Our hypothesis is that – regardless whether this enrichment method might
introduce a certain degree of noise – it impacts the quality of user modeling and
personalization positively.
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Structural Analysis of Twitter-based Profiles

To validate our hypothesis and explore how the exploitation of linked external sources
influences the characteristics of the profiles generated by the different user model-
ing strategies, we analyzed the corresponding profiles of the 1619 users from our
sample. In Figure 6.1 we plot the number of distinct (types of) concepts in the topic-
and entity-based profiles and show how this number is influenced by the additional
news-based enrichment.

For both types of profiles the enrichment with entities and topics obtained from
linked news articles results in a higher number of distinct concepts per profile (see
Fig. 6.1(a) and 6.1(b)). category-based profiles abstract much stronger from the
concrete Twitter activities than entity-based profiles. In our analysis we utilized
the OpenCalais taxonomy consisting of 18 topics such as politics, entertainment
or culture. The tweet-only-based user modeling strategy, which exploits merely
the semantics attached to tweets, fails to create profiles for nearly 100 users (6.2%,
category-based) as for these users none of the tweets can be categorized into a topic.
By enriching the tweets with topics inferred from the linked news articles we better
understand the semantics of Twitter messages and succeed in creating more valuable
category-based profiles for 99.4% of the users.

Further, the number of profile facets, i.e. the type of entities (e.g. person, loca-
tion or event) that occur in the entity-based profiles, increases with the news-based
semantic enrichment. While more than 400 twitter-based profiles (more than 25%)
feature less than 10 profile facets and often miss entities such as movies or prod-
ucts a user is concerned with, the news-based enrichment detects a greater variety
of entity types. For more than 99% of the entity-based profiles enriched via news
articles, the number of distinct profile facets is higher than 10.

A comparison of the entity- and category-based user modeling strategies with
the hashtag-based strategy (see Fig. 6.1(c)) shows that the variety of entity-based
profiles is much higher than the one of hashtag-based profiles. While the entity-
based strategy succeeds to create profiles for all users in our dataset, the hashtag-
based approach fails for approximately 90 users (5.5%) as the corresponding people
neither made use of hashtags nor re-tweeted messages that contain hashtags. Entity-
based as well as category-based profiles moreover make the semantics more explicit
than hashtag-based profiles. Each entity and topic has a URI which defines the
meaning of the entity and topic respectively.

The advantages of well-defined semantics as exposed by the topic- and entity-
based profiles also depend on the application context, in which these profiles are
used. The results of the quantitative analysis depicted in Fig. 6.1 show that entity-
and category-based strategies allow for higher coverage regarding the number of
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Figure 6.2: Temporal evolution of user profiles: average d1-distance of current in-
dividual user profiles with corresponding profiles in the past.

users, for whom profiles can be generated, than the hashtag-based strategy. Further,
semantic enrichment by exploiting news articles (implicitly) linked with tweets in-
creases the number of entities and topics available in the profiles significantly and
improves the variety of the profiles (the number of profile facets).

Temporal Analysis of Twitter-based Profiles

In the temporal analysis we investigate (1) how the different types of user profiles
evolve over time and (2) which temporal patterns occur in the profiles. Regard-
ing temporal patterns we, for example, examine whether profiles generated on the
weekends differ from those generated during the week. Similar to the click-behavior
analysis by Liu et al. [117], we apply the so-called d1-distance for measuring the dif-
ference between profiles in vector representation: d1(~px(u), ~py(u)) = ∑i |px,i− py,i|.

The higher d1(~px(u), ~py(u)) ∈ [0..2] the higher the difference of the two profiles
~px(u) and ~py(u) and if two profiles are the same then d1(~px(u), ~py(u)) = 0. Fig-
ure 6.2 depicts the evolution of profiles over time. It shows the average d1-distance
of the current user profiles with the profiles of the same users created based on Twit-
ter activities performed in a certain week in the past. As suggested in [117], we also
plotted the distance of the current user-specific profile with the public trend (see
Fig. 6.2(a)), i.e. the average profile of the corresponding weeks.

For the three different profile types we observe that the d1-distance slightly de-
creases over time. For example, the difference of current profiles (first week of
January 2011) with the corresponding profiles generated at the beginning of our
observation period (in the week around 18th November 2010) is the highest while
the distance of current profiles with profiles computed one week before (30th De-
cember 2010) is the lowest. It is interesting to see that the distance of the current
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Figure 6.3: Temporal patterns: comparison between weekend and weekday profiles
by means of d1-distance ((a)-(c): category-based profiles).

profiles with the public trend (i) is present for all types of profiles and (ii) is rather
constant over time. This suggests (i) a certain degree of individualism in Twitter and
(ii) reveals that the people in our sample follow different trends rather than being
influenced by the same trends.

Hashtag-based profiles exhibit the strongest changes over time as the average
d1-distance to the current profile is constantly higher than for the category-, entity-
based and LDA-based profiles. Figure 6.2(b) discloses that entity-based profiles
change stronger over time than category-based profiles when news-based enrich-
ment is enabled. When merely analyzing Twitter messages one would come to a
different (possibly wrong) conclusion (see Fig. 6.2(a)).

Figure 6.3 illustrates temporal patterns we detected when analyzing the individ-
ual user profiles. In particular, we investigate how profiles created on the weekends
differ from profiles (of the same user) created during the week. For category-based
profiles generated solely based on Twitter messages, it seems that for some users
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the weekend and weekday profiles differ just slightly while for 24.9% of the users
the d1-distance of the weekend and weekday profile is maximal (2 is the maximum
possible value, see Fig. 6.3(a)). The news-based enrichment reveals however that
the difference of weekend and weekday profiles is a rather common phenomenon:
the curve draws nearer to the average difference (see dotted line); there are less ex-
trema, i.e. users for whom the d1-difference is either very low or very high. Hence,
it rather seems that the tweets alone are not sufficient to get a clear understanding
of the users concerns and interests.

Fig. 6.3(b) further supports the hypothesis that weekend profiles differ sig-
nificantly from weekday profiles. We observer that the corresponding distances
d1(~pweekend(u), ~pweekday(u)) are consistently higher than the differences of profiles
generated on arbitrarily chosen days during the week. This weekend pattern is
more significant than differences between category-based profiles generated based
on Twitter messages that are either posted during the evening (6pm-3am) or dur-
ing the day (9am-5pm) as shown in Fig. 6.3(c). Hence, the individual topic drift
– i.e. change of topics individual users are concerned with – between day and
evening/night seems to be smaller than between weekdays and weekends.

The weekend pattern is coherent over the different types of profiles. Different
profile types however imply different drift of interests or concerns between weekend
and weekdays (see Fig. 6.3(d)). Hashtag-based and entity-based profiles change
most while the types of entities people refer to (persons, products, etc.) do not
differ that strongly. When zooming into the individual entity-based profiles we see
that entities related to leisure time and entertainment become more important on the
weekends.

The temporal analysis thus revealed two important observations. First, user
profiles change over time: the older a profile the more it differs from the current
profile of the user. The actual profile distance varies between the different types of
profiles. Second, weekend profiles differ significantly from weekday profiles.

6.2.2 Exploitation of User Profiles for Personalized News Recommen-
dations

We further investigate the impact of the different user modeling strategies on rec-
ommending news articles:

1. To which degree are the profiles created by the different user modeling strate-
gies appropriate for recommending news?

2. Can the identified (temporal) patterns be applied to improve recommendation
accuracy?
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News Recommender System and Evaluation Methodology

Recommending news articles is a non-trivial task as the news items, which are go-
ing to be recommended, are new by its very nature, which makes it difficult to
apply collaborative filtering methods, but rather calls for content-based or hybrid
approaches [117]. Our main goal is to analyze and compare the applicability of
the different user modeling strategies in the context of news recommendations. We
do not aim to optimize recommendation quality, but are interested in comparing
the quality achieved by the same recommendation algorithm when inputting differ-
ent types of user profiles. Therefore we apply a lightweight content-based algorithm
that recommends items according to their cosine similarity with a given user profile.
We thus cast the recommendation problem into a search and ranking problem where
the given user profile, which is constructed by a specific user modeling strategy, is
interpreted as query.

Definition 10 (Recommendation Algorithm) Given a user profile vector ~p(u) and
a set of candidate news items N = {~p(n1), ...,~p(nn)}, which are represented via
profiles using the same vector representation, the recommendation algorithm ranks
the candidate items according to their cosine similarity to ~p(u).

simcosine(~p(u),~p(ni)) =
~p(u) ·~p(ni)

||~p(u)|| · ||~p(ni)||
(6.1)

Given the Twitter and news media dataset described in Section 6.2.1, we con-
sidered the last week of our observation period as the time frame for computing
recommendations. The ground truth of news articles, which we consider as rele-
vant for a specific user u, is obtained via the Twitter messages (including re-tweets)
posted by u in this week that explicitly link to a news article published by BBC,
CNN or New York Times. We thereby identified, on average, 5.5 relevant news
articles for each of the 1619 users from our sample. For less than 10% of the users
we found more than 20 relevant articles. The candidate set of news articles, which
were published within the recommendation time frame, contained 5529 items. We
then applied the different user modeling strategies together with the above algo-
rithm (see Def. 10) and set of candidate items to compute news recommendations
for each user. The user modeling strategies were only allowed to exploit tweets
published before the recommendation period. The quality of the recommendations
was measured by means of MRR (Mean Reciprocal Rank), which indicates at which
rank the first item relevant to the user occurs on average, and S@k (Success at rank
k), which stands for the mean probability that a relevant item occurs within the top k
of the ranking. In particular, we will focus on S@10 as our recommendation system
will list 10 recommended news articles to a user. We tested statistical significance of
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Figure 6.4: Results of news recommendation experiment.

our results with a two-tailed t-Test where the significance level was set to α = 0.01
unless otherwise noted.

Results

The results of the news recommendation experiment are summarized in Fig. 6.4
and validate findings of our analysis presented in Section 6.2.1. Entity-based user
modeling (with news-based enrichment), which produces according to the quanti-
tative analysis (see Fig. 6.1) the most valuable profiles, allowed for the best rec-
ommendation quality and performed significantly better than hashtag-based user
modeling (see Fig. 6.4(a)). category-based user modeling also performed better
than the hashtag-based strategy – regarding S@10 the performance difference is
significant. Since the category-based strategy models user interests within a space
of 18 different topics (e.g., politics or sports), it further required much less run-time
and memory for computing user profiles and recommendations than the hashtag-
and entity-based strategies, for which we limited dimensions to the 10,0000 most
prominent hashtags and entities respectively. The LDA-based user modeling strat-
egy slightly performed slightly better hashtag- and category-based strategies with
respect to MRR. However, it also requires more resource (e.g, run-time and mem-
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ory) to train the topic model for constructing the LDA-based user profiles.

Further enrichment of category- LDA-, and entity-based profiles with categories
and entities extracted from linked news articles, which results in profiles that fea-
ture more facets and information about users’ concerns (cf. Section 6.2.1), also
results in a higher recommendation quality (see Fig. 6.4(b)). Exploiting both tweets
and linked news articles for creating user profiles improves MRR significantly (p <

0.05). In Section 6.2.1 we observed that user profiles change over time and that re-
cent profile information approximates future profiles slightly better than old profile
information. We thus compared strategies that exploited just recent Twitter activi-
ties (two weeks before the recommendation period) with the strategies that exploit
the entire user history (see Fig. 6.4(c)). For the category-based strategy we see that
fresh user profiles are more applicable for recommending news articles than pro-
files that were built based on the entire user history. However, entity-based user
modeling enables better recommendation quality when the complete user history is
applied. Results of additional experiments [3] suggest that this is due to the num-
ber of distinct entities that occur in entity-based profiles (cf. Fig. 6.1): long-term
profiles seem to refine preferences regarding entities (e.g. persons or events) better
than short-term profiles.

In Section 6.2.1 we further observed the so-called weekend pattern, i.e. user
profiles created based on Twitter messages published on the weekends significantly
differ from profiles created during the week. To examine the impact of this pattern
on the accuracy of the recommendations we focused on recommending news articles
during the weekend and compared the performance of user profiles created just by
exploiting weekend activities with profiles created based on the complete set of
Twitter activities (see Fig. 6.4(d)). Similarly to Fig. 6.4(c) we see again that the
entity-based strategy performs better when exploiting the entire user history while
the category-based strategy benefits from considering the weekend pattern. For
the category-based strategy recommendation quality with respect to MRR improves
significantly when profiles from the weekend are applied to make recommendations
during the weekend.

6.2.3 Synopsis

We conducted a large scale analysis on a Twitter dataset to investigated how the
different design alternatives influence the characteristics of the generated user pro-
files. Given a large dataset consisting of more than 2 million tweets we created
user profiles and revealed several advantages of semantic entity- and category-based
topic modeling strategies, which exploit the full functionality of our Twitter-based
user modeling framework, over hashtag-based topic modeling strategies. We saw
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that further enrichment with semantics extracted from news articles, which we cor-
related with the users’ Twitter activities, enhanced the variety of the constructed
profiles and improved accuracy of news article recommendations significantly.

Further, we analyzed the temporal characteristics of the different types of pro-
files. We observed how profiles change over time and discovered temporal pat-
terns such as characteristic differences between weekend and weekday profiles. We
also showed that the consideration of such temporal characteristics is beneficial to
recommending news articles when dealing with category-based profiles while for
entity-based profiles we achieve better performance when incorporating the entire
user history.

6.3 Interweaving Trend and User Modeling on Twitter for
Personalized News Recommendation

In previous section, we analyzed the impact of different design dimensions and de-
sign alternatives on the characteristics of user profiles constructed based on Twitter
activities. We investigated how different user modeling strategies impact person-
alization and discovered that the consideration of temporal profile patterns can im-
prove recommendation quality. In this section, we research whether the microblog-
ging activities can be exploited to generate profiles that reflect the interests of a user
in current trending news topics. We present an approach to model trends on Twitter
and evaluate different strategies for generating trend-aware user profiles which are
used in personalized news recommendations. Therefore, we:

• introduce strategies for identifying trends on Twitter and describe trend mod-
eling that allows for the generation of semantic trend profiles by exploiting
temporal dynamics of Twitter activities,

• demonstrate how both trend and user profiles can be combined to model users’
personal interests in relation to current Twitter trends,

• analyze the temporal dynamics of user profiles and trend profiles and

• evaluate trend and user modeling strategies for recommending news articles
to users and prove the effectiveness of our strategies.

6.3.1 Trend Modeling on Twitter

While user profiles represent personal interests of a specific user, trend profiles de-
scribe the trending interests of the entire user community. In line with the different
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topic modeling strategies for user profile construction, trends may also refer to hash-
tags, category or entities. In the following, we describe how one can identify and
model trends on Twitter within a given period of time. A given time interval j, for
which trends should be extracted and modeled, is defined as a tuple that consist of a
start and end timestamp:

I j =< tsstart , tsend > (6.2)

Here, tsstart and tsend denote the timestamps that specify the beginning and end
of the j-th time interval respectively. Hence, the generic model of profiles that
represent public trends for a given time interval can be defined analogously to the
user profile model (cf. Definition 1):

Definition 11 (Trend Profile) The trend profile T (I j) for a given time interval I j is
a set of weighted concepts where for a concept c ∈C its weight w(I j,c) is computed
by a certain function w.

T (I j) = {(c,w(I j,c))|c ∈C}

Here, C denotes the set of candidate concepts from which the trends can be extracted
in the given time interval I j. With~t(I j) we refer to T (I j) in its vector space model
representation, where the value of the i-th element refers to w(I j,ci) and the values
of all elements are normalized to make the sum of values to 1.

Our approach for modeling trends allows for three types of concepts that imply
different types of trend profiles: hashtag-based, category-based and entity-based
profiles. The weighting function w(I j,c) is applied to measure the importance and
popularity of a concept in a specific period of time. In particular, we make use of
term frequency and inverse document frequency and also introduce time-sensitive
variations of these measures. Before, we introduce the time-sensitive weighting
schemes we first describe how we exploit the term frequency based methods to
deduce the weight for a given concept in a certain time interval.

• TF: For a given time interval I j, the term frequency T F of a concept c is the
fraction of concept references that refer to c.

wT F(I j,c) =
nc, j

∑c∈C nc, j
(6.3)

where nc, j denotes the number of (enriched) tweets that refer to concept c
during time interval I j.
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• TF×IDF: The inverse document frequency (IDF) can be applied to value the
specificity of a concept c within a given period of time I j.

wT F×IDF(I j,c) =

wT F(I j,c) · log( |I|
1+|{Ii:nc,i>0}|) (6.4)

where wT F(I j,c) is the term frequency of concept c in the time interval I j,
|I| denotes the number of separated time intervals and |{Ii : nc,i > 0}| is the
number of time intervals in which the concept c was referenced at least once.

Our analysis of the Twitter activities (see Section 6.3.2) reveals that there are
concepts (entities) such as “United States” that show constant popularity and are not
specific for certain time periods. In contrast, there exist other new occurring entities
that quickly spread among Twitter users and gain popularity in a short period of time
and fade out after some time. For example, “WikiLeaks” was popular for around
two weeks and then gradually decreased in popularity. The T F × IDF weighting
function values such specificity of concepts with respect to a set of time intervals I.
T F× IDF is therefore a discrete measure that heavily depends on the definition of
time intervals – in our evaluation we experimented with time intervals of one week.

To measure the temporal dynamics of a concept c on a more continuous spec-
trum, we calculate the standard deviation of the timestamps of (semantically en-
riched) tweets that refer to c [93]. Hence, we apply the corrected sample standard
deviation as follows:

σ(c) =

√
∑

N
k=1(tsk− ts)2

N−1
(6.5)

Here, tsk is the timestamp of the k-th tweet that refers to concept c, ts is the
average timestamp of tweets that relate to c and N is the overall number of tweets
that refer to c. Huang et al. use a similar interpretation to characterize the temporal
stability of hashtags [93]. Based on the above interpretation of standard deviation,
one can expect the following behavior: the lower the value of σ(c) the shorter is
the time period in which concept c is referenced by tweets. If a concept c is just
mentioned once then the standard deviation will be zero (σ(c) = 0). In contrast,
the higher the standard deviation, the more constantly is a concept referenced from
tweets. Given this notion of standard deviation, we modify the conventional T F
and T F× IDF weighting functions and introduce two new time-sensitive weighting
schemes.

• Time-sensitive TF: For a given time interval I j, the time-sensitive term fre-
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quency T F of a concept c is defined as follows:

wt−T F(I j,c) = wT F(I j,c) · (1− σ̂(c)) (6.6)

where wT F(I j,c) is the term frequency of concept c for time interval I j and
σ̂(c) denotes the normalized standard deviation σ(c) which is calculated via:

σ̂(c) =
σ(c)

max{σ(ci) : ci ∈C}
(6.7)

• Time-sensitive TF×IDF: Similarly, the time-sensitive T F×IDF is specified
as follows:

wt−T F×IDF(I j,c) = wT F×IDF(I j,c) · (1− σ̂(c)) (6.8)

where wT F×IDF(I j,c) denotes the weight fro conventional T F × IDF func-
tion and σ̂(c) denotes normalized standard deviation value for concept c.

Hence, σ̂(c)∈ [0..1] and in particular the factor (1−σ̂(c)) is used to de-emphasize
T F and T F×IDF . The higher the normalized standard deviation σ̂(c), the lower
the weight wt−T F(I j,c) and wt−T F×IDF(I j,c) respectively.

We use Tw@k(I j) to denote the trend profile that selects the top k weighted
concepts c ∈ C when applying a certain weighting function w. For example, the
trend profile Tt−T F@100(I j) contains the top 100 trending concepts in C based on the
weights of concepts that are calculate by time-sensitive T F weighting function.

Combining Trends and Personal User Profiles

Based on the framework components discussed above, we can generate two kinds
of profiles: (i) user profiles which represent personal interests and (ii) trend profiles
which represent the public trends in Twitter for a specific period of time. Our main
goal is to investigate how to better reflect personal interests in current news topics
for supporting personalization. In particular, we are interested in systems that aim
for trend-aware personalization like news recommendation systems that deal with
new items and aim for recommending these new items to users. For this purpose,
we propose to interweave trend and user profiles to model users’ interests in the
context of current Twitter trends (see Figure 6.5).

Both trend and user profiles benefit from the linkage and semantic enrichment
discussed above and allow for the generation of hashtag-based, category-based and
entity-based profiles. While the user modeling component expects the history of



6. Microblogging-based User Modeling for Personalized Recommendations 117

!"#$%&'()*"$%

+#,-"'%./$0$%

!"#
$%&
'"()

$*%
!"#$%+$),-#%

!"#$%&'(%#)*$+&

.!$$#/(%(0##("%

)1%20'3#$%
.)44!/'(*%

,('-*$./($&
!"#$%0.1."#&

2#"3($.)*4./($&

! 

m1
m2

...
mn

" 

# 

$ 
$ 
$ 
$ 

% 

& 

' 
' 
' 
' 

1$"'%2%

/'#&

! 

P(u)

! 

T(It )
($#/5%+$),-#%

53#"&'(%#)*$+&

6*$7.+#&8&&
9#'.$/:&;$"*:<'#$=&

Figure 6.5: Combining trend and user modeling to support trend-aware personal-
ization

Twitter activities of a specific user as input, the trend identification and trend mod-
eling is based on the tweets published by the entire Twitter community in a certain
period in time (see Figure 6.5). By combining the personal user profiles with the
trend profiles, we aim to generate a profile that better estimates user interests in
relation to public trends for supporting trend-aware personalization. We therefore
apply a classical mixture method to combine a given user profile with a trend profile
of a certain time period I j.

~m(I j,u) = d ∗~p(u)+(1−d)∗~t(I j) (6.9)

Here, ~p(u) and~t(I j) denote the vector representation of a user profile P(u) and
trend profile T (I j) respectively. With ~m(I j,u) we refer to the combined profile
M(I j,u) in its vector space model representation. The parameter d ∈ [0..1] allows
for adjusting the influence of the user profile and trend profile on the combined pro-
file. By increasing d, we can emphasize the user profile and de-emphasize the trend
profile at the same time. In the following sections, we focus on entity-based pro-
files and analyze how different configurations for combining trend and user profiles
impact the quality of trend-aware news recommendation system.

6.3.2 Temporal Analysis of User and Trend Profiles on Twitter

Based on the large Twitter dataset used in Section 6.2, we analyze the temporal
dynamics of user and trend profiles to answer the following research questions:

1. How do interests change for different types of entities?

2. How do trends evolve over time and how does the trend modeling strategies
impact the characteristics of trend profiles?
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Temporal Analysis of User Profiles

In Section 6.2.1, we applied d1-distance to analyze how user profiles evolve over
time. Our results reveal that entity-based profiles change stronger over time than
other types of user profiles (see Figure 6.2). New entities may occur over time and
the entity-based profiles allow for capturing interests into these new entities. Hence,
entity-based profiles seem to capture current interests of a user more precisely than
hashtag-, category-, or LDA-based profiles.

Figure 6.6: Standard deviation of different types of entities (cf. Equation 6.11).

To answer the first research question, we plotted in Figure 6.6 the standard de-
viation (see Equation 6.11) of different types of entities. We observe that different
types of entities have a different life span within entity-based profiles. The higher
the standard deviation of a certain entity is, the more consistently does the entity
occur in Twitter messages posted by the users. For example, we see that entities
of type country or technology have, on average, a higher standard deviation than
movies or persons, i.e. country or technology entities occur more constantly within
profiles than movie and person entity. In fact, for more than 50% of the movies
standard deviation is 0, which means that the corresponding entities are mentioned
just once by a user. In summary, we observe that some fractions of the entity-based
profiles are rather constant while others change dynamically over time.

Temporal Analysis of Trend Profiles

We now turn to the second question to investigate the temporal characteristics of
trends in Twitter and analyze the effectiveness of trend modeling strategies. In Fig-
ure 6.7 we plot the occurrence frequency of popular entities over time. Some entities
such as “United States” or “USD” are continuously among the most frequently men-
tioned entities. We assume that interest in those entities will anyhow be captured by
the long-term user profiles. Hence, when generating trend profiles, we are rather in-
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Figure 6.8: Top trends for a given week.

terested in trending entities that have a peak at a certain point of time. For example,
Figure 6.7 shows a peak for “Leslie Nielson” who was usually not mentioned fre-
quently but suddenly became the most popular entity at the end of November 2010.
While this trend is clearly visible, other trends are overloaded by entities that are
constantly popular. Using the time-sensitive weighting function (cf. Section 6.3.1)
in particular we are able to filter out those popular entities and can identify trending
entities which are of particular importance for a specific period in time.

Figure 6.8 shows the entities from Figure 6.7 which are identified as trending
entities according to the time-sensitive T F× IDF weighting function. We observe
that there are further peaks for “Qatar” and “Interpol” at the beginning of December
2010 which are overloaded by “United States” and “USD” in Figure 6.7. While
the death of Leslie Nielson became a trending topic on Twitter, the news that Qatar
will host the World Cup or that Interpol declared William Assange, the founder of
WikiLeaks, as one of the most wanted persons were rather trending side topics. By
applying the time-sensitive weighting function, we can thus discover such trending
entities and generate profiles that capture trends a user is interested in.
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6.3.3 Evaluation of Trend and User Modeling for Recommending News
Articles

In this experiment, we investigate the impact of the trend and user modeling strate-
gies on the quality of personalized news recommender systems and answer the fol-
lowing research questions.

1. Which weighting function is best for generating trend profiles in the context
of recommending news articles?

2. What kind of profiles – personal user profiles or public trend profiles – are
best for recommending news articles?

3. Can we improve recommendation performance by combining trend and user
profiles?

News Recommender and Evaluation Methodology

The user and trend profiles are represented in a semantically meaningful way so
that they can be consumed by applications that require personal user interests as
well as current trends. Here, we evaluate our trend and user modeling strategies for
supporting personalized news recommendations.

Given user profiles which represent the long-term personal interests, trend pro-
files which represent rather short-term public trends and combined profiles, our goal
is to analyze the impact of these profile modeling methods on the news recommen-
dation quality. We apply the content-based algorithm that recommends items ac-
cording to their cosine similarity with a given profile generated by the trend and
user modeling framework.

Definition 12 (Recommendation Algorithm) Given a profile ~p in vector repre-
sentation, which either represents a user profile P(u), a trend profile T (I j) or a com-
bined profile M(I j,u), and a set of candidate news items N = {~pnews(n1), ...,~pnews(nn)},
which are represented via profiles using the same vector representation as ~p, the rec-
ommendation algorithm ranks the candidate items according to their cosine simi-
larity to ~p:

simcosine(~p,~pnews(ni)) =
~p ·~pnews(ni)

||~p|| · ||~pnews(ni)||
(6.10)

Given the dataset described in Section 6.2, we considered the last week of our
observation period as the time interval, denoted as Ir for computing recommenda-
tions. The ground truth of news articles, which we consider as relevant for a specific
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user u, is obtained via the Twitter messages (including re-tweets) posted by u in this
week that explicitly link to a news article published by BBC, CNN or New York
Times. We run our experiments for these 577 users, for whom we identified at least
five relevant news articles during our recommendation period. For each of these
users, we compare the three alternative modeling strategies for generating an input
profile to be fed into the news recommendation algorithm: the user profile P(u),
the trend profile T (Ir), and the combined profile M(Ir,u) (see Section 6.3.1). P(u)
is generated based on the enriched tweets that were published by u before the start
of the recommendation period. T (Ir) is generated for the recommendation period
Ir and we compare the different weighting functions as described in Section 6.3.1
to identify the best trend modeling strategy. For the combined profile M(Ir,u), we
further experiment with different configurations for selecting the top trending con-
cepts and vary the parameter d when combining personal profiles and trend profiles
to investigate the influence of the different types of profiles on the news recommen-
dation task. The quality of the recommendations is measured by means of MRR
(Mean Reciprocal Rank), which indicates at which rank the first item relevant to the
user occurs on average, and S@k (Success at rank k), which stands for the mean
probability that a relevant item occurs within the top k of the ranking. We tested
statistical significance of our results with a two-tailed t-Test where the significance
level was set to α = 0.01 unless otherwise noted.

Results

The results of the news recommendation experiments are demonstrated in Fig-
ure 6.9, 6.10 and 6.11. Each figure answers one of the research questions raised
at the beginning of this section.

First, we investigate which weighting function is best for generating trend pro-
files in the context of news recommendations. In Section 6.3.1, we proposed four
types of weighting functions for the generation of trend profiles. Our hypothe-
sis is that our time-sensitive methods that adjust conventional T F and T F×IDF
weighting functions by means of standard deviation allow us to better emphasize the
emerging and popular concepts in a specific period of time. Hence, we assume that
the time-sensitive weighting schemes allow us to achieve higher recommendation
quality. To validate our hypothesis, we generate trend profiles by applying differ-
ent weighting functions and compare MRR and S@5 measures for the recommen-
dations. Figure 6.9 reveals that the time-sensitive weighting functions improve the
quality of news recommendations clearly. With the time-sensitive T F×IDF weight-
ing function we reach the best recommendation performance and improve over the
T F baseline by 9.3% and 40.1% with respect to MRR and S@5 respectively. These
results thus confirm our hypothesis and show that time-sensitive weighting func-
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tions and time-sensitive T F×IDF in particular are best for generating trend profiles
in the context of recommending news articles which answer the first research ques-
tion raised at the beginning of this section.

Second, to answer what kind of profiles are best for news recommendations, we
compare the performance of the three types of profiles that are generated by our
trend and user modeling framework: user profiles P(u), trend profiles T (Ir) and the
mixture M(Ir,u) of both of these profiles. By interweaving the personal interests
into global trends that we detect in the Twitter community, we expect to better esti-
mate the current and future interests for supporting trend-aware personalization and
news article recommendations in particular. Figure 6.10 compares the performance
of the strategies with respect to MRR when using T F×IDF as weighting function
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for modeling the top 500 trends (Tt−T F×IDF@500(Ir)). We observe that user profiles
allow for better recommendation quality. In fact, personal user interest profiles P(u)
improve the performance of public trend profiles Tt−T F×IDF@500(Ir) by 15.3% re-
garding mean reciprocal rank of the first relevant item (p < 0.05). Furthermore, by
combining personal interests with public trends, the recommendation quality can be
improved slightly.

Finally, to further investigate how the combination of user and trend profiles
impacts personalized news recommendations, we evaluate the mixture strategy of
combining trend and user profiles for different configurations. Figure 6.11 shows the
results for varying parameter d when combining P(u) and T (Ir) (cf. Equation 6.9)
and moreover for a varying the number of top k concepts selected for generating
the trend profiles. The results reveal that personal user interest profiles seem to be
more important than public trends as the recommendation quality with respect to
MRR increases when the influence of P(u) is increased. When combining P(u)
with Tt−T F×IDF@800(Ir) we achieve a global maximum in performance for d = 0.6
which also clearly improves over the strategy that is merely based on personal user
interests (d = 1, P(u)). We conclude that user profiles are more important for gener-
ating personalized news recommendations. However, by combining trend and user
profiles we achieve the best recommendation performance.

6.3.4 Synopsis

We presented an approach for integrating trend and user modeling on Twitter. Our
approach features functionality for enriching the semantics of tweets and therefore
allows for the generation of semantically meaningful profiles which represent both
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personal interests and public trends. Those profiles can be re-used outside of Twitter
by other applications that aim for trend-aware personalization.

We evaluated the trend and user modeling strategies in the context of news arti-
cle recommendations. Based on a large dataset of more than 10 million tweets, we
have analyzed trend and user profiles and saw that user profiles dynamically change
over time. In particular, interests in persons or movies vary stronger over time than
interests in locations. Furthermore, we proposed time-sensitive strategies allow for
the discovery of local trends that are of particular importance in a specific period
of time and we saw that our time-sensitive variation of T F×IDF achieves the best
trend modeling performance in the context of news recommendations. Given the
trend and user modeling strategies, we showed that personal user interest profiles
are more important for the news article recommendation process than public trends.
By interweaving trend and user profiles we succeeded in further improving the rec-
ommendation quality.

6.4 Analyzing Temporal Dynamic on Twitter for Person-
alization

Our user modeling framework also features different weighting schemes ranging
from term frequency based methods that count the number of occurrences of topics
to more advanced time-sensitive weighting function schemes that incorporate a tem-
poral decay for assigning a weight to a topic of interest (cf. Section 3.2.4). In this
section, we investigate the following research questions that concern the temporal
evolution of individual user profiles inferred from Twitter activities and the impact
of time-sensitive weighting schemes on the quality of user profiles in context of a
personalized URL recommender system.

• To what extend do personal interests vary over time?

• How are personal interests and user concerns influenced by public trends? Do
inferred interests profiles allow for predicting which trends will be adopted by
a user?

• How does the time-sensitive weighting function impact the accuracy of per-
sonalization?
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6.4.1 Evolution of User Interests in Trending Topics

To better illustrate how the interests of users into a topic discussed on Twitter change
over time, we start with a concrete example trending topic, the Egyptian revolution2,
which started on January 25th, 2011. In this analysis, we aim to study (i) how
trending topics evolve over time and (ii) how the interest of individual users into a
topic change over time.

For representing a trending topic, it is often not sufficient to represent it just
via a single concept such as a hashtag (words starting with “#”). For example,
regarding the Egyptian revolution a hashtag like “#egypt” could be considered as a
representative concept to describe this topic. However, (i) not all tweets that contain
the hashtag “egypt” refer to the revolution in Egypt and (ii) there exist tweets that
refer to the revolution but do not mention the hashtag “#egypt”. Instead, other terms
that refer to entities such as Mubarak (person) or Cairo (location) may be used.
Therefore, we use the model described in Definition 11 (Section 6.3) to represent a
trending topic on Twitter as a set of weighted concepts where a concept may refer
to an arbitrary entity and where the weight indicates how important the concept is
for the topic.

The above model for creating the representation of a topic expects a timestamp
as input because concepts that relate to a certain topic may change over time. On
the one hand, the importance of concepts could vary at different points in time and,
on the other hand, new concepts could arise while other concepts that were once
representing the topic could entirely become useless to describe the topic. Hence,
the representation of a topic depends on the time when the profile is demanded.

Evolution of Topics over Time

To analyze how the topic Egyptian revolution evolves over time, we selected pop-
ular entities on every day of our observation period based on their co-occurrence
frequency with hashtags such as “#jan25” or “#tahrir” which we could almost un-
ambiguously relate to the topic.

Figure 6.12 illustrates how the occurrence frequency of entities, which are re-
lated to the Egyptian revolution, changes over time. Some entities like Cairo and
Mubarak are popular for this topic over a long period in time (see Figure 6.12(b)),
which means that Twitter users continuously refer to these entities when publishing
tweets about the topic. The occurrence frequencies of these entities quickly reach
their peaks three days after the beginning of the Egyptian revolution, which started

2http://en.wikipedia.org/wiki/Timeline_of_the_2011_Egyptian_revolution

http://en.wikipedia.org/wiki/Timeline_of_the_2011_Egyptian_revolution
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Figure 6.12: Relative occurrence frequencies of entities related to the Egyptian rev-
olution.

on January 25th, and then decrease rather slowly over the next two weeks.

In contrast, the entities shown in Figure 6.12(a) show burst-like spikes and seem
to be relevant for the topic only for a short period in time. For example, many mes-
sages that were posted on January 28th were related to the entity SMS and referred
to the shutdown of the Internet access and short messaging services in Egypt that
happened on January 26th, such as the following tweet:

“Again, latest Egypt updates: internet shut down, SMS and Blackberry
down, plainclothes police setting cars on fire”

Therefore the entity SMS became very popular on that day. Similarly, Omar Suleiman
was mentioned in many messages on January 30th as he was sworn in as vice pres-
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ident on January 29th which resulted in further protests as reported in the following
message:

“Al Jazeera breaking: Protesters loudly condemn the appointment of
Omar Suleiman as Vice President”

Similarly, the leader of the opposition Mohamed ElBaradei became popular for
the topic on January 30th as well. Moreover, the peak for Vodafone on February 3rd
is much likely related to the news that the mobile phone company announced that
the Egyptian authorities had hijacked Vodafone’s network.

Our analysis presented in Figure 6.12 thus demonstrates that the importance of
entities for a given topic changes over time. While there are some entities that are
continuously good representatives for a topic (e.g. Mubarak), there are other entities
(e.g. SMS) which characterize a topic only for a short period in time. When creating
the representation of a topic it is thus reasonable to consider multiple concepts (e.g.
entities and hashtags) and to compute the importance of each concept as a function
of the time when the topic representation is requested.

Evolution of User Interests into Topics

Having seen how a topic is discussed within a community of users and how the
representation of a topic emerges and changes over time, we now analyze how the
interests of individual users into a topic evolves over time. We therefore selected a
subset of 1619 Twitter users. In particular, those users for which we monitored at
least 20 Twitter messages in total and observed at least 10 Twitter messages during
the time of the Egyptian revolution but not necessarily 10 messages that are related
to the incident in Egypt. In fact, we discovered that 70% of the sample users showed
interest into the Egyptian revolution, i.e. 70% of the users (re-)tweeted a message
that was mentioning a concept of the corresponding topic representation. While
these users were interested in the topic, the individual behavior showed interesting
specifics. For example, not all the users started tweeting about the event from the
very beginning (January 25th). Figure 6.13 shows for each day the number of users
who published their first tweet about the Egyptian revolution and therefore showed
for the first time that they are – to some extent – concerned with the topic.

As shown in Figure 6.13, most people do not join the discussion or dissemina-
tion of the event immediately after it happens. While the small amplitudes before
January 25th can be considered as noise and seem to be caused by the modeling
of the topic, on the day of the first wave of protest in Egypt, the “Day of Revolt”,
slightly less than 150 of our sample users joined the discussion on the topic. After
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Figure 6.13: User adoption: number of new users per day who become interested
in the Egyptian revolution.
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Figure 6.14: Daily activities of users who are interested in the Egyptian revolution.

the Egyptian regime shut down the Internet on January 26th, about 300 users be-
came interested into the protests on the “Friday of Rage”, January 28th, and another
150 users took for the first time part in the Twitter discussions on the following day.

Having seen when individual users become for the first time interested in a topic,
we were also interested for how long those users were interested in the topic. Fig-
ure 6.14 shows the amount of Twitter messages that selected users were posting on
different days. The users whose tweeting activities on the topic of the Egyptian rev-
olution are displayed in Figure 6.14(a) can be characterized as short-term adopters
as they published tweets about the event for less than one week. It is interesting to
see that the amount of messages these users posted about the topic is fairly high.
For example, ST User A, who adopted the topic two days after the beginning of the
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Figure 6.15: Standard Deviation of Timestamps of Related Tweets Posted by Each
User

revolt, published almost 100 tweets about the revolution on a single day. Neverthe-
less, she quickly became disinterested. The interests of these three example users
thus seem to change quickly. Hence, user modeling strategies that aim for capturing
users’ interests into topics have to adapt quickly as well.

Figure 6.14(b) displays the Twitter activities of three other users who were con-
cerned with the Egyptian revolts for a long time period of more than one month and
can therefore be considered as long-term adopters. All the three long-term adopters
became interested into the topic at the very beginning of the revolt and can thus also
be described as early adopters. In contrast, the short-term adopters characterized
in Figure 6.14(a) are not among the first users who publish about the incidents in
Egypt. In fact, for the Egyptian revolution it seems that there is a correlation be-
tween the time when a user adopts a topic and the duration during which the user is
interested into the topic, i.e. early adopters overlap stronger with long-term adopters
than with short-term adopters. Furthermore, the Twitter behavior of the short-term
adopters regarding the Egyptian revolution is apparently more influenced by public
trends than the behavior of the long-term adopters. For example, as depicted in Fig-
ure 6.14(a), ST User A, B and C show a peak after the riot on February 2nd that was
entitled the “Battle of the Camel” and which was heavily discussed in social and
mainstream news media. In contrast, the peaks of the long-term adopters, shown
in Figure 6.14(b), happen much more frequently and also occur on days on which
were not packed with epic events.

Figure 6.15 overviews the sample users who were interested in the Egyptian
revolution with respect to the duration the different users expressed their interest
into the topic on Twitter. In particular, it shows for each user the standard deviation
of the timestamps of tweets that were related to the topic as similarly proposed by
Huang et al. [93] who measure the temporal stability of hashtags. For Figure 6.15,
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we apply standard deviation as follows.

σ(topic,user) =

√
∑

N
k=1(time(tweetk)− time)2

N−1
(6.11)

Here, time(tweetk) is the timestamp of the k-th tweet published by the given
user that refers to the given topic, time is the average timestamp of the user’s tweets
that relate to the topic and N is the overall number of tweets in which the user refers
to the topic.

Figure 6.15 shows that for nearly 150 users the σ(topic,user) is zero which
means that those users just published one tweet that we could relate to the hap-
penings in Egypt. Overall, for more than 75% of the users, the standard deviation
of timestamps which specify when they published about the topic is less than one
week. The fraction of long-term adopters for whom σ(topic,user) is higher than
ten days is with less than 2.5% rather low.

Findings

We have conducted a large scale analysis to study the evolution of user interests in
trending topics. The findings of our analysis are summarized as follows.

1. Topics that are discussed on Twitter can be represented via the concepts that
are referenced from the tweets that relate to the topic. Those concepts can be
arbitrary entities such as persons, organizations or locations as well as cryptic
hashtags like “#jan25”. As different concepts may be of different relevance
for a topic, it is desirable to weigh the concepts according to their importance
for the topic.

2. Topics change over time: different concepts are of different importance for a
given topic. For example, concepts such as SMS or Vodafone became impor-
tant for the Egyptian revolution only for a short time when the government of
Egypt shut down the Internet and took over the telecommunication network
of Vodafone. Due to this event-like nature of a Twitter topic, it is helpful to
compute the weight of a concept for a topic as a function of time.

3. The interests of individual users into a topic evolve differently over time in
the context of the Egyptian revolution. Most users, who were interested in the
topic, adopted the topic within a few days. Hence, the speed in which people
adopt a topic on Twitter seems to be rather fast (cf. [106, 169]). However,
the fraction of early adopters who become interested in an event on the day
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the event happens is small. Moreover, the duration during which users are
interested in an event-like topic differs clearly among the different users. In
fact, we identified long-term adopters who are interested in a Twitter topic
over a long period in time and short-term adopters who are concerned with a
topic only for a short period in time and are rather driven by current trends.

6.4.2 Time-sensitive User Modeling for Personalized Recommendations

In Section 3.2.4, we introduced a time-sensitive weighting scheme which dampens
the occurrence frequency according to the temporal distance between the topic oc-
currence time and the given timestamp (see Equation 3.6). Our hypothesis is that
the time-sensitive strategy characterizes the actual demands and concerns of a user
better than the non-time-sensitive baseline strategy. To investigate the above hy-
pothesis, we deploy the user modeling strategies in a personalized recommender
system. The recommender provides Web site recommendations to a user based on
her user profile. We thus apply the Twitter-based user modeling strategies to per-
sonalize the Social Web experience of the users and point them to Web sites which
are according to their profiles of interest in their current temporal context. We then
study the following research questions.

1. How do semantic enrichment and time-sensitive weighting functions of the
user modeling framework influence the performance of the recommender sys-
tem?

2. Are there any correlations between characteristic patterns in the generated
Twitter profiles and the gained recommendation quality? For example, how
does the recommendation quality differ between users who have a tendency
to be short-term or long-term adopters on a given topic?

Evaluation Methodology

We examine the influence of user modeling strategies on the performance of a rec-
ommender system that we developed for providing personalized Web site recom-
mendations to the user. In particular those fresh Web sites that are referenced in
Twitter messages (cf. [44, 58]). Recommending Web sites, which are posted on
Twitter, is a non-trivial task as URLs. Our main goal is to analyze and compare the
applicability of the different user modeling strategies in the context of the recom-
mender system. We particularly analyze how the time-sensitive user modeling strat-
egy influences personalization and performs in comparison to non-time-sensitive
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variants. Therefore we apply the same recommendation algorithm introduced in
Section 6.2.2.

We compute personalized recommendations for each user of our sample on each
day of our recommendation period which is given by the last ten days of January
(Jan 20th - Jan 31st). Hence, our recommendation period overlaps with the begin-
ning of the Egyptian revolution. However, the Web sites that are recommended to
the users in this period may refer to any topic and are not necessarily related to the
revolution in Egypt. The ground truth of URLs, which we consider as relevant for
a specific user u on a particular day, is given by those Twitter messages which link
to the corresponding Web site and which have been re-tweeted by u on that day.
Following this evaluation strategy, we identified, on average, 24.5 relevant URLs
for each of the 1619 sample users per day. The candidate set of URLs, which were
published on a recommendation day, contained, on average, 24549 items.

Given the ground truth and candidate sets, we applied the different user model-
ing strategies together with the above algorithm and set of candidate items to com-
pute fresh, personalized Web site recommendations for each user on each day. The
user modeling strategies were only allowed to exploit tweets published before the
start of the recommendation period. The quality of the recommendations was mea-
sured by means of S@k (Success at rank k), which stands for the mean probability
that a relevant item occurs within the top k of the ranking, and MRR (Mean Recip-
rocal Rank), which indicates at which rank the first item relevant to the user occurs
on average. For Success@k, we will focus on S@10 as our recommendation system
will list 10 Web site recommendations to a user. We tested statistical significance of
our results with a two-tailed t-Test where the significance level was set to α = 0.01
unless otherwise noted.

Results

Figure 6.16 summarizes the result of our recommendation experiment. In Fig-
ure 6.16(a), we first analyze the impact of the linkage enrichment provided by our
user modeling framework. We observe that the recommendation quality is pos-
itively influenced by the enrichment component that follows the links in Twitter
messages to also extract named entities from those Web pages. While the perfor-
mance regarding MRR increases just slightly, S@10 improves by more than 15%.
For the entity-based user modeling strategy, we thus apply the semantic enrichment
method that exploits the links posted in Twitter messages also for the subsequent
recommendation experiments.

Figure 6.16(b) shows the performance of the entity-based and hashtag-based
user modeling strategies and illustrates how the time-dependent weighting function
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Figure 6.16: Comparison of user modeling strategies for supporting personaliza-
tion.

(cf. Equation 3.6) influences the personalization quality. Regarding S@10, the
entity-based user modeling strategy performs slightly better than the hashtag-based
method (improvement: 5%). However, there is no significant difference in perfor-
mance between entity-based and hashtag-based user modeling strategy. In contrast,
the time-dependent weighting function increases the recommendation performance
clearly. For the hashtag-based user modeling strategy, weighting the occurrence fre-
quency according to the time for which a profile is demanded (hashtag (time)) im-
proves the recommendation quality over the baseline strategy (hashtag) by 10.4%
and 12% regarding S@10 and MRR respectively. We thus find first evidence for
our hypothesis that the time-sensitive strategy characterizes the actual demands and
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(a) Hashtag-based Profiles
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(b) Entity-based Profiles

Figure 6.17: Relation between size of profiles and quality of profiles for supporting
personalization.

concerns of a user better than the non-time-sensitive baseline strategy.

Figure 6.16(c) illustrates the recommendation performance for different types of
users: (i) people who are continuously active during our recommendation period and
re-tweet at least one Web site on each day of the ten days (i.e. for each day there exist
at least one relevant item to be recommended) and (ii) people who are sporadically
active (on less than five days). As depicted in Figure 6.16(c), the recommendation
performance is better for active users than for the sporadically active users. It is
interesting to see that the hashtag-based version performs best for the continuously
active users and rather fails for the sporadically active users for which the entity-
based user modeling strategy performs best. Hence, it seems that for recommending
Web sites on the Social Web, the interests of active users can be represented best
via hashtags while the interests of sporadically active users are best modeled via the
entity-based strategy.

Figure 6.17 further relates the recommendation quality with the size of entity-
based and hashtag-based profiles. The size of a user’s profile is measured by the
number of distinct concepts that appear in a profile and is given relatively to the size
of the biggest profile. The performance is measured via the mean reciprocal rank
(MRR) and is also specified in a relative manner. Moreover, the MRR curves show
the average performance for the corresponding x% of the users. For example, for
those 20% of the users whose hashtag-based profiles are smaller than the profiles
of the other 80% of the users, the recommendation quality is less than 20%. Fig-
ure 6.17(a) can thus be interpreted as follows: the bigger the hashtag-based profiles
the better the recommendation.

For entity-based profiles, we observe different behavior, as depicted in Fig-
ure 6.17(b). The quality of recommendations computed based on entity-based pro-
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files does not depend that strongly on the size of the profiles. In fact, it remains
fairly stable for varying profile sizes.

Findings

We showed how the Twitter-based user modeling strategies can be applied in a rec-
ommender system to personalize the users’ Social Web experience. The research
questions raised at the beginning of this section can be answered as follows.

1. When determining the importance of concepts in a user profile, it is beneficial
to weigh the concepts with respect to the point in time for which the profile
is demanded. Those concepts which a user has been concerned with recently
should be weighted higher than concepts which have not been referenced by
the user for a long time. Moreover, we observed that entity-based user mod-
eling performs best when extracting entities from both the Twitter messages
and the Web resources, which are referenced from the corresponding Twitter
message.

2. We also discovered remarkable correlations between the characteristics of
the different types of user profiles and the resulting recommendation qual-
ity. When modeling users based on hashtags, the personalization performance
correlates with the size of the hashtag-based profile: the bigger the profile, the
better the performance. In contrast, personalization enabled via entity-based
user modeling is highly independent from the size of a profile. Furthermore,
we observed that for sporadically active users, which tend to be short-term
adopters, the entity-based user modeling strategies, provided by our frame-
work, perform much better than the hashtag-based strategies.

6.4.3 Synopsis

In this section, we analyzed the characteristics of topics discussed on Twitter and
discovered that the representation of a topic changes over time: concepts related to
a topic may gain or loose importance. For event-like topics, we identified differ-
ent groups of users: long-term adopters join the discussion early and continuously
contribute to the discussion while short-term adopters join the discussion later and
participate just sporadically being influenced by public trends.

Based on this analysis, we introduced strategies that allow for incorporating
those temporal characteristics into user profiles as well. We defined time-sensitive
user modeling strategies (hashtag-based and entity-based) and evaluated these strate-
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gies in context of a recommender system that provides personalized Web site rec-
ommendations. Our results prove the benefits of user modeling strategies that cap-
ture the temporal dynamics of a user’s Twitter activities and reveal that semantic
enrichment is particularly important for users who sporadically participate in the
discussions on Twitter.

6.5 Domain-specific User Modeling on Twitter for Person-
alized Recommendations

In Chapter 3, we demonstrated that how our microblogging-based user modeling
framework generates domain-specific user profiles. Give a stream of messages, Ge-
niUS, which is a software library implemented based on our user modeling frame-
work, allows for generating topics and user profiles that summarize the stream ac-
cording domain- and application-specific needs which can be specified by the re-
questing party. Therefore, our user modeling framework can be applied in various
application settings. In this section, we investigate the quality of user profiles that
are adapted to six different domains for supporting various recommendation tasks.
We tested statistical significance of our results with a two-tailed t-Test where the
significance level was set to α = 0.01 unless otherwise noted.

6.5.1 Analysis of Domain-Specific User Profile Construction

To understand the characteristics of user profiles constructed for supporting various
application settings, we conducted an analysis on a large Twitter dataset. In our
analysis, we investigate the characteristics of (i) complete Twitter-based profiles
and (ii) six domain-specific types of profiles that were filtered using the semantic
filtering method of GeniUS.

Data Collection

For our analysis, we monitored 73 Twitter users of the Social Handle Archive3

(SoHArc) over a period of more than six months (from January 1st 2011 to July
7th). SoHArc lists profiles of researchers who are active in computer science and
e-learning research in particular. Therefore, we ensured that there were no spam
users in our dataset. Using the Twitter Streaming API via the Item Fetcher of Ge-
niUS, we collected all public Twitter messages that these users published during the
observation period. Overall, we thereby obtained 40,822 tweets. The seven most

3http://soharc.upb.de/

http://soharc.upb.de/


6. Microblogging-based User Modeling for Personalized Recommendations 137

0 10 20 30 40 50 60 70

users

0

10

100

1000

10000

# 
of

 tw
ee

ts
/e

nt
ite

s/
en

tit
y 

ty
pe

s

tweets
DBPedia entities
entity types

Figure 6.18: Number of tweets, DBpedia entities and entity types per user

active users posted more than 1000 tweets while two users were almost inactive and
published less than 10 Twitter messages (see Figure 6.18). We processed all Twitter
messages with the semantic enrichment component of GeniUS which we configured
so that DBpedia Spotlight was used as named entity recognition service as it allows
for higher precision and recall than Alchemy or Zemanta (Mendes et al. report, for
example, on precision of around 80% for disambiguating entities) [130]. Further-
more, we utilized the concept frequency as weighting scheme to compute weights
for the entities of interest in the corresponding user profiles. Although all users are
from the same computer science community, the topics about which they publish
tweets show great variety as our analysis will reveal.

Results

In Figure 6.18, we plot the number of tweets and enriched DBpedia entities for
each user. On average, each user published 567.0 Twitter messages and referred,
according to the entity extraction module, to 1097.1 DBpedia entities. 59 of the
users (82%) published more than 50 tweets during the observation period and also
referred to more than 50 entities. And for each tweet, we extracted on average 1.9
entities. Each entity is identified by a unique URI. Therefore, we further retrieved
– by resolving the URI – the types of the entities as specified in the corresponding
DBpedia entry. The number of distinct types of entities to which a user refers to
in her tweets is listed in Figure 6.18 as well. The average number of distinct types
per user profile is 35.0 which indicates that there is a potential to generate differ-
ent domain-specific profiles for a given user when categorizing entities of interest
according to their types.
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Figure 6.19: Comparison of different strategies for user profile construction

To construct application domain based user profiles, we group the types of enti-
ties based on the DBpedia ontology 4 into several domains. In particular, we select
three main domains for the analysis and further experiments: location, entertain-
ment and product. Based on the hierarchies defined in the DBpedia ontology, we
further derive three sub-domains from the product domain: music products, books
and software products. In our evaluation, we classify items into these domains and
test what kind of user profiles do best serve the domain-specific recommender sys-
tem (recommender in the entertainment domain, book recommender etc.).

Using the semantic filter described in Section 3.3.2, we construct the (sub-)
domain-specific user profiles. Figure 6.19 characterizes the corresponding profiles
and shows the number of entities per user profile for the different types of profile
construction strategies. In Figure 6.19(a), we compare the generic strategy, which
utilizes all kinds of entities (no filtering), and the domain specific strategies which

4http://wiki.dbpedia.org/Ontology

http://wiki.dbpedia.org/Ontology
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filter the profiles so that they contain entities related to the location, entertainment
and product domain respectively (semantic filtering). On average, there are 358.0
entities per user profile that belong to one of the three domains. Among them,
12.1% of the entities are categorized as locations (e.g. cities, countries and other
places), 54.8% as being related to entertainment (e.g. sport, cultural events) and
33.1% as products (e.g. music albums, books, magazines, software). Some of these
profiles are rather sparse. For example, for approximately 30 users, the location-
based and product-related profiles contain less than 10 entities. The continuous
difference between the size of the generic profiles and the domain-specific profiles
indicates that all users reveal interests in different types of domains in their Twitter
activities. Similarly, we observe in Figure 6.19(b) that also the domain-specific
profiles related to products feature variety. When further filtering these profiles to
obtain profiles that specify interests in music products, books and software products,
one still obtains reasonably sized user profiles. Here, interests into music products
can be inferred best. On average, 58% of the products mentioned by a user can be
classified as music products (e.g. albums, songs) while 18.3% and 23.7% of the
products are related to books (including newspapers and magazines) and software
products respectively.

Our analysis thus shows that Twitter-based profiles reveal different types of in-
terests of a user. Hence, there is potential to adapt Twitter-based profiles to different
application domains. Figure 6.19 shows that we succeed in generating domain-
specific profiles for the great majority of the users. The more specific the domain
the smaller the profiles. Our hypothesis is that the stronger we adapt profiles to the
given application domain – i.e. the more restrictive the filtering of the profiles – the
better the performance of the corresponding application that consumes the profiles.
In the subsequent section, we will investigate whether this hypothesis holds.

6.5.2 Evaluation of Domain-Specific User Profile Construction for Rec-
ommendation System

To test our hypothesis and to evaluate the quality of the Twitter-based user profiles
that are created for different application domains, we apply the generated user pro-
files in different domain-specific recommendation systems and answer the following
research questions:

1. Are the domain-specific user modeling strategies provided by GeniUS benefi-
cial for supporting recommendation systems in different domains? For exam-
ple, are the sparse – but more focused – user profiles more appropriate than
the complete, unfiltered profiles?
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Table 6.2: The average number of relevant items and candidate items for different
recommendations.

application broad domains product sub-domains
domain entertainment locations products music books software

average number of
1587.0 151.0 1207.0 756.0 237.0 254.0candidate items

average number of
70.0 13.4 49.6 40.9 16.4 20.3relevant items

2. How does the performance vary between the different domains? For example,
for what domains does the Twitter-based user modeling work best?

Experimental Setup

In our evaluation, we conduct tweet recommendation experiments to test the user
profiles created for six different domains. The main goal of a domain-specific rec-
ommender is to recommend tweets to a user that are relevant to the given (sub-
)domain and relevant to the user. We use the same content-based recommendation
algorithm as introduced in Section 6.2 to recommends recommends items based on
their cosine similarity with a given user, i.e. the more similar an item to a user the
higher it will appear in the recommendation ranking.

For our experiments, we consider the last month of our observation period as
the time frame for computing recommendations. For each of the six domains that
we analyzed in Section 6.5.1, we deployed a recommendation system that used the
algorithm described above as basis. Hence, the recommendation quality is solely
influenced by the user modeling strategy for constructing user profiles. The ground
truth of tweets which we consider as relevant to a specific user in a particular ap-
plication domain is given by those messages that were actually posted by the user
during the recommendation period and also contain at least one concept that belongs
to the specified application domain. Hence, we remove all user information from
the candidate tweets and try to assign the tweets to the right users by utilizing the
user profiles that are constructed based on the tweets a user posted before the start of
the recommendation period. The quality of recommendations is measured by means
of MRR (Mean Reciprocal Rank) which indicates at what rank the first item relevant
to the user occurs on average. We tested statistical significance of our results with a
two-tailed t-Test where the significance level was set to α = 0.01 unless otherwise
noted.

The set of candidate items are those tweets that were published during the rec-
ommendation period and refer to at least one concept of the application domain of
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Figure 6.20: Results of recommendation experiment

the recommendation system. The average number of relevant items per user and
the number of candidate items in each application domain are listed in Table 6.2.
For example, for the broader domains one can infer that the product domain is most
challenging: the probability of randomly selecting a relevant item is 0.041 (= 49.6 /
1207.0) in contrast to 0.045 and 0.089 for the domains of entertainment and location
respectively.

Results

The results of the recommendation experiments in the six different domains are
summarized in Figure 6.20 and answer the research question raised at the beginning
of this section. Figure 6.20(a) shows the quality of the recommendations in terms
of MRR for the three broader domains: locations, entertainment and products. We
compare the recommendation performances that were achieved based on the generic
user modeling strategy, which does not make use of the semantic filtering function-
ality of GeniUS, and the domain-specific user modeling strategy, which filters out
concepts from the profiles that are not related to the actual domain.

The domain-specific strategy consistently performs significantly better than the
generic strategy (p < 0.01). While the domain-specific strategy achieves, on aver-
age, an MRR of 0.13 across the three different domains, the generic strategy per-
forms poorly with 0.01. The domain-specific strategy produces with 0.16 regard-
ing MRR the best results in context of the location-related recommendation system
which is according to the proportion of relevant items per user the least challenging
domain (see Table 6.2). In contrast, the generic strategy achieves only an MRR of
0.006. Within the context of product recommendations, the domain-specific profile
construction method results in a ten times higher MRR and therefore outperforms
the generic strategy clearly.
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Similar results can be observed in the more narrow domains of music, book and
software product recommendation systems. For the music and book domain, one
can see that the recommendation quality increases the more specific the profiles are.
In the music recommendation setting, the generic strategy fails with 0.004 regarding
MRR, the product-specific profile improves the recommendation slightly (MRR:
0.01) and the profiles, which are specifically filtered for the music domain (sub-
domain-specific), perform best and allow for an MRR of 0.12. The low performance
of the generic user modeling strategy can be explained by noise that is introduced
by entities that co-occur in tweets. For example, given that a user u tweets “Heading
to Italy”, GeniUS will infer that u has some interest into the concept dbpedia:Italy.
The domain-specific strategy will filter out this interest when recommendations are
computed in the music domain while the generic strategy will keep the information.
Hence, given a candidate tweet such as “Justin Bieber concert in Italy #music”, the
domain-specific user modeling strategy will not cause this item to be recommended
to u unless u showed interest into music of Justin Bieber in some of her other tweets
that she published before the recommendation period. The generic user modeling
strategy however will indicate to the recommender system that the given tweet might
be of interest to the user because it mentions the concept Italy in which the user
proved to be concerned with in the past. For the software domain this effect caused
by the noise in the generic user profiles seems to be lower. However, again we
observe that the sub-domain-specific user modeling strategy outperforms the other
strategies clearly and allows for an MRR of 0.22.

Hence, regarding the research questions raised above, we can conclude that (1)
domain-specific user modeling strategies provided by GeniUS allow for a tremen-
dous improvement of the recommendation quality. Semantic filtering of the user
profiles seems to remove noise and therefore allows us to adapt and optimize the
user profile construction to the target domain. Moreover, we see that (2) the per-
formance improvements are consistent throughout the different domains. The user
modeling quality varies only slightly between the different domains. Furthermore,
the performance does not seem to be influenced strongly by the size of the user
profiles as a comparison of Figure 6.19 and Figure 6.20 reveals. With GeniUS, we
thus succeed in generating domain-specific user profiles that allow for optimizing
recommendation performance across different domains.

6.5.3 Synopsis

In this section, we demonstrated how our microblogging-based user modeling frame-
work can be applied for supporting various application settings. Given (status) mes-
sages from microblogging services such as Twitter, GeniUS creates RDF-based rep-
resentations that describe the semantic meaning of these messages. Based on the se-
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mantically enriched user data, GeniUS provides different strategies for the creation
of user interest profiles and provides means to semantically filter those profiles so
that they adapt to a given application domain.

Our analysis based on Twitter status messages published by users during a pe-
riod of several months showed that we succeed in generating profiles for different
domains. To test the quality of the Twitter-based user profiles, we conducted rec-
ommendation experiments in six different domains and revealed that the domain-
specific user modeling strategies, which filter user profiles and limit the concepts in
the profiles to concepts related to the given application domain, allow clearly for the
best performance.

6.6 Discussion

In Chapter 3, we presented the design space of our microblogging-based user model-
ing framework. By combining different design dimensions and design alternatives,
our framework provides various user modeling strategies for constructing user pro-
files based on microblogging activities. In this chapter, we applied different user
modeling strategies to construct microblogging-based user profiles that allow for
supporting various personalization applications. We also explored how to integrate
the popular trending topics into the user modeling process and investigated the tem-
poral dynamics of trends and user profiles. Furthermore, we demonstrated how the
user profile construction can be customized to serve a given application domain.

Given large Twitter datasets up to 10 million microposts, we analyzed the in-
dividual users’ interests as well as public trends in the microblogging sphere to
understand the characteristics of constructed trend and user profiles and explore
the temporal dynamics of those profiles. Based on our analyses, we further evalu-
ated the performance of user modeling strategies in context of various personalized
recommender systems ranging from news recommendations to product recommen-
dations in specific domains. With respect to the four experiments described at the
beginning of this chapter, our main findings regarding the research questions are
summarized in Table 6.3 and explained in detail as follows.

Analyzing user modeling for news recommendations Given a large Twitter dataset
consisting of more than 2 million microblogging activities, we compared the
quality of user profiles constructed with different topic modeling strategies
in context of a personalized news recommender system. We investigated
whether semantic enrichment with external Web resources and the consid-
eration of temporal profile patterns can improve the recommendation quality.
The findings can be summarized as follows.
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Table 6.3: Overview on research questions investigated in this chapter.

Research question Summary of findings

I The entity-based strategy enhances the variety of
How do user modeling strategies impact profiles and improves the recommendation quality.
the recommendation quality? Can the I The semantic enrichment improves the performance
consideration of temporal patterns improve of news recommendations
the accuracy of recommendations? I The temporal patterns are beneficial for supporting

personalized news recommendations

I The time-sensitive weighting schemes succeed in
What is the impact of combining trend and modeling public trends.
user profiles on personalization? I The combination of trend and user profiles improves

the performance of news recommendations.

How are personal interests influenced by I The individual users’ interests into public trends
trends? What is the impact of time-sensitive evolve differently over time.
weighting schemes on personalization? I The time-sensitive weighting schemes improve

the accuracy of URL recommendations.

I The adaptation of user profiles to a given domain
How do domain-specific user modeling improves the recommendation quality.
strategies impact personalization? I The performance of recommender system varies

between different application domains.

• We observed that the variety of entity-based profiles is much higher than
the one of hashtag-based profiles (cf. Hypothesis 1 in Table 3.6). For
example, while the entity-based topic modeling strategies succeeds to
construct for all users in our dataset, the hashtag-based strategy fails for
5.5% of users.

• The enrichment with semantics extracted from relevant external Web
resources improved the accuracy of personalized news recommenda-
tions significantly (cf. Hypothesis 2 in Table 3.6). For example, the
exploitation both microposts and linked news articles for constructing
user profiles improves MRR significantly.

• The results of our analysis revealed user profiles created based on mi-
croposts published on the weekends significantly differ from profiles
created during the week. We further discovered that the consideration
temporal profile patterns is beneficial to recommending news articles
(cf. Hypothesis 4 in Table 3.6).

Interweaving trend and user modeling for news recommendations We explored
how our user modeling framework can be applied to model public trends
based on microblogging data. We further analyzed and evaluated the qual-
ity of trend and user profiles in context of a trend-aware news recommender
system. The main findings of this experiment can be summarized as follows.
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• We analyzed trend and user profiles and discovered that certain parts
of a user profiles change stronger over time than others. In particular,
we observed that entities related to country or technology occur more
constantly within profiles than entities related to movie or person.
• We also observed that some public trends are overloaded by entities that

are constantly popular. The time-sensitive weighting function allows for
filtering out those constantly popular entities and identifying trending
entities for a specific period of time (cf. Hypothesis 5 in Table 3.6).
• The results of our recommendation experiments showed the combina-

tion of trend and user profiles improves the the recommendation quality.

Analyzing temporal dynamics for URL recommendations By analyzing a con-
crete example trending topic, we illustrated how the individual users’ inter-
ests into a trending topic change over time. Furthermore, we proposed time-
sensitive weighting schemes to capture the temporal characteristics of user
profiles and evaluated the quality of time-sensitive user modeling strategies
in context of a URL recommender system. The main findings can be summa-
rized as follows.

• The interests of individual users into trending topics evolve differently
over time. We identified long-term adopters who are interested in topics
over a long period of time and short-term-adopter who are interested in
a topic only for a short period of time (cf. Hypothesis 3 in Table 3.6).
• The results of URL recommendations illustrated that a time-sensitive

weighting scheme, which weights the topics with respect to the point
in time for which the profile is demanded, improves the accuracy of
recommendations (cf. Hypothesis 5 in Table 3.6).

Domain-specific user modeling for product recommendations We demonstrated
how our user modeling framework allows for constructing user profiles that
can be adapted to a given application domain. We conducted recommendation
experiments in six different domains to evaluate the quality of the domain-
specific user profiles. We summarize the main findings as follows.

• The results of our analysis revealed that we succeed in generating do-
main specific user profiles for the great majority of the users in our
dataset.
• We also discovered that the adaptation of user profiles to a given ap-

plication domain clearly improves the recommendation quality. The
domain-specific profile construction strategy achieves ten times higher
MRR than the generic user profile construction strategy in context of
product recommender systems.





Chapter 7

Conclusion

With the advent of microblogging that becomes tangible in Social Web systems
like Twitter, a new culture of participation penetrates the Web. The continuously
growing amount of accessible microblogging data poses new challenges for user
modeling and personalization. In this thesis, we tackled the challenges of inferring
users’ interests from microblogging activities and constructing semantically mean-
ingful user profiles to support personalization in different contexts.

7.1 Summary of Contributions

Regarding the research questions that we identified in Section 2.3, the main findings
and contributions of this thesis are summarized as follows.

Microblogging-based User Modeling Framework. As people discuss various top-
ics on microblogging platforms, making sense of individual microblogging
activities for user modeling is a non-trivial task. The following research ques-
tions were thus investigated.

• How can users’ personal interests be inferred from microblogging ac-
tivities?

• How can we generate semantically meaningful user interest profiles that
can be applied in different application domains?

To answer the first question, we introduced a generic framework that allows
for inferring individual users’ interests from microblogging data and con-
structing semantically meaningful user profiles. We presented TweetUM, a
framework for user modeling based on microblogging activities. It features

147



148 7. Conclusion

a variety of user modeling strategies for deducing users’ personal interests
from microblogging streams. We investigated different approaches for mod-
eling topics of interests on microblogging platforms ranging from a hashtag-
based strategy to more advanced strategies based on semantically meaningful
concepts, for example, entities and categories that are extracted from micro-
posts, and latent topics that are inferred via Latent Dirchlet Allocation. To
overcome the shortness of micropost contents, our user modeling framework
allows for enriching the semantics of microblogging activities by exploiting
external resources such as external Web resources. The detailed description
and evaluation of the semantic enrichment techniques was later discussed in
Chapter 4. Furthermore, we introduced design alternatives for incorporat-
ing temporal constraints into the user modeling process. We demonstrated
that the consideration of temporal constraints enabled to perform time period
based filtering of microposts for inferring users’ interests, and capture tem-
poral patterns (e.g., weekday vs. weekend) which occur in user profiles. We
also presented various weighting schemes for measuring the importance of
topics of interests ranging from methods based on the occurrence of topics in
microposts to time-sensitive weighting schemes that take into account tempo-
ral information when computing the weights of topics. We observed that the
time-sensitive weighting schemes can better characterize the recent interests
of a user than the non-time-sensitive weighting schemes

Regarding the second question, we explored strategies for modeling the se-
mantics of microblogging activities and developed GeniUS, which is a soft-
ware library implemented based on our user modeling framework. GeniUS
consists of modules for collecting data from microblogging services, con-
structing semantically meaningful user profiles, and storing user profiles in
RDF repositories for further processing. Following the design principles of
Linked Data, user profiles are constructed using semantic concepts, which are
identified via URIs, and therefore better support interoperability between dif-
ferent applications. Moreover, we demonstrated that GeniUS allows the third
parties to customize the user modeling process for a given application domain.
In summary, we presented in Chapter 3 a generic approach for generating user
interest profiles based on microblogging data. We discussed flexible design
choices for user modeling in the microblogging sphere and explored tech-
niques that facilitate the process of user modeling, while further evaluation of
our framework was done in Chapter 4-6.

Semantic Enrichment for Microblogging-based User Modeling. In order to con-
struct valuable and meaningful user profiles that allow for better supporting
external applications such as personalized recommender systems, in this the-
sis we presented approaches for constructing user profiles with rich semantics
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and answered the following research questions.

• How can we enrich the semantics of individual microblogging activi-
ties?

• How does the semantic enrichment impact the characteristics and qual-
ity of microblogging-based user profiles?

We gave answers to the first question by introducing techniques that exploit
two types of resources for the semantic enrichment of microblogging activ-
ities. First, we presented strategies for correlating microposts with external
Web resources to enrich the semantics of microposts. Based on a large Twitter
dataset, we evaluated different strategies for connecting microposts to related
news articles on the Web. Our evaluation showed that by utilizing the en-
tities extracted from both Twitter messages and news articles as well as the
temporal information that indicates when Twitter messages and news articles
were published, we succeeded in relating microposts and news articles with
high precision and high coverage. Secondly, we introduced approaches for
exploiting emotions expressed in microposts to further enrich the semantics
of microblogging activities. We investigate how to construct emotion-based
user profiles, which incorporate rich emotional facets into the user model-
ing process. We conducted classification experiments on a Twitter dataset
to evaluate strategies for identifying different types of emotions from micro-
posts and discovered that strategies based on semantically meaningful con-
cepts (e.g., entities and WordNet concepts) achieved better performance than
hashtag-based strategy in emotion classification experiments.

We answered the second question by conducting large-scale analyses of user
profiles constructed with rich semantics. We saw that the exploitation of ex-
ternal Web resources (e.g., news articles that are related to microposts) allows
for constructing user profiles with more detailed knowledge regarding user
interests and therefore enhances the variety of user profiles. Furthermore,
our analysis of emotion-based user profiles based on a large Twitter dataset
revealed that the exploitation of emotions expressed in the microposts allows
for capturing individual users’ opinions about various topics and therefore de-
livers more insights into users’ interests/concerns. For example, we observed
that the variety of user profiles constructed for positive emotions is higher
than the ones constructed for negative emotions.

Microblogging-based User Modeling for Culture-aware Analytics. To provide
personalized services to individual users on microblogging platforms, it is im-
portant to understand user’s preference and behavior patterns. Thus, we ex-
ploited various user characteristics to analyze microblogging behavior across



150 7. Conclusion

cultural groups and answered the research questions as follows.

• How does the microblogging behavior vary between different cultural
groups?

• Do differences in users microblogging behavior correlate with cultural
theories in social sciences?

Given the user modeling framework and the semantic enrichment of microp-
osts, in Chapter 5 we answered the first question by analyzing user behavior
across different microblogging platforms (Sina Weibo and Twitter) and cul-
tural groups (Chinese and American users). We implemented functionality
that allows for processing both Chinese and English microposts and presented
the first large-scale comparative study of individual users’ microblogging be-
havior. Our analyses revealed the key differences in microblogging behavior
between Chinese and American users. We observed that American users are
more triggered by hashtags and URLs when sharing and propagating infor-
mation than Chinese users. The topics that Chinese users discussed on Sina
Weibo are to a large extent related to locations and persons. In contrast, Amer-
ican users on Twitter discuss more about organizations in their posts and also
utilize microblogging more often as part of their business compared to Chi-
nese microbloggers who rather make use of microblogging services such Sina
Weibo during their leisure time. Furthermore, Chinese users have a stronger
tendency to publish and propagate messages that express positive sentiments
than American users. Our results also revealed the differences in the tempo-
ral patterns of users’ microblogging behavior between Chinese and American
users.

Further, we answered the second research question by interpreting the find-
ings of our comparative study with theories developed in social science re-
search. We found clear correlation between our findings and the hypotheses
about cultural commonalities and differences. For example, American users
seem to be more eager to let their posts appear in the public discussion by
more frequently including hashtags in their messages. This finding is possi-
bly related to a higher demand of American users to profile themselves than
Chinese users, which reflect the higher individualism in the Western cultures
than in the Chinese culture. The positive nature of the information that people
share on Sina Weibo again support the higher collectivism that is attributed to
the Chinese culture. In summary, our finding and the interpretation of those
findings deliver valuable insights for culture-aware user modeling.

Microblogging-based User Modeling for Personalized Recommendations. The
large-scale analysis of users’ microblogging behavior gave a good under-
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standing of users’ information needs and concerns. In this thesis, we further
applied our user modeling framework in context of different personalized rec-
ommender systems and answered the research questions as follows.

• How do the different user modeling strategies influence the quality of
user profiles and the performance of personalized recommender system?

• What is the impact of incorporating trends and domain-specific knowl-
edge into the user modeling process on the quality of personalized rec-
ommender systems?

In Chapter 6, we analyzed and evaluated different user modeling strategies
in context of various personalized recommender systems. The results of our
analyses and recommendation experiments showed that the characteristics of
user profiles as well as the quality of personalized recommendations are sig-
nificantly influenced by different design dimensions and design alternatives.
Among the proposed approaches for modeling topics of interests, the entity-
based approach allows for constructing user profiles which have the highest
variety and for achieving the best performance in news recommendation ex-
periments. We observed that the semantic enrichment of microposts by ex-
ploiting external Web resources improves the quality of personalized news
recommendations significantly. Our results also revealed the temporal pat-
terns in user profiles. For example, the weekday user profiles significantly
differ from the weekend user profiles. Furthermore, we showed that the con-
sideration of temporal constraints for the construction of user profiles im-
proves the performance of personalized recommender systems.

We presented approaches for modeling public trends on microblogging plat-
form. By conducting large-scale analyses and examining some example trend-
ing topics, we observed that individual users’ interests in public trends evolve
over time. Further, we developed method to integrate trending topics into user
profiles and showed that the integration improves the accuracy of personal-
ized recommendations and therefore allows for better supporting trend-aware
personalization.

Further, we showed that our user modeling framework allows for the con-
struction of user profiles for a given application domain by utilizing external
knowledge sources such as DBpedia. The results of recommendation exper-
iments in six different domains revealed that the incorporation of domain-
specific knowledge into the user modeling process improves the quality of
personalized recommendations.

In summary, this thesis contributes to research on user modeling in the mi-
croblogging sphere as well as applications that exploit microblogging activities for
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personalized recommendations. We developed a first generic framework for infer-
ring individual users’ interests from microblogging data. We introduced techniques
for enriching the semantics of microblogging activities, which allows for construct-
ing user profiles with semantically rich concepts. Given the user modeling frame-
work, we analyzed microblogging behavior to understand individual users’ informa-
tion needs and discovered the key differences in users’ microblogging behavior be-
tween different cultural groups. Moreover, we evaluated our microblogging-based
user modeling framework in context of different recommender systems and showed
the selection of design dimensions and design alternatives has significant impact on
the characteristics of constructed user profiles as well as the quality of personalized
recommendations.

7.2 Future Work

Based on the methods and findings presented in this thesis, we suggest the following
recommendations for future work.

First, while the user modeling framework introduced in Chapter 3 focuses on
mining users’ interests based on the microposts published by those users, the social
relations of users on microblogging platforms can be further investigated in order
to obtain more relevant information for constructing user profiles. In particular, the
exploitation of ’following’ relationships could be beneficial to user modeling in the
microblogging sphere. For example, Chen et al. exploited the Twitter messages
published by a user as well as by other users (followees) that user follows to capture
the user’s interests [44]. However, Chen et al. constructed user profiles using a bag-
of-words method, which only extract words from microposts. A possible direction
for the future work is to apply the topic modeling strategies presented in this thesis
to extract semantically meaningful topics from the microposts posted by a user’s
followees for modeling the interests of that user.

Second, as users leave a plethora of digital traces in various Social Web sys-
tems, cross-system user modeling can be a promising direction for further research.
Abel et al. presented strategies that allow for linking and aggregating user profiles
available in various Social Web systems (e.g., Facebook, Flickr, and Twitter) [8].
They discovered that the aggregation of user data distributed on the Social Web
enhances the variety of user profiles and improves the quality of personalized rec-
ommendations significantly. The user modeling framework and semantic enrich-
ment techniques presented in this thesis are mainly based on data collected from
microblogging systems such as Twitter. User or usage data from other Social Web
systems can be further exploited to cover different topics that a user discusses in
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the specific systems. Moreover, the aggregation of user profiles might be beneficial
for alleviating the sparsity problem in user modeling and personalized recommen-
dations.

Third, given the understanding of users’ preferences and behavior patterns across
different cultural groups, the culture-aware personalization becomes a feasible re-
search topic. In this thesis, we have conducted large-scale analyses based on mi-
croblogging data and delivered insights into the differences in users’ microblog-
ging behavior between Chinese and American users. Recently, researchers stud-
ied the adaptation of user interfaces to people who have different cultural back-
grounds [155]. However, little research has been done on developing systems that
take users’ cultural backgrounds into account when generating personalized recom-
mendations based on microblogging data. This is a topic that is well worthy of
further investigation.

Finally, based on the domain-specific knowledge that is inferred from microblog-
ging data, the cross-domain user modeling in the context of collaborative filtering
can be further explored. Berkovsky et al. proposed an approach for importing and
aggregating user information from other domains to construct user profiles and rec-
ommend items in a target domain using collaborative filtering techniques [18]. They
showed that the aggregation of information across domains can make the recom-
mender systems against sparsity problem and improve the accuracy of recommenda-
tions. While we have shown in this thesis that the incorporation of domain-specific
knowledge allows for customizing the user profile construction for a given appli-
cation domain and improves the quality of content-based recommendations in that
domain, the impact of cross-domain user modeling strategies on the performance
collaborative filtering recommender systems can be studied in the future.
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Summary

User Modeling and Personalization in the Microblogging
Sphere

Microblogging has become a popular mechanism for people to publish, share, and
propagate information on the Web. The massive amount of digital traces that peo-
ple have left in the microblogging sphere, creates new possibilities and poses chal-
lenges for user modeling and personalization. How can microblogging activities
be exploited to infer individual users’ interests? How can semantically meaningful
user profiles be constructed to support different applications? Does the users’ mi-
croblogging behavior vary between different cultural groups? What is the impact
of different user modeling strategies on the characteristics of user profiles and the
performance of personalized recommendations?

In this thesis, we answer the research questions above and introduce a generic
framework that provides a variety of user modeling strategies for inferring individ-
ual users’ interests from microblogging streams. We propose and evaluate tech-
niques that allow for exploiting external resources to enrich the semantics of short
microblogging messages. We explore different approaches for deducing and mod-
eling topics of interests based on enriched microblogging data. Furthermore, we
investigate various weighting schemes for constructing user profiles and incorpo-
rate temporal constraints into the user modeling process.

With flexible design choices, the user modeling framework allows for construct-
ing user profiles which can be consumed in different applications. We apply our
user modeling framework to analyze user behavior across cultural groups on mi-
croblogging platforms. By exploiting different user characteristics, we unveil key
differences in users’ microblogging behavior between Chinese and American users.
Finally, we analyze and evaluate different user modeling strategies in the context
of various personalized recommender systems. The results of our analyses show
that the characteristics of user profiles are significantly influenced by different de-
sign alternatives. In a set of experiments we reveal that the semantic enrichment of
microposts and the consideration of temporal patterns improve the performance of
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recommender systems. We also prove that the incorporation of public trends and
domain specific knowledge into the user modeling process improves the quality of
personalized recommendations.



Samenvatting

User Modeling and Personalization in the Microblogging
Sphere

Microblogging is een populair mechanisme dat mensen hanteren om informatie op
het Web te publiceren, delen en verspreiden. De grote hoeveelheid aan digitale
sporen die mensen achterlaten in de ruimte van microblogs, leidt tot nieuwe moge-
lijkheden en uitdagingen voor het modelleren van gebruikers en personalisatie. Hoe
kunnen microblog-activiteiten worden benut om de voorkeuren van individuele ge-
bruikers vast te stellen? Hoe kunnen betekenisvolle gebruikersprofielen worden ge-
construeerd voor verschillende toepassingen? Verschilt het gedrag van microblog-
gebruikers over verschillende culturele groepen? Wat is het effect van verschillende
strategieën voor gebruikersmodellering op de karakteristieken van gebruikersprofie-
len en de werking van systemen voor gepersonaliseerde aanbevelingen?

In dit proefschrift beantwoorden we deze onderzoeksvragen en introduceren we
een algemeen raamwerk met een verscheidenheid aan strategieën voor gebruikers-
modellering om de interesses van individuele gebruikers af te leiden uit stromen van
microblogs. We presenteren en evalueren technieken die toestaan om externe bron-
nen te gebruiken om de semantiek van korte microblog-boodschappen te verrijken.
We verkennen verschillende methoden voor het bepalen en modelleren van onder-
werpen van interesse gebaseerd op verrijkte microblog-data. Verder onderzoeken
we verschillende wegingsschema’s voor het construeren van gebruikersprofielen en
betrekken van tijd-constraints in het proces van gebruikersmodellering.

Door flexibele ontwerpkeuzes maakt het raamwerk voor gebruikersmodellering
het mogelijk om gebruikersprofielen te construeren voor verschillende toepassin-
gen. We passen ons raamwerk voor gebruikersmodellering toe om gebruikersgedrag
te analyseren binnen verschillende culturele groepen in platforms voor microblog-
ging. Door verschillende karakteristieken van gebruikers te benutten zijn we in
staat belangrijke verschillen vast te stellen in het gedrag tussen Chinese en Ameri-
kaanse gebruikers. Tenslotte analyseren en evalueren we verschillende strategieën
voor gebruikersmodellering in de context van systemen voor gepersonaliseerde aan-
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bevelingen. De resultaten van onze analyses tonen aan dat de karakteristieken van
gebruikersprofielen significant worden beı̈nvloed door verschillende ontwerpkeu-
zen. Met een reeks van experimenten laten we zien dat de semantische verrijking
van microposts en het beschouwen van temporele patronen de werking verbeteren
van systemen voor aanbevelingen. We laten ook zien dat het gebruik van publieke
trends en domeinspecifieke kennis in het proces van gebruikersmodellering de kwa-
liteit van persoonlijke aanbevelingen verbetert.
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