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Abstract

This study addresses a critical aspect of automated driving: enhancing safety during high-
way emergency scenarios. This is achieved by formulating the problem within the framework
of Stochastic Model Predictive Control (SMPC). In SMPC, safety constraints are designed
such that a small chance of constraint violation is accepted, contrary to conventional Model
Predictive Control (MPC), where hard constraints are imposed on the optimization problem
that may never be violated. In the state-of-the-art, the exploration of SMPC for motion plan-
ning is minimal and focuses mostly on optimistic motion planning, depending on conservative
backup solutions in emergencies. This research contributes to the state-of-the-art by design-
ing a collision-avoiding, risk-averse, emergency motion planner by formulating the problem as
SMPC, acknowledging the stochastic nature of real-world driving environments. By formulat-
ing the emergency planning problem specifically as SMPC, including risk minimization and
providing a reference lane where the collision risk is minimal, the motion planner successfully
navigates the automated vehicle through complex, dynamic emergency scenarios involving
both static and dynamic obstacles without collision. In addition, the Interactive Multiple
Model Algorithm (IMM) is used to estimate the maneuver intention of other vehicles (OVs).
These maneuver estimates are used to formulate the probabilistic constraints in SMPC.

Furthermore, two novel backup controllers are designed to compute a fast, collision-avoiding
trajectory when SMPC is infeasible. From the results, the backup controller based on MPC,
designed such that it is always feasible and provides support in finding a feasible SMPC
solution in the next iteration, showed the best performance.

The success of the proposed emergency motion planner is presented through simulation in
6 complex scenarios, where the planner safely navigates the automated vehicle through the
emergencies without collision. The results are compared to related state-of-the-art, showing
its effectiveness.
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Chapter 1

Introduction

1-1 Motivation

Autonomous driving is an extensively invested research area with many promising aspects.
Besides improving mobility, the introduction of self-driving cars can significantly reduce the
number of traffic accidents, of which 94% are now caused by human errors [1]. While human
drivers can get tired or distracted, autonomous vehicles have the ability to constantly keep
track of the environment and to react immediately to a hazardous situation to prevent colli-
sion. Car accidents have a wide range of negative effects, not only on the physical, mental,
and financial health of the passengers but also on traffic flow. Accidents can lead to conges-
tion, which is undesirable as it disrupts the daily lives of traffic participants and contributes
to an increase in greenhouse gas emissions.
Even though self-driving cars have the potential to improve safety significantly compared
to human-driven cars, public acceptance is still hard to obtain. Self-driving cars should be
at least four times safer than human-driven cars in order for the risks to be tolerated by
society [2]. The need for highly reliable self-driving cars that are able to prevent the majority
of accidents stresses the relevance of developing robust controllers for motion planning in
emergency situations.
Emergency situations could for example be caused by a suddenly appearing animal on the
road or an unexpected maneuver of a surrounding vehicle. To avoid the obstacle, the mo-
tion planner has to react fast and compute a safe trajectory. These kinds of emergency
maneuvers might require the vehicle to drive at its handling limits for a short period of
time, which has nonlinear dynamics [3]. Besides, the vehicle operates in an environment that
can present a range of challenges like unpredictable behavior of surrounding vehicles or sud-
den appearing obstacles. The combination of the short time available for computation and
the highly nonlinear and unpredictable vehicle model in an uncertain, dynamic environment
makes the autonomous driving problem for evasive maneuvers in emergencies a complicated
task. Although many control strategies are proposed, emergency trajectory planning is still
a challenging control problem that is very relevant for the acceptance of autonomous vehicles
[4].

Master of Science Thesis J. Verkuijlen



2 Introduction

1-2 Challenges in Emergency Motion Planning

Figure 1-1 shows an overview of automated driving by highlighting its interdependent layers.
It illustrates the sequential process of global route planning through local motion planning
to trajectory tracking. First, a route from the starting point to the final destination of the
vehicle is generated by a global route planner. Based on information like the final destination,
available roads, and traffic conditions, the global planner generates a set of directions outlining
the specific roads the vehicle must take to reach its intended endpoint. The details of this
global planner are beyond the scope of this review since emergency situations are unforeseen,
and cannot be accounted for by the high-level global planner.
At a lower level, a motion planner generates a path and velocity profile that the vehicle has to
follow to achieve various goals like avoiding collision, obeying traffic rules, getting closer to its
final destination, and maintaining comfort. While the output of the global planner outlines
the general route that the vehicle will take throughout its entire journey, the local planner
generates a motion reference for the short time horizon in the immediate future, emphasizing
its crucial role in collision avoidance.
In the last layer, the tracking controller computes optimal control inputs for the automated
vehicle, aiming to minimize the error between the optimal trajectory determined by the
planner and the actual state of the vehicle. In the existing literature, various authors propose
a solution to automated driving by integrating local motion planning and trajectory tracking
to account for the tracking feasibility of the optimal trajectories computed by the planner
[5]. In this research, however, the integration of a planner and tracker is not explored, as
the focus remains on collision avoidance in an uncertain, dynamic environment. Hence, this
research is centered around local motion planning.

Figure 1-1: Hierarchical overview of automated driving - illustrating the sequential process of
global planning through local planning to trajectory tracking. Created by Author.

This research aims to enhance safety in automated driving by improving emergency motion
planning. For clarification, the definition of an emergency is given.
Definition 1-2.1 (Emergency). In the context of automated driving, an emergency on the
highway refers to any sudden, unexpected event or scenario that poses an immediate threat
to the safety of the vehicle and its occupants, as well as other road users. The EV is required
to perform an aggressive, obstacle-avoiding maneuver.

J. Verkuijlen Master of Science Thesis



1-2 Challenges in Emergency Motion Planning 3

Aggressive maneuvers may require high lateral and longitudinal accelerations, which in turn,
push the vehicle to its stability limits. Emergencies might be caused by the sudden appear-
ance of obstacles on the road or radical behavior of Other Vehicles (OVs) like unexpected
braking or lane changes. In these scenarios, other priorities apply than during general motion
planning; for instance, collision avoidance (i.e. safety) should be preferred over other objec-
tives such as passenger comfort or obeying traffic rules.

This research focuses on local motion planning in highway emergency scenarios. The
complexity of this problem involves four different aspects: the uncertainty caused by the
presence of other, human-driven vehicles on the road, the nonlinearity of the ego vehicle
dynamics at its handling limits, conflicting objectives such as optimizing vehicle stability
while ensuring safety, and lastly, the need for fast computations in real-time due to the
limited window of opportunity to avoid a possible collision in highway emergency scenarios.
Below, these four aspects are explained together with their respective requirements for the
motion planner.

1. The assessment of trajectory optimality extends beyond safety considerations, it includes
various objectives, often conflicting with collision-avoidance and each other. Ex-
amples of these objectives are following the center of a lane on the highway, operating
strictly in the stability region of the EV, staying within road boundaries, and keeping
the trajectory comfortable for passengers. When prioritizing collision avoidance, the
planner might compute tightly uncomfortable trajectories that push the EV beyond its
stability regions. On the other hand, when comfort is prioritized, the planner might fail
to find collision-free trajectories in emergencies. Therefore, the planner should be able
to carefully balance these conflicting objectives when computing trajectories.

2. The second challenge in designing an emergency motion planner is caused by the non-
linear and unknown vehicle dynamics of the EV [6]. The complexity arises from
the unpredictable dynamic behavior of the vehicle, with its handling limits representing
the boundaries within which stable motion is maintained. These handling limits are
difficult to predict due to the increasing nonlinearity of the dynamics. In emergency
situations where collision-avoiding maneuvers require high longitudinal and lateral accel-
erations, the EV might be pushed to its handling limits. In such scenarios, differences
between the predicted and actual vehicle models could lead the planner to compute
trajectories that exceed the vehicle’s handling limits, risking instability. Conversely,
underestimating vehicle dynamics may result in overly conservative behavior from the
motion planner, potentially hindering its ability to generate collision-free trajectories
and fully utilize the EV’s capabilities.

3. To safely navigate the automated vehicle in an environment with other road users,
environmental uncertainty has to be considered. It is assumed the uncertainty
in the future motion of OVs is two-fold: on the one hand, the maneuver intention of the
driver is unknown while on the other hand, it is uncertain how this maneuver is executed
[7]. Therefore, the optimal control problem becomes stochastic and the planner must
be able to handle probabilistic information from OVs. Moreover, a motion prediction
method should be leveraged to predict OV states with related uncertainty.

Master of Science Thesis J. Verkuijlen



4 Introduction

4. There is one constraint that conflicts with almost all other objectives: the amount of
available time for computing the optimal trajectory. The planner has to react
quickly to the suddenly appearing obstacle to avoid a collision in emergencies. The
limited computational time available in emergency scenarios, which can be as short as
10 ms [5], imposes a constraint on the level of complexity that can be accommodated by
the optimal control problem. To find a balance between achieving an accurate optimal
trajectory and minimizing computational time, a trade-off must be carefully considered.

These four requirements are used as key points to assess the available literature on motion
planning, of which an overview is given in Section 4-1.

1-3 State-of-the-art

While a wide variety of solutions for emergency motion planning is proposed in the literature
[5], MPC has proven to be a suitable control structure that meets all specified requirements
when properly designed. MPC iteratively solves a Control Optimization Problem (COP)
over a finite prediction horizon every time step. From the computed optimal input sequence
over the prediction horizon, only the first input is applied to the system. Every time a
new measurement becomes available, this process is repeated. Solving the COP involves
minimizing a cost function while satisfying constraints. Within the cost function, objectives
often include minimizing deviations from a reference trajectory and keeping inputs and input
rates small. With constraints, boundaries can be put on the states of the automated vehicle
due to road boundaries and, particularly relevant in emergency motion planning, OVs.

The state-of-the-art shows that MPC can be successfully implemented for motion planning,
which is already widely explored [8, 9, 10, 11, 12]. However, to the best of our knowledge,
fewer solutions are explored that define MPC with probabilistic chance constraints, as in
SMPC.

Definition 1-3.1 (Chance constraints). Chance constraints refer to probabilistic constraints
that limit the maximum probability that a constraint is violated. Thereby allowing a small
probability that constraints will not be satisfied [13].

While MPC imposes hard constraints on the vehicles’ states, in SMPC the constraints are
formulated as chance constraints. The probability of constraint violation is a design param-
eter and is defined by the safety factor β ∈ (0, 1). For instance, with a safety factor of
β = 0.8, the maximum probability a constraint is violated is 1 − β = 0.2. Defining chance
constraints in SMPC can significantly improve performance when driving in uncertain, dy-
namic environments where OVs with unpredictable future motion surround the automated
vehicle. State-of-the-art solutions include the research by Brüdigam et al. [14], who combine
SMPC with a reachability analysis-based Fail-Safe Trajectory planner (FTP) for conservative
backup trajectories in emergencies. Benciolini et al. [15] propose a framework to reduce
conservatism in urban trajectory planning by estimating the maneuver intentions of other
road users with the IMM algorithm, and designing constraints accordingly within SMPC.
This IMM algorithm can be understood as an extension of the Kalman Filter and provides a
structure to not only estimate the OV state but also the model used to update the state at
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1-4 Thesis Contribution 5

that time step. A similar approach is exploited by Carvalho et al. [16], who combine IMM
with SMPC for urban automated driving.

Some promising designs of SMPC for motion planning have been proposed in the literature.
However, the formulation of chance constraints with SMPC is mostly utilized for optimistic
motion planning, since allowing a small probability of constraint violation leads to less con-
servative behavior of the automated vehicle.

Definition 1-3.2 (Conservatism). Conservatism refers to a risk-averse approach where the
system tends to be overly cautious, often leading to suboptimal or overly constrained trajec-
tories.

In emergencies, collision avoidance should be prioritized compared to optimistic planning.
For that reason, [14] combines SMPC with FTP as a backup controller to account for emer-
gencies. However, FTP, which relies on worst-case reachability analysis, may fail and run
into infeasibility when dealing with late-detected or static obstacles. Since trajectory plan-
ning with SMPC provides optimistic trajectories with relaxed constraints, in emergencies, if
SMPC cannot find a path satisfying all constraints, imposing even tighter constraints with
FTP would rarely result in feasible solutions. In the case of infeasible FTP, the authors
suggest using the shifted input sequence computed in the previous iteration, thereby ignoring
the newest measurement. Through these limitations, a gap in the existing literature can be
recognized.

1-4 Thesis Contribution

This research makes distinctive contributions to the existing literature, by proposing a frame-
work to compute safe trajectories in emergencies by solving the planning problem with SMPC.
With SMPC, trajectories with the lowest chance of collision can be computed effectively, even
in scenarios involving static or late-detected obstacles. Furthermore, by designing chance
constraints in SMPC, collision avoidance can be guaranteed with a probability level β, con-
sidering the uncertain behavior of OVs. By incorporating SMPC into emergency motion
planning strategies, the chance of collision can be actively minimized, filling a gap in the
existing literature where such an approach has not been explored. This approach aligns with
the fundamental goal of ensuring safety in hazardous scenarios.

To ensure the computation of a collision risk-minimizing trajectory at all time steps, a fast,
reliable backup controller is designed if SMPC fails to compute a solution that satisfies all
constraints within the assigned maximum time. The designed backup controller shows a
significant improvement compared to the state-of-the-art: while [14] tightens constraints in
emergencies, resulting in unfeasible backup solutions, our proposed backup controller is always
feasible and, moreover, significantly faster. Our proposed backup controller does not explicitly
guarantee collision avoidance at all time steps where [14] does provide such a guarantee.
However, they rely on unrealistic assumptions of OV behavior, therefore raising concerns
regarding their practical applicability. In real-life emergencies, it is impossible to always
guarantee safety since situations might occur in which a collision-avoiding trajectory does not
exist, for instance, when a sudden and unexpected obstacle, such as a fallen tree or debris
from a previous accident, obstructs the roadway with insufficient time for vehicles to react.

Master of Science Thesis J. Verkuijlen



6 Introduction

These unpredictable events show that fail-safe collision avoidance strategies are ineffective,
underscoring the need for our proposed backup system, which prioritizes adaptability and
real-time responsiveness over adherence to theoretical constraints.

Furthermore, this research introduces a contribution by incorporating a ’helping reference
trajectory’ into SMPC, where deviations from a predefined reference trajectory are penal-
ized in the cost function. This innovative approach leverages threat assessment, specifically
identifying the safest possible lane on the highway, thereby helping SMPC to find collision-
free trajectories. To account for the two-fold uncertainty in future OV motion, the IMM
algorithm is used for highway maneuver intention estimation, inspired by [15]. Lastly, this
research introduces an innovative approach to managing chance constraints within SMPC,
offering flexibility in determining the desired level of certainty for constraint satisfaction by
tuning the safety factor β. Uniquely, to prioritize constraints in the earlier time steps of
the prediction horizon, the safety factor β is dynamically adjusted as a variable, gradually
decreasing over the prediction horizon.

The contributions of this work are summarized as follows:

• SMPC specifically designed for evasive maneuvers in emergencies concerning both static
and dynamic obstacles, leveraging the IMM algorithm for maneuver prediction of OVs.
This approach actively reduces the likelihood of collision by minimizing it within the
cost function, ensuring collision avoidance with a safety factor β.

• A novel design combining SMPC with a fast, real-time responsive backup controller
to ensure a collision risk-minimizing solution based on the most recent available mea-
surements. The backup controller is only applied when SMPC fails to find a solution
satisfying all specified constraints within the maximum computational time.

The remainder of the thesis is built up as follows. First, it explains how the future motion
of OVs is predicted utilizing the IMM algorithm for maneuver intention estimation. Then, in
Chapter 3 the planning architecture is explained, highlighting the coordination between IMM,
SMPC, and the backup controller. The design choices of SMPC are presented and discussed
in Chapter 4. In Chapter 5, two proposed backup controllers are presented, and compared
with the state-of-the-art. Also, conclusions are drawn on the hypothetical performance of the
backup controller. Chapter 6, shows results that indicate the effective performance of SMPC
and the backup controllers, compared to the state-of-the-art. The results are discussed and
future work is suggested in Chapter 7. Finally, the research is concluded in Chapter 8.

J. Verkuijlen Master of Science Thesis



Chapter 2

Motion Prediction of Other Vehicles

In the rapidly advancing field of autonomous driving, one of the pivotal challenges lies in
ensuring the safe and efficient integration of the ego vehicle into complex and dynamic en-
vironments, particularly on highways. A fundamental aspect of achieving this integration is
the accurate anticipation of the future motions of surrounding vehicles. The ability to predict
the trajectories and behaviors of these vehicles is crucial for an automated system to make in-
formed decisions, proactively respond to potential hazards, and safely navigate through traffic.

The objective is to compute a sequence of OV states z̃j over the prediction horizon Np at
every timestep k:

z̃k =
[
z̃k · · · z̃k+Np

]
(2-1)

The available information is a noisy measurement γ of the x− and y− position of the OV at
every timestep k.

γ =
[
γx

γy

]
(2-2)

In this research, the uncertainty in driver behavior is modeled upon the assumption that this
uncertainty is twofold, building upon the approach of [16], in which a framework integrat-
ing environment modeling and SMPC is proposed. In the field of autonomous driving, this
assumption about twofold human-driver uncertainty is frequently incorporated and imple-
mented [7, 17]. The two contributors to the uncertainty are listed below.

• On the one hand, the high level maneuver intention of the driver is unknown. Ma-
neuvers are defined as a sequence of actions or behaviors, which could e.g. represent a
left or right lane change, or taking a turn at an intersection. In Figure 2-1a, differences
in maneuver intentions are visualized. While the red vehicle keeps its lane, the blue
vehicle performs a left lane change maneuver.
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8 Motion Prediction of Other Vehicles

• On the other hand, uncertainty in future OV trajectories is caused by variability inherent
in the execution of maneuvers. A driver can for example aggressively change a lane
(indicated in blue in Figure 2-1b) or adopt a more gradual approach to execute a smooth
maneuver (the red vehicle in Figure 2-1b). For this form of uncertainty, the propagation
of OV states with their covariance plays a crucial role.

(a) Visualization of different maneuver intentions. A lane-following
maneuver is indicated in blue, and a left lane change is indicated in
red.

(b) Visualization of different maneuver executions. The red vehicle
performs a smooth lane change contrary to the vehicle indicated in
blue.

Figure 2-1: Visualization of Uncertainty in Maneuver Intentions and Maneuver Executions. Grey
dashed lines indicate road boundaries. Created by author.

To be able to find the probability of maneuver intentions and make an estimation of the OV
trajectories, all OVs are modeled with a dynamic model. The goal of this vehicle model is to
give a good representation of the possible intentions and executions of maneuvers. Therefore,
the linear point-mass model already contains sufficient information on the dynamics to esti-
mate the future OV states. Implementing a higher fidelity model could be beneficial because
the heading angle of the OVs would also be known. However, the added computational com-
plexity associated with a higher fidelity model would add unnecessary computational burden
to the optimal control problem.

The state matrices of the OVs consist of the positions and velocities in x- and y-direction:
[sx, vx, sy, vy]T . The x-direction corresponds to the longitudinal, road aligned, direction, while
the y-direction corresponds to the lateral direction. Figure 2-2 shows a graphic representation
of the kinematic point-mass model. The orange line is road-aligned, and it is assumed the
curvature on the highway is negligible. In the figure, sx represents the longitudinal position
of the OV along the road, while sy indicates the lateral position of the OV perpendicular
to the road. The velocity vector v consists of a component in x-direction and y-direction,
vx = v cos(ϕ) and vy = v sin(ϕ).
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9

Figure 2-2: Scheme of kinematic point mass model in road aligned coordinates. Created by
author.

The input is defined by acceleration in both x- and y-direction: u = [ax, ay]T . In Equation
2-3 the state space representation of the open loop point-mass model is given.

zk+1 = Azk + Bu + ω

γ = Hzk + ν
(2-3)

The state matrices A and B arise from basic physics, and they both depend on the sampling
time h. Furthermore, it is assumed that at every time step, the x- and y- positions of the OV,
subject to perturbation by sensor noise, are available through measurements γ ∈ R2. The
matrices A, B H are given in Equation 2-4.

A =


1 h 0 0
0 1 0 0
0 0 1 h
0 0 0 1

 , B =


0.5h2 0

h 0
0 0.5h2

0 h

 , H =
[
1 0 0 0
0 0 1 0

]
(2-4)

ω is the process noise, caused by the uncertainty in driver behavior, and is defined by ω ∼
N (0, Σω). The diagonal of the covariance matrix contains the variance in the OV x- and y-
position. ν is the sensor noise and is defined by ν ∼ N (0, Σν), with Σν diagonal. Furthermore,
ω and ν are independent, which is an assumption that should hold when using Kalman
Filtering in IMM:

E
[
(zk − ẑk|k−1)[νT ωT ]T

]
= 0 (2-5)

The remainder of this chapter is built up as follows: it is divided into two sections, elaborating
on the two contributors to the stochasticity of the problem: maneuver intention, and maneu-
ver execution uncertainty. Section 2-1 explains how the IMM algorithm is implemented to
estimate the OV state and to compute the probabilities of the OV executing certain highway
lane-following maneuvers. Section 2-2 elaborates on the propagation of the OV state and its
uncertainty over the prediction horizon. It explains how the OV trajectories are computed
based on the state estimation by IMM, and how the estimation uncertainty increases with
further steps in the prediction horizon. For clarification, a distinction is made between the
terms estimation and prediction:

Master of Science Thesis J. Verkuijlen



10 Motion Prediction of Other Vehicles

Definition 2-0.1 (Estimation). Estimation refers to the process of determining or approxi-
mating parameters at the current time step. In the context of this chapter, the current vehicle
state and the maneuver probabilities are estimated.

Definition 2-0.2 (Prediction). Prediction involves forecasting or anticipating future out-
comes, events, or states based on current information. In the context of this chapter, it refers
to predicting the future states of OVs over the prediction horizon.

2-1 Maneuver intention estimation

2-1-1 Intention Estimation Methods

(S)MPC operates in a receding horizon fashion, where it continually optimizes control inputs
over a finite time horizon called the prediction horizon. Based on OV measurements obtained
at the current time step k, predictions have to be made of their future positions over the pre-
diction horizon for the SMPC to plan a collision-free trajectory. By estimating the maneuver
intention of a driver, the possibilities of future OV states are narrowed down, allowing for
more focused and efficient anticipation of the vehicle’s actions. For instance, if the probability
of a left lane change is significantly large, concerns about potential maneuvers in the right
lane can be alleviated.

In the literature, various solutions to the challenge of intention estimation of OVs can be
found. In the review paper by Lefèvre et al. [18], the concept of maneuver-based estimation
is explored, and one approach involves leveraging prototype trajectories. The fundamental
idea behind this method is to categorize trajectories into different clusters, each representing
a specific maneuver. When given a partial OV trajectory, the estimation process involves
determining the trajectory cluster to which it best aligns. However, due to the need for
vehicle data, this approach is not used for this research. The same limitation applies to
learning-based maneuver estimation methods like support vector machines (SVM) [19].

Scenario-based model predictive control (SCMPC) is an analytical method considering inten-
tion uncertainty proposed by Schildbach et al. [20] and leveraged by for example Brüdigam
et al. [7]. In SCMPC, the maneuver of the OV driver is estimated by drawing samples from
the probability distribution PT describing the distribution of maneuver probabilities. Each
sample represents a maneuver, and from this sampled set the most probable maneuver is
estimated and used over the prediction horizon.

Another similar method is combining MPC with a maneuver prediction algorithm called
the IMM Algorithm. This novel approach is proposed in [15]. The algorithm returns a
state estimate of the OV together with the probabilities µj that it is currently executing
maneuver j for all nm maneuvers: {µj}j=nm

j=1 . Where scenario-based MPC only considers the
most probable scenario, IMM provides a maneuver probability distribution at every time step
instead of removing scenarios, which is a practical characteristic in emergencies where collision
avoidance is prioritized. Therefore, the IMM algorithm is leveraged for this collision-avoiding
motion planner. A detailed description of the IMM algorithm is given in the next section.
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2-1 Maneuver intention estimation 11

2-1-2 Interactive Multiple Model Algorithm

Overview of the key concepts of IMM

The IMM Algorithm is proposed in [21], and provides a structure for state estimation of
objects with changing dynamic models. It can be understood as an extension of the well-
known Kalman Filter [22]. In addition to estimating the OV state and covariance from noisy
sensor data at the current time step k, it returns an estimate of the probability that the
state is updated according to the dynamic model j. The algorithm is used for moving target
tracking by for example [23], which provides a structure track maneuvering targets by fusing
sensor data. They implemented two distinct dynamic models, a constant velocity model and
a constant turn rate model, between which the target dynamics switch over time. The use
of these two models for target tracking with IMM is seen more often, an example is [24],
where the authors aim to track human motion leveraging the constant velocity and constant
turn rate models in IMM. In [15] dynamic obstacles are tracked in an urban environment,
with each dynamic model representing a traffic participant like a cyclist or pedestrian. In
Algorithm 1, an overview of the mathematical expression of IMM is given. In the subsequent
part of this section, each element will be explained in more detail.

Algorithm 1 Interactive Multiple Model Algorithm

1: Input: {µj}j=nm
j=1 , {ẑj}j=nm

j=1 , {P̂j}j=nm
j=1 , γ, Π

2: State Interaction
3: c0j =

∑nm
i=1 Πijµ̂i

4: µi|j = Πijµ̂i(cj)−1

5: z0j =
∑nm

i=1 µi|j ẑi

6: Poj =
∑nm

i=1 µi|j [P̂i + (ẑi − z0j)(ẑi − z0j)T ]
7: Kalman Filtering
8: z̃j = Fjz0j + Gjηj

9: P̃j = FjP0jF T
j + Σω

10: ϵ = γ − Hz̃j

11: Sj = HP̃jHT + Σν

12: Lj = P̃jHT (Sj)−1

13: ẑj = z̃j + Ljϵj

14: P̂j = (I − LjH)P̃j

15: Model Probability Update
16: Λj = exp(−0.5ϵT

j (Sj)−1ϵj)√
det(2πSj)

17: c =
∑nm

i=1 Λic0i

18: µj = Λjc0j(c)−1

19: State Estimate Combination
20: ẑ =

∑nm
i=1 ẑiµ̂i

21: P̂ =
∑nm

i=1 µ̂i[P̂i + (ẑi − ẑ)(ẑi − ẑ)T ]
22: Output: {µj}j=nm

j=1 , ẑ, P̂

A) In line 1 of the algorithm, the input is given. The first element consists of the model
probabilities from the previous time step {µj}j=nI

j=1 . The number of predefined vehicle models
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12 Motion Prediction of Other Vehicles

is nm, and for every vehicle model j, the number µj indicates the probability that the pre-
vious state was updated according to that predefined dynamic model. Next, {ẑj}j=nm

j=1 and
{P̂j}j=nm

j=1 are the state and covariance respectively of the OV state if it would be maneuvering
according to dynamic model j. These are both internal parameters and in the next steps, it
will become evident how these parameters are obtained and how they influence the estima-
tion algorithm. γ is the noisy measurement of the OV state. The last parameter is the state
switching matrix Π. This is a design parameter that is determined a priori. It is a matrix in
which every element Πij represents the probability of the dynamic obstacle to change from
dynamic model i to dynamic model j. Important properties of this matrix include its size:
Π ∈ Rnmxnm and the characteristic that the sum of every row equals one:

∑j=nm
j=1 Πij = 1 ∀i.

B) The first step is the state interaction. In this step, the model states and covariances are
mixed based on the state switching matrix Π and the model probabilities from the previous
time step. In Figure 2-3, a schematic overview of the algorithm is given in the case of two
distinct filter models.

Definition 2-1.1 (Filter models). In the context of IMM, filter models refer to the mathe-
matical representations or descriptions of the observed system. This model typically consists
of equations that describe the dynamics of the system, including its state variables, inputs,
outputs, and the relationships between them.

ẑ1 and ẑ2 are the state estimates from the previous cycle with model 1 and model 2 respec-
tively. To include the probability of the object switching dynamics, these estimated states
are updated using conditional probabilities obtained from Π and the previous model proba-
bilities µ1 and µ2. The same is done for the covariances P̂1 and P̂2. The updated states and
covariances are indicated as ẑ01, ẑ02, P̂01, and P̂02.

C) The updated states from the interaction are then filtered with a Kalman Filter, starting
from step 7. For a more detailed explanation of the Kalman Filter, the reader is referred to
[22]. For each model, the updated state is filtered by first performing the time update using
the predefined dynamic models in steps 8 and 9. Then, γ is used for the measurement update.
In the measurement update of the Kalman filter, the predicted state is adjusted based on the
difference between the actual measurement and the predicted measurement. This adjustment,
weighted by the Kalman gain, refines the state estimate by incorporating the new measure-
ment information. The parameters ẑ1, ẑ2, P̂1 and P̂2 are the result of the filtering step with
two models as shown in Figure 2-3. Note that during the filtering step, the time is updated and
the estimates now apply to the current time step. Furthermore, it is worth mentioning that
the outputs of the Kalman Filters are the inputs of the State Interaction step at the next cycle.

D) In steps 15 till 18, the model probabilities are updated using information from the
Kalman Filtering step and the model probabilities from the previous cycle. The parameter
Λ is designed such that the further away the predicted state, based on model j, is from the
measurement, the lower the probability the state is updated according to that model. The
outputs of this step are µ1 and µ2 in Figure 2-3.
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2-1 Maneuver intention estimation 13

E) In the final step, the new model probabilities and state estimates are combined.
The higher the probability the object is moving with dynamic model j, the closer the final
estimation ẑ will be to the predicted state ẑj . The outputs are ẑ and P̂ .

Figure 2-3: Block diagram of the Interactive Multiple Model Algorithm with two different filter
models.

Highway maneuver definition and intention estimation by IMM

IMM is used to estimate the maneuver intentions of OVs. To serve this purpose, filter models
are designed that represent highway maneuvers. For each lane center, a closed-loop lane-
following model is designed. The size of the set of maneuvers is equal to the number of lanes
on the highway, and the closed-loop reference tracking models are designed as follows.

The closed-loop reference tracking models contain feedback with gain K, to track different
reference trajectories {z∗j

k }j=nI
j=1 , each corresponding with a predefined maneuver. Reference

trajectories are defined as:

z∗j
k = [z∗j

k · · · z∗j
k+Np

] (2-6)

with

z∗j
k = [s∗j

x,k, v∗j
x,k, s∗j

y,k, v∗j
y,k] (2-7)

Implementing this feedback gain K and reference z∗j
k , the OV input at time step k becomes:

uk = K(zk − z∗j
k ) (2-8)

In Equation 2-8, zk is the state at k of the OV and z∗j
k is the reference state corresponding

with the jth maneuver. The feedback gain K is obtained by solving an LQR problem. The
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14 Motion Prediction of Other Vehicles

theory about LQ optimal control is applied as described in the book by Astrom and Murray
[25]. LQ optimal control involves minimizing a cost function as shown in Equation 2-9 using
positive semi-definite weighting matrix Q ∈ R4x4, Q = QT , and positive definite weighting
matrix R ∈ R2x2, R = RT , that can both be tuned intuitively, in contrary to other methods
like pole-placement. The input sequence u is found by minimizing the discrete cost function
that penalizes large inputs and deviations from the reference state.

J =
∞∑

k=1
(zk − z∗j

k )T Q(zk − z∗j
k ) + uT

k Ruk (2-9)

With u as defined in Equation 2-8, the optimal feedback gain K can be obtained by solving
the Ricatti equation and subsequently computing:

K = −(BT PB + R)−1BT PA (2-10)

With P the unique solution of the Ricatti equation, given in Equation 2-11.

P = AT PA + Q − AT PB(BT PB + R)−1BT PA (2-11)

The closed loop system matrices with the obtained matrix K are given in Equation 2-12.

zj
k+1 = (A + BK)zj

k − BKz∗j + ω (2-12)

A more concise description can be given by defining the matrices F := (A + BK), G := B,
ηj := −Kz∗j , and H := C resulting in:

zj
k+1 = Fzj

k + Gηj + ω

γk = Hzk + ν
(2-13)

From Equation 2-13 it becomes evident that only η is dependant on j, and characterizes the
maneuver to which the model aligns since it contains the reference z∗j . The reference tra-
jectories {z∗j}j=nI

j=1 are characterized by constant states throughout the prediction horizon,
meaning the reference state remains consistent across the entire duration. Given that the mo-
tion planner is designed for highway scenarios, each reference trajectory aligns with tracking
a specific lane. For instance, on a three-lane highway, three distinct reference trajectories are
generated. The difference between these references is emphasized by the y-position, aligning
with the lane center that the vehicle must track: s∗

y = ylc. Furthermore, it is assumed that
the OV aims to obtain zero lateral velocity v∗

y = 0, and that the longitudinal velocity remains
unchanged v∗

x = vx,k. A reference position s∗
x is not taken into account, penalizing deviations

from the time-independent longitudinal velocity is adequate to achieve the desired forward
velocity of the OV.
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2-1 Maneuver intention estimation 15

In this research, two distinct vehicle models are used since the controller is tested in a sim-
ulation environment with two lanes. When driving in an environment with a higher number
of lanes, the algorithm can be adjusted accordingly by adding lane-following models.

In Figure 2-4 and 2-5, visualizations of the evolution of the maneuver probabilities over time
in different scenarios are given. The probabilities associated with following a left and right
lane are referred to as µL and µR respectively. In Figure 2-4a an OV executing a right
lane-keeping maneuver is presented. The x- and y-axis represent the OV positions along
and perpendicular to the road respectively. The grey dashed lines indicate road boundaries.
As time progresses the opacity of the OV, indicated with a red rectangle, increases. In the
second subFigure 2-4b, the evolution of µL and µR over time are shown for the maneuver
indicated in 2-4a. Since the OV keeps tracking the right lane center, µR convergences to a
high probability level of around 0.9, and µL converges to a probability of approximately 0.1.
The values to which the probabilities converge when the maneuver intention stays constant
are chosen as the probabilities with which the IMM is initialized. When the OV is initially
in the right lane, the initial values are µL = 0.1 and µR = 0.9. When the first measurement
indicates the OV is in the left lane, the IMM is initiated with µL = 0.9 and µR = 0.1.

(a) Visualization of OV maneuver. The opacity of the rectangle in-
creases as time progresses.

(b) Evolution of model probabilities µL and µR over
time. The probability of a right-lane maneuver is sig-
nificantly larger.

Figure 2-4: Evolution of the model probabilities µL (left lane following) and µR (right lane
following) over time when OV keeps tracking the right lane.
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16 Motion Prediction of Other Vehicles

In Figure 2-5, the same two subfigures are shown for an OV maneuvering from the right to
the left lane. In Figure 2-5a the OV maneuver is shown, and in Figure 2-5b the evolution
of µL and µR are presented. The probability of following the right lane decreases as time
progresses, while µL increases. Note that the

∑i=nm
i=1 = 1 at all times.

(a) Visualization of OV maneuver. The opacity of the rectangle in-
creases as time progresses.

(b) Evolution of model probabilities µL and µR over
time. The probability of following a left lane maneu-
ver increases as µR decreases.

Figure 2-5: Evolution of the model probabilities µL (left lane following) and µR (right lane
following) over time when OV changes from the right to the left lane.

In Figure 2-6, the y position of the OV (red) is plotted together with the probabilities µL

and µR (blue) in a solid and dashed line respectively. On the left side, the y-axis indicates
probability, while the right y-axis indicates position in meters. This figure illustrates the
proactive behavior of the IMM algorithm, already taking into account the beginning of the
OV maneuver by decreasing the probability of the OV following its current lane. This is a
useful characteristic to accurately predict the OV positions and refine the optimization of the
EV trajectory, which will be explained in detail in Chapter 4.
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2-1 Maneuver intention estimation 17

Figure 2-6: Evolution of model probabilities µL (left lane following) and µR (right lane following)
over time together with the y position of the OV when it changes from the right to the left lane.

State-switching matrix Π

Another design parameter in IMM is the time-invarying switching matrix Π. The diagonal
elements of the matrix represent the probability of the OV following its lane, πLF , while the
off-diagonal elements represent the probability of the OV changing lane πLC . Higher values
are selected for the diagonal elements as compared to the off-diagonal elements, due to the
infrequent occurrence of lane changes by the vehicle. In Equation 2-14 the matrix Π with its
elements is given.

Π =
[
πLF πLC

πLC πLF

]
(2-14)

The influence of Π can be understood by analyzing Figure 2-7. For the same scenario as
in Figure 2-5, the probabilities µL and µR are computed over time with a different prob-
ability switching matrix Π. The result in Figure 2-5b was obtained by choosing Π as
diag(0.99, 0.01, 0.01, 0.99). In 2-7, Π was set to diag(0.8, 0.2, 0.2, 0.8). The result of lower diag-
onal elements πLK is a faster convergence of µL and µR to probabilities that are closer to each
other. After tuning, the probability switching matrix is set to Π = diag(0.99, 0.01, 0.01, 0.99).
This decision is based on two factors: first, implementing lower values on the off-diagonal
entries contributes to less conservative behavior. This is because a reduced likelihood of exe-
cuting a lane change allows the model to prioritize adhering to the current lane, making it less
sensitive to minor deviations. Second, higher diagonal entries establish a more pronounced
contrast between the model probabilities. This is particularly advantageous when the sys-
tem needs to distinguish between different maneuvers. This will become clear in Chapter 4
where the model probabilities µL and µR will be used in different parts of the optimization
algorithm.
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18 Motion Prediction of Other Vehicles

Figure 2-7: Evolution of µL and µR over time with lower values of πLK and higher values of
πLC in the switching matrix Π.

OV state estimation with IMM

Next to the model probabilities, the IMM algorithm computes the estimated state ẑ with
covariance P̂ . In algorithm 1, from step 7, these steps are mathematically explained. By
combining the estimated states from both filter models, the predicted state is computed
based on the model probabilities. In Figure 2-8, two plots are shown of the measured and
estimated OV positions over the simulation horizon. In subFigure 2-8a, the OV is following
the left lane and its y-position is constant at y = 1.75. In subFigure 2-8b the same plot
is shown in the case of the OV following the right lane with y = −1.75 as the center. In
both cases, it is clear the predicted state has a constant offset from the measured state. This
is because IMM combines the predicted states with both models to estimate the OV state.
In this example, IMM predicts the next step if it is executing a right-lane maneuver and
when it is executing a left-lane maneuver. Then, based on the probability of each maneuver,
the final estimated state is computed as in step 20 in algorithm 1. When tracking the left
lane, the predicted state consistently shows a leftward offset, whereas a rightward offset is
observed when tracking the right lane. This is caused by the small probability of executing
a lane change, which is never entirely zero. Even though the likelihood of adhering to the
current lane is significantly higher, the estimate is influenced by the potential lane change
scenario. Consequently, the estimated state is always a combination of the current lane-
following prediction and the potential lane-change prediction, explaining the offsets.

In Figure 2-9, the measured and estimated states of the OV are shown when the OV’s po-
sition changes from the right to the left lane. Again, the offsets are caused by the different
model probabilities µL and µR. In all three examples, the mean estimation error is approxi-
mately 0.01 meters, which is nearly entirely caused by the offset in the y-direction since both
prediction models use the same reference velocity in the x-direction.
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2-1 Maneuver intention estimation 19

(a) Left lane following. (b) Right lane following.

Figure 2-8: Measured (red) and predicted (blue) OV states when the OV keeps its lane.

Figure 2-9: Mesured (red) and predicted (blue) OV states when the OV changes from the right
to the left lane.
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20 Motion Prediction of Other Vehicles

2-2 Trajectory Prediction and Uncertainty Propagation

In Section 2-1, it is explained how the Interactive Multiple Model algorithm is used to estimate
the intention of other vehicles on the highway. At every timestep k of the simulation horizon,
the IMM algorithm returns the following parameters:

• The estimated OV state at the current timestep k, ẑk.

• The covariance of the OV position estimation at timestep k, P̂k

• The probability of the OV following the left lane µL and the probability the OV is
following the right lane µR.

SMPC works in a receding horizon fashion, which means that at every timestep in the simula-
tion horizon, a prediction is made of the environment over the shorter prediction horizon Np.
Based on the IMM outputs, the future OV states can be predicted with a certain probability.

This section initiates with a summary of existing methods for motion prediction and uncer-
tainty propagation, after which it will be explained how in this research A) OV states are
predicted over the prediction horizon, and B) how the uncertainty of this estimation evolves.

2-2-1 OV Trajectory Prediction

Several methods for OV state prediction over the prediction horizon Np are proposed in the
literature, and their complexity varies. Motion prediction methods are commonly divided into
three categories: physics-based, maneuver-based, and interaction-aware methods, increasing
in complexity.

Methods that require low computational effort and are easy to implement use a predefined,
physics-based dynamic model [26]. Widely used models are for example the constant ve-
locity, constant acceleration, constant turn rate and velocity, and constant turn rate and
acceleration models, of which the first two only consider forward motion, and the other meth-
ods also consider angular movement. As the name implies, it is assumed that certain OV
states will stay constant over the prediction horizon. More complex models are for example
the constant steering angle and velocity model, which uses the kinematics of the vehicle to
calculate the trajectory when the steering angle stays constant instead of the yaw rate. The
main advantage of physics-based motion models is that they are computationally efficient and
can provide good results for short periods. However, the accuracy of the predicted trajectory
is highly dependent on the initial conditions obtained by sensors that can be noisy. Further-
more, physics-based predictions are limited to short-term periods and are unable to predict
changes in the vehicles’ motion due to a particular maneuver or behavior of surrounding
vehicles. Nevertheless, it is a popular method and widely used in the literature for motion
planning with MPC or other receding horizon controllers. In [27] a comprehensive review of
these physics-based models is given.
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2-2 Trajectory Prediction and Uncertainty Propagation 21

maneuver-based methods aim to predict the maneuver that is executed by another driver,
thereby providing more accurate estimations than physics-based methods. These models in-
clude possible maneuvers of surrounding vehicles. Where physic-based methods assume that
certain parameters will stay the same, maneuver-based models try to predict the maneuver
that a vehicle is about to make and adjust the predicted future OV states accordingly. For
example, when it is given that a vehicle will make a left lane change, it is assumed it will
follow a certain reference path, with the middle of the left lane as the reference y-position.
This method is used in for example [7], and in the papers that combine (S)MPC with IMM
[15, 28, 26].

More complex motion prediction methods are interaction-aware methods. These meth-
ods aim to predict future OV movements by considering interactions between vehicles on
the highway. For example, [29] proposes an interaction-aware prediction model for urban
autonomous driving by penalizing certain maneuvers of other traffic participants that would
result in a collision. [30] utilized Scenario-Based Model Predictive Control for highway motion
planning while accounting for interaction-aware movements of other vehicles. Even though
interaction-aware prediction models offer a more detailed understanding of the behavior of
surrounding vehicles, it is not utilized because of the added computational complexity.

For this research, a maneuver-based motion prediction method is implemented by utilizing
the output of the interactive multiple-model algorithm. At every time step, nm predictors are
initialized, with nm the number of maneuvers as explained in the previous section. For every
OV in the presence of the EV, all the trajectories associated with the predefined maneuvers
are computed. This means that at every time step, nm ∗nOV trajectories are generated. Each
maneuver is initialized with the same initial state ẑk as computed by the IMM algorithm.
Then, the OV states are computed by iterating the closed-loop reference tracking dynamics
as given in Equation 2-12 for all the maneuvers. Each maneuver is associated with a reference
trajectory zj∗, guiding the vehicle to follow the center of the reference lane with zero lateral,
and a positive longitudinal velocity This yields:

z̃j
k =

[
z̃j

k · · · z̃j
k+Np

]
∀j ∈ I(1, nm). (2-15)

How these predicted OV states would be implemented in the Stochastic Model Predictive
Control algorithm will be explained in Chapter 4. Note that the hat symbol is utilized to
denote the predicted or estimated state obtained through the Kalman Filter, representing the
assimilation of measurements and correction. On the other hand, the tilde symbol is employed
to signify states computed using the dynamic model alone, without the incorporation of
measurements.

2-2-2 Uncertainty Propagation

When given the predicted current state of the OV ẑk together with its covariance P̂k, the
future trajectory of this OV over a time horizon with Np time steps z̃k can be predicted with
an uncertainty P̃k. With a linear vehicle model of the OVs, the way this covariance matrix
evolves can be recursively obtained with a Kalman Filter (KF) as proposed in multiple papers
like [18], [15], and [14]. Other methods like chaos-based approaches [31] are proposed by
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the literature as well. Chaos-based approaches represent a random variable as a polynomial
expansion to efficiently represent the uncertainty in a system and approximate the response of
the system to variations in uncertain parameters. However, uncertainty analysis based on the
Kalman Filter is more intuitive and computationally efficient than chaos-based approaches,
which is why it is leveraged for uncertainty propagation. For a more detailed overview of
uncertainty propagation methods, the reader is referred to [32].

With F := (A + BK), P̃k can be obtained by iteratively solving:

Pk+1 = FPk+1F T + Σω (2-16)

Another possibility is to update the covariance without the closed-loop dynamics. However,
the uncertainty then increases significantly in further time steps and the distribution will
eventually become flat. By including the feedback, the covariance stays within bounds. The
initial uncertainty P j

k is set to the covariance computed by the IMM, and Σω is the process
noise with ω ∼ N (0, Σω). As can be seen from Equation 2-16, the evolution of P is not
dependent on the trajectory j since all predictors are initialized with the same P0 = P̂ .
Therefore:

P̃k :=
[
P̃k · · · P̃k+Np

]
∀j ∈ I(1, nm). (2-17)

The diagonal elements of Pk represent the uncertainty in the x- and y-direction of the OV po-
sition at time step k. Only position uncertainty is considered, and since off-diagonal elements
will develop during the computation, the covariance matrix is reduced to diag(σ2

x,k, σ2
y,k) at

all time steps k, as proposed and implemented by Brüdigam et al. [14]. In Chapter 4 it is
explained how the position uncertainty is used in the SMPC optimal control problem.
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Chapter 3

Planning Architecture

In this chapter, the planning architecture is discussed. The proposed method for emergency
maneuver motion planning utilizes a combination of the following three components:

1. The IMM algorithm for OV motion prediction.

2. SMPC as the primary motion planner.

3. The backup controller.

The details of these three features are discussed in the designated chapters. This chapter
describes how these three features are combined and how each contributes to the trajectory
optimization method.

Figure 3-1 shows an overview of the control structure including IMM, SMPC, and the backup
MPC. The three features are shown in orange, blue squares indicate functions and in the
ellipses, parameters are given. The figure shows the planning structure when n OVs are
present: {OV1 · · · OVn}. For each OV, at every time step, noisy measurements of its position
are received and used as input for the IMM algorithm. IMM can be understood as an extension
of the Kalman Filter, it returns not only the estimated OV state ẑk and covariance P̂k but
the probabilities of high-level maneuver intentions {µj}j=nm

j=1 of the associated OV as well. In
this research, the maneuvers are related to following a certain lane center. For instance, on a
two-lane highway, the probability indicates the likelihood of the OV following either the left
or right lane. The two outputs of IMM serve the following purposes:

• From the estimated state and covariance, possible trajectories of the OV are generated
using multimodal trajectory prediction, representing trajectories of all possible maneu-
vers of the OV. The predicted trajectories are used for constraint generation in SMPC.

• The probability distribution over the possible maneuvers indicates the likeliness of the OV
following a certain predefined maneuver. The maneuver probabilities are used for both
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OCPs: SMPC and the backup MPC. For SMPC, the maneuver probabilities add to the
chance-constraint generation. Maneuvers with a higher probability are more carefully
assessed than unlikely maneuvers. Furthermore, if an OV shows ambiguous behavior,
tighter constraints are applied, resulting in more conservative behavior. Furthermore,
the model probabilities are utilized in the generation of the reference trajectory that is
used in the cost function of both SMPC and the backup MPC. The details of constraint
generation and reference lane selection are given in further sections in this chapter.

If SMPC is feasible, the optimal input sequence corresponds to the one prescribed by SMPC,
denoted as uopt = usmpc.
Definition 3-0.1 (Feasibility). Feasibility is characterized by the capability of SMPC to
find a solution within the designated computational time that meets all specified chance
constraints. Note that feasibility is unrelated to the optimality of the solution.

To account for the possible infeasibility of SMPC, a backup controller is designed. The
backup controller should be able to compute collision risk-minimizing trajectories within a
short computational time. For that purpose, two backup controllers were designed of which
the backup MPC showed the best performance. The details are described in Chapter 5. The
backup OCP is only solved when SMPC is infeasible, and the optimal input sequence is then
uopt = ubackup.
From the optimal input sequence, only the first input is applied to the EV. Moreover, the
input sequence is utilized as an initial guess for the SMPC optimal control problem. An initial
guess in an optimization algorithm represents the starting point for an optimization process,
aiding the algorithm in its search for the optimal solution. A well-chosen initial guess can
contribute to faster convergence and better solutions, while a poor guess may lead to longer
optimization times. Therefore, the initial guess is chosen as the optimal control input uopt,
shifted over one time step. Using this smart initial guess reduced the computational times of
SMPC significantly. Furthermore, using the optimal input sequence provided by the backup
MPC in case of infeasible SMPC ’helps’ SMPC with finding a feasible solution in the next
iteration, which is an addition to the performance of the backup MPC.

Figure 3-1: Contol structure IMM + SMPC + Backup MPC with n OVs in the presence of the
EV.
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Chapter 4

Stochastic Model Predictive Motion
Planning

This chapter explains the design choices of trajectory planning with SMPC. It starts with
an overview and comparison of trajectory planning algorithms, leading to the motivation
behind the employment of SMPC. Then, an overview is shown of the control architecture,
highlighting the role of SMPC within the full control structure including IMM and the backup
controller. Then, the mathematical formulation of the SMPC COP is given, and the separate
parts are then systematically explained in subsequent sections.

4-1 Motion Planning Algorithms

Trajectory planning for autonomous driving is a widely studied research area, and a variety
of solutions can be found in the literature. In the review paper by Claussmann et al., different
families of motion planning algorithms are defined and examined [5]. Below, the five families
are listed.

• Space configuration analysis

• Pathfinding algorithms

• Curve-based methods

• Attractive and repulsive forces

• Optimization-based

• Artificial intelligence
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26 Stochastic Model Predictive Motion Planning

Table 4-1 presents an overview of how well these planning algorithm families align with the
specified requirements of the planner derived from the problem description in Section 1-2. An
elaboration of this table will be given in the following paragraphs, concluding with the rea-
soning behind the choice to use the optimization-based Stochastic Model Predictive Control
Algorithm for the defined problem.

Space configuration methods define the configuration space, representing all possible con-
figurations or positions of a robot or vehicle within its environment. These methods aim to
find collision-free paths by considering the obstacles and constraints present in the configu-
ration space. However, these methods need an additional algorithm to find a feasible motion
within that space. In [33] a space configuration method is used in combination with model
predictive control to design a low-complexity trajectory controller. However, space configu-
ration methods face limitations in the context of trajectory planning for highway emergency
situations. The dynamic and unpredictable nature of emergency scenarios, coupled with the
need for real-time response, makes it challenging to rely solely on predefined configuration
spaces. For this reason, space configuration methods are not considered as suitable.

Space configuration methods define the configuration space to find collision-free paths for
robots or vehicles within their environment. Despite being combined with model predic-
tive control for low-complexity trajectory control in [33], these methods are inadequate for
highway emergency scenarios due to their reliance on predefined configuration spaces. The
dynamic and unpredictable nature of emergencies necessitates real-time response, making
such methods unsuitable. Therefore, alternative approaches are required for effective trajec-
tory planning in emergency situations. Pathfinding algorithms aim to find optimal paths
in a given environment. Although they use efficient algorithms like Dijkstra’s or A* algo-
rithm, they fail to account for the high nonlinearity of EV dynamics. In [34] a pathfinding
algorithm for long-term path planning is used. However, due to the need for rapid decision-
making and adaptability in dynamic scenarios, these methods are computationally inefficient
and unsuitable for addressing the specific requirements of high-stakes driving environments.
Therefore, pathfinding algorithms are not viable options for trajectory planning in such con-
texts. Curve-based methods utilize mathematical curves, such as splines or Bézier curves,
to represent paths or trajectories. These methods allow for smooth and continuous motion
planning, providing desirable characteristics for tasks that require precise and fluid move-
ments. These methods are suitable when the objective is to find fluid and smooth motion,
which is not the case in emergencies with dynamic obstacles.

Methods that rely on attractive and repulsive forces, such as the Artificial Potential Field
method (APF), incorporate forces to guide the ego vehicle towards the goal while avoiding
obstacles. Although widely researched, APF is sensitive to local minima, as addressed in
[35], where improvements for collision-avoidant motion planning are proposed. However, a
critique highlighted in [36] is that APF neglects vehicle dynamics during planning, leading to
the computation of unfeasible trajectories. Due to this limitation in accommodating vehicle
dynamics, APF is deemed unsuitable for the proposed problem of trajectory planning in the
given context.

Utilizing Artificial Intelligence (AI) in autonomous driving is gaining popularity, partic-
ularly in dynamic and uncertain environments, where learning-based methods excel in gen-
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4-1 Motion Planning Algorithms 27

eralizing learned rules to new situations [37]. Learning-based models offer advantages over
traditional methods by autonomously adapting and improving performance over time through
real-world data training. However, challenges outlined in [38] include the need for substantial
data to train robust planners and ensure safety during data collection. Training AI models for
emergencies proves suboptimal due to safety concerns and the rarity of emergency occurrence
during data collection. While some promising approaches like deep reinforcement learning-
based motion planning exist [39], scarcity of data led to the decision against deploying AI for
motion planning in the given context.

The last methods discussed are based on optimization, with MPC being the most com-
monly used. MPC formulates the motion planning problem as an optimization task to min-
imize or maximize a specified objective function while adhering to system constraints. [40]
exemplifies this by optimizing trajectories while minimizing various factors like travel time
and deviation from the road descriptor path through a carefully designed cost function. MPC,
being model-based, utilizes system dynamics to predict behavior over a prediction horizon
N , allowing the inclusion of nonlinear EV dynamics to prevent infeasible trajectories. [11]
demonstrates how the estimation of vehicle models in MPC prevents infeasible trajectories
in hierarchical control structures. MPC employs a receding horizon strategy, finding optimal
trajectories over a prediction horizon and applying only the first input to the system, enabling
proactive consideration of future obstacles for collision avoidance in dynamic environments,
particularly leveraging predictions of other vehicle motions [11].

Since the future of motion of OVs is uncertain, and motion prediction methods are always
probabilistic, it is worth exploring SMPC, a method that not only incorporates a receding
horizon and optimizes trajectories but also accommodates uncertainty in OV behavior [13].
SMPC extends MPC by explicitly considering the stochastic nature of the problem. The
stochasticity of the problem can be incorporated using chance constraints. Where the classic
MPC approach minimizes a cost function subject to deterministic constraints, SMPC finds the
best possible solution with constraints on the probability that certain limits are satisfied. For
example, a chance constraint could state that the probability that the distance between the
vehicle and an obstacle is larger than the safety distance has to be greater than a certain value
between 0 and 1, which is done in [16]. Since SMPC is a useful method to account for conflict-
ing objectives, nonlinear EV dynamics, and navigating in dynamic, uncertain environments,
it is chosen to further employ this control structure. However, a limitation of this method is
imposed by the computational complexity of the SMPC COP, leading to high computational
times. While various successful approaches to keep computational times within bounds can
be found in the literature, such as defining the COP as a quadratic programming problem
[41, 3] or decreasing control frequency [42], it remains a challenging aspect. Computational
complexity therefore has to be closely considered when designing the motion planner.
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28 Stochastic Model Predictive Motion Planning

Conflicting Objectives Nonlinear EV dynamics
Space configuration analysis - - - -

Pathfinding algorithms - - -
Curve-based methods - +

Attractive and repulsive forces + 0
Artificial Intelligence ++ +
Optimization-based ++ ++

(a) Assessment for Conflicting Objectives and Nonlinear EV Dynamics
Dynamic environment Computational time

Space configuration analysis - ++
Pathfinding algorithms - +
Curve-based methods 0 +

Attractive and repulsive forces + +
Artificial Intelligence ++ +
Optimization-based ++ -

(b) Assessment for Dynamic Environment and Computational Time

Table 4-1: Assessment of six trajectory planning algorithm families based on the four key re-
quirements that arose from the problem description. ’- -’ indicates a significant limitation, ’-’
represents a moderate limitation, ’0’ denotes a neutral performance, ’+’ signifies a moderate
strength, and ’++’ indicates a significant strength.

4-2 Mathematical Formulation of the Planning Optimization Prob-
lem

In Section 4-1 the reasoning is given behind choosing stochastic model predictive control as
the control structure for motion planning. SMPC operates in a receding horizon fashion, and
iteratively solves a control optimization problem over a finite time horizon. The result is an
optimal input sequence, of which only the first input is applied to the system. At the next
time step, the process is repeated. This section shows a mathematical overview of the COP of
SMPC as illustrated in the context of the motion planner under consideration. All separate
elements will be explained in detail in the following sections.

In Equation 5-4, the cost function J is given. This function indicates the quality of the optimal
solution: the lower the cost function, the better the planned trajectory. It consists of multiple
terms with associated weighting matrices: Q penalizes deviations from a reference trajectory,
R penalizes large inputs, S input rates, and T penalizes outputs of the problem-specific risk
function. Section 4-3 elaborates on the design of the cost function.

The constraints are given in Equation 5-5a - 5-5d. The first constraint imposes boundaries on
the planned trajectories imposed by the vehicle dynamics, explained in Section 4-3. Equation
5-5b and 5-5c describe the set of allowed inputs and states respectively. In Equation 5-5d the
formulation of the chance constraints is given. As explained, the probability that a certain
constraint holds should be larger than the safety factor β. This factor β is a design parameter
and can be adjusted to the planner’s objective. Section 4-6 provides details on the constraints.
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4-3 Ego Vehicle Model 29

J = min
u

Np∑
i=1

E
[
||∆ξi||2Q + ||ui||2R + ||∆ui||2S + ||R||2T

]
, (4-1)

s.t.

ξi+1 = f(ξi, ui), ∀i ∈ {1, ..., N}, (4-2a)
ui ∈ U , ∀i ∈ {1, ..., N}, (4-2b)
ξi ∈ Ξ, ∀i ∈ {1, ..., N}, (4-2c)

P (qi,j ≤ 0) ≥ β, ∀i ∈ {1, ..., N}, ∀j ∈ {1, ..., nov}, (4-2d)

4-3 Ego Vehicle Model

The SMPC algorithm requires a system model for the ego vehicle to make predictions of the
vehicles’ behavior over the prediction horizon Np. It aims to find the control input u1:Np

for the defined vehicle model, generating vehicle states that minimize the cost function while
satisfying the (chance) constraints.

4-3-1 Model Selection

As outlined in the problem description, predicting the highly nonlinear dynamics of the ego
vehicle at its handling limits presents challenges. To balance model fidelity and computa-
tional efficiency, a predefined kinematic vehicle model is chosen over learning from data due
to data scarcity and safety concerns [12]. Common models include the point-mass model, the
bicycle model (single-track), and the double-track model. The point-mass model simplifies
dynamics, making it computationally efficient [41, 11]. The bicycle model captures transla-
tional and rotational dynamics, aiding in yaw stabilization. The double-track model extends
this by considering lateral motion, providing a more detailed representation [43]. While the
double-track model is more accurate, its computational demands are higher. [44] addresses
computational load challenges, finding the single-track bicycle model sufficient for critical sce-
narios. [45] demonstrates that increased model complexity has minimal impact on planned
trajectories, but rotational dynamics are crucial for extreme maneuvers. [43] confirms the
efficiency of the single-track model in computing feasible trajectories, especially with careful
lateral acceleration bounds. Consequently, the kinematic bicycle model is adopted to balance
computational efficiency and essential kinematic considerations.

4-3-2 Single-track Bicycle model

In figure 4-1 a schematic drawing is shown of the kinematic bicycle model within the road-
aligned frame. The model is based on the book by Rajesh Rajamani [6], and is widely adopted
in the literature. s is the distance traveled by the EV along the path indicated in orange. This
path can be either straight or curved. d is the lateral distance from the path to the center
of gravity, and ϕ indicates the yaw angle of the vehicle with respect to the reference path. lf
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30 Stochastic Model Predictive Motion Planning

and lr are the distances from the center of gravity to the front and rear wheel respectively,
and δ is the steering angle. Furthermore, v represents the velocity vector aligned with the
angle α relative to the vehicle frame.

Figure 4-1: Scheme of kinematic bicycle model in road aligned coordinates. Created by author,
based on [6].

The vehicle’s state, denoted by ξ = [s, d, ϕ, v]T , includes its position along the longitudinal
(s) and lateral (d) axes, as well as its heading angle (ϕ) and velocity (v). The continuous,
nonlinear dynamics of the vehicle are represented by ξ̇ = fc(ξ, u), where ξ̇ = [ṡ, ḋ, ϕ̇, v̇]T . The
input vector u = [a, δ]T comprises the acceleration (a) and the steering angle (δ). Equation
4-3 shows the relation between ξ̇, ξ, and u, providing a concise expression for the kinematic
bicycle model dynamics.

ṡ = v cos(ϕ + α)
ḋ = v sin(ϕ + α)

ϕ̇ = v

lr
sin(α)

v̇ = a

(4-3)

In Equation 4-3, α is the slip angle. It is dependent on the geometry of the vehicle, and the
steering angle δ, as shown in Equation 4-4.

α = arctan( lr
lr + lf

tan(δ)) (4-4)

Linearization and Discretization

At every time step in the simulation horizon T , the COP is initialized by linearizing the bicycle
model around a chosen operating point (ξ∗, u∗), using the theory from the book ’Nonlinear
Control’ by Hassan Khalil [46]. The linearized model is used to predict the behavior of the EV
over the prediction horizon N to solve the SMPC COP. The choice of operating point around
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which the system is linearized significantly affects the accuracy of the model estimation. Since
the goal is to find a local approximation, the operating state is chosen as the current EV state:
ξ∗ = ξk. However, linearizing around the current input uk results in large prediction errors
in further time steps in the prediction horizon N . A solution to this problem that is often
seen in the literature is using the current state and zero input as operating point, since this
significantly reduces the prediction error. To validate this theory, the vehicle dynamics are
estimated with linearization around the current input,u∗ = uk, and zero input, u∗ = [0, 0]T ,
in the scenario shown in figure 4-2. In this scenario the EV, in blue, overtakes the preceding
OV, in red, that starts decelerating.

Figure 4-2: Scenario in which linearization points are compared: EV, in blue, overtakes decel-
erating, preceding OV, in red. Opacity increases as time progresses. Grey dashed lines indicate
road boundaries.

During this simulation, the prediction error of the linearized model with u∗ = uk was 15
times higher than the model with u∗ = [0, 0]T . In figure 4-3, a visualization is shown of the
predicted EV states over the prediction horizon for the nonlinear system (blue), the linearized
system around the current input (red), and the linearized system around zero input (yellow).
At this point, the EV just passed the OV and aims to return to the right lane.

Figure 4-3: Comparison of linearization around the current input (red) vs zero input (yellow).
Nonlinear dynamics were used as a benchmark (blue). Grey dashed lines indicate road boundaries.

Master of Science Thesis J. Verkuijlen



32 Stochastic Model Predictive Motion Planning

From the figure, it can be seen that the prediction error of the model using the current state
as the operating point increases significantly as time progresses within the prediction horizon
while using zero input as the operating point results in an accurate estimation of the real
model. Therefore, the operation point around which the bicycle model is linearized is chosen
as the current state (ξ∗ = ξk with zero input u∗ = [0, 0]T . This yields the dynamics as stated
in Equation 4-5.

ξ̇ = fc(ξ∗, u∗) + A1(ξ − ξ∗) + B1u (4-5)

With A1 and B1 the Jacobian matrices of the nonlinear function fc to the state ξ and the
input u respectively.

A1 = δfc

ξ

∣∣∣∣
(ξ∗,u∗)

B1 = δfc

u

∣∣∣∣
(ξ∗,u∗)

(4-6)

The planner receives measurements from its environment in discrete time and applies control
input in discrete time. It is therefore evident that the linearized, continuous model in Equation
4-5 has to be discretized to facilitate its implementation in the motion planner, ensuring
compatibility with the discrete nature of the process. Sampling the continuous system with
zero-order-hold is a common method to discretize continuous systems, as explained in the
book ’Computer-Controlled Systems’ by Aström and Wittenmark [47]. Discretizing with
zero-order-hold entails holding the signal obtained from the continuous system until a new
value is commanded after the sampling time h. The discretized system is given in Equation
4-7. The indices i indicate different steps in the prediction horizon N , while k indicates the
time step in the simulation horizon T .

ξi+1 = ξ∗ + fc(ξ∗, u∗) + Φ(ξi − ξ∗) + Γui (4-7)

The discrete system matrices Φ and Γ can be obtained with Equation 4-8, as explained in the
book by Aström and Wittenmark [47].

Φ = eAh

Γ =
∫ h

0
eAsdsB

(4-8)

The obtained system matrices Φ and Γ can be found in appendix A.

4-4 Cost Function Design

This section explains the structure of the cost function, given in Equation 4-9.

J = min
u

Np∑
i=1

E
[
||∆ξi||2Q + ||ui||2R + ||∆ui||2S + ||R||2T

]
(4-9)
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4-5 Reference Trajectory Generation 33

The first term penalizes deviations from a reference trajectory ξ∗
i , with ∆ξi = ξ∗

i − ξi. The
reference state ξ∗

i is constant over the prediction horizon:

ξ∗
i = [d∗, ϕ∗, v∗] (4-10)

For the longitudinal position s no reference is determined since it would be time-dependent.
Instead, a forward reference velocity v∗ > 0 is set to reach the desired velocity. The lateral
position d is set to one of the lane centers on the highway: d∗ = yLC . The selection of this
reference lane is based on threat assessment and is further explained in Section 4-5. The
reference heading angle ϕ∗ is set to zero. The weighting matrix Q ∈ R4x4 is diagonal. The
second term in the cost function penalizes large inputs with the diagonal matrix R ∈ R2x2.
Furthermore, input rates are penalized with diagonal matrix S ∈ R2x2. These two terms are
introduced in the cost function to aim for trajectories that are comfortable for the passengers
and do not consume unnecessary energy. However, collision avoidance is prioritized in the
emergency motion planner, so relatively lower costs are assigned to these terms.

The last term presents the risk function R, penalized with the diagonal matrix T ∈ R1x1. In
addition to incorporating chance constraints into the COP to prevent collisions with OVs, a
dedicated risk function is formulated and integrated into the cost function. This inclusion
aims to minimize the associated risk, providing an approach to further ensure safety in the
trajectory planning process. For the definition of the risk function, the information provided
by the IMM is exploited. With the predicted states of the OV z̃j with P̃ j , a probability
density function (PDF) can be computed around the OV at every time step in the prediction
horizon N . The PDF can be directly used as a risk function in the COP:

Ri = 1

2π
√

det(qP̄i)
exp(−1

2(ξ̄i − z̄i)T qP̄ −1
i (ξ̄i − z̄i)) (4-11)

In this equation, ξ̄i ∈ R2x1 and z̄i ∈ R2x1 are the reduced state matrices that contain the
positions of the EV and OV at time step i respectively. Moreover, P̄i is the variance at time
step i around the predicted OV position z̄i. However, the PDF does not consider the size of
both vehicles, and its values decrease significantly with higher values of (ξ̄i − z̄i), causing it
to be near zero at the boundaries of the OV shape. Therefore, the variance is scaled with
a factor q. Scaling the variance makes the PDF more flat, increasing its values at positions
further away from the predicted OV state. Since the function is used for minimization, scaling
the PDF does not influence the optimization outcome, but it enhances the exploration of the
solution space. Note that in the risk function, in contrast to the constraints, only the most
probable maneuver is considered, i.e. the maneuver with the highest model probability µ
computed by the IMM. Minimizing the collision risk for all possible OV maneuvers results in
unnecessary conservative EV trajectory planning.

4-5 Reference Trajectory Generation

In the cost function of the COP for both SMPC and the backup controller, deviations from the
reference trajectory ξ∗ are penalized with weighting matrix Q. In all scenarios, the reference
state sequence is set to a heading angle of zero relative to the road alignment: ϕ∗ = 0.
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34 Stochastic Model Predictive Motion Planning

Reference velocity selection

The reference velocity is always set to a value greater or equal to zero, v∗ ≥ 0. Recognizing
that a reference position along the road s is time-dependent, for the sake of simplicity, only
a forward reference velocity is set, which is also sufficient for specifying the reference state in
the longitudinal direction. By default, the reference velocity is set to the designated speed
limit v∗ = vsl. In some cases, however, the reference velocity is set to a lower value. When the
model probabilities of an OV do not give a clear conclusion about the OV maneuver, in other
words, when µL and µR are close to each other, the EV is encouraged not to overtake that OV.
Then, the reference velocity v∗ is set to a value lower than the concerned OV 0 ≤ v∗ ≤ vov.

Reference lane selection through threat assessment

The reference lateral position d∗ is set to one of the lane centers on the highway, d∗ = yLC.
yLC is set to the lane center of the safest possible lane at time step k, which is an improvement
compared to choosing the current lane as reference lane [15, 17] or choosing the right lane
as reference lane at all times [8]. By setting the reference lateral position to the center
of the safest possible lane, the cost function decreases when SMPC explores solutions of
trajectories in the direction of a safer lane. For instance, in the event of an accident ahead
of the EV, the reference lane shifts to an adjacent, safer lane, causing the cost to decrease
when SMPC explores trajectories in that direction. Setting the reference lane to the current
lane would lead to an increased cost when SMPC explores trajectories in the direction of
another lane, working against finding a safe trajectory. The safest possible lane is determined
by applying situational threat assessment [48, 49] based on the information obtained by the
IMM algorithm. Based on the threat metrics, a cost is assigned to each lane, and the one
with the lowest cost is selected as the safest possible lane. The center of this lane is selected
as the lateral reference d∗ = yLC . When any OVs are present in the proximity of the EV,
they contribute to the overall cost of the lanes. The total cost is calculated by summing up
the individual costs associated with each OV. The cost imposed by one OV is computed by
adding two risk metrics, balanced with weighting matrices. A cost is only assigned to a lane
if the following holds for the OV:

• The probability that an OV is following lane j is higher than a minimum value: µj ≥
µmin.

• The distance between the EV and the OV is smaller than a maximum value: |∆x| ≤
xmin.

In Equation 4-12 the cost assigned to a lane related to a single OV is given. If multiple
OVs are present, the costs for lane j are added. The cost for lane j imposed by vehicle k is
determined as

J j,l = W1J j,l
1 + W2J j,l

2 (4-12)

The first metric J j
1 is statistic-based. Typically, statistic-based risk metrics require high com-

putational times, but since the IMM algorithm already provides the maneuver probabilities
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for the chance constraints, they are also leveraged in the threat assessment. Therefore, the
first part of the cost function, J1 increases with a higher model probability:

J j,l
1 = µj,l (4-13)

The second term is based on the time to collision (TTC), a risk metric widely used in the
literature for collision avoidance. The TTC is the time required before the distance between
two vehicles is zero and a collision occurs: {t|dt

r = 0}. The higher the TTC between two
vehicles, the lower the collision risk. The time to collision is defined as follows [49]:

TTC = {t|dt
r = 0}

{
−dr

vr
, if vr < 0,

undefined, if vr ≥ 0,
(4-14)

In this equation, dr = dl − df and vr = vl − vf with dr the relative position, vr the relative
velocity. The subscripts l and f indicate the leading and following vehicle respectively. In
the multimodal trajectory prediction, it is assumed the OV will maintain a constant velocity
throughout the prediction horizon. Therefore acceleration is not taken into account for the
computation of the TTC. For the cost function, the inverse of the TTC is computed, and
scaled with weighting matrix W2:

J j,l
2 = TTC−1 (4-15)

The total cost for a lane is computed by adding the costs imposed by the total number of
OVs nov.

J j =
l=nov∑
l=1

J j,l (4-16)

The reference lane is set to the lane with the lowest associated cost. In case the cost of both
lanes is zero, the reference lane is set to the right lane, to adhere to traffic rules.

4-6 Safety Constraints Definition

In this section, it is explained how the state constraints are designed and implemented in the
COP. First, a brief recap is given of the deterministic constraints, then the chance constraints
will be described in detail. The mathematical formulation of the deterministic constraints are
repeated below:

ξi+1 = f(ξi, ui), ∀i ∈ {1, ..., N}, (4-17a)
ui ∈ U , ∀i ∈ {1, ..., N}, (4-17b)
ξi ∈ Ξ, ∀i ∈ {1, ..., N}, (4-17c)

(4-17d)
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36 Stochastic Model Predictive Motion Planning

Equation 4-17a defines the constraint imposed by the dynamic model of the EV. Equation
4-17b and 4-17c describe the boundaries on the input and state sequence respectively. The
state and input constraints in this context are deterministic. State constraints establish limits
on lateral positions, due to road limits, and forward velocity, ensuring it remains greater than
zero to maintain forward motion. On the other hand, input constraints impose boundaries
on maximum acceleration, deceleration, and steering angle, reflecting their limitations arising
from vehicle dynamics and mechanical restrictions.

The chance constraints, on the contrary, are probabilistic and are defined based on a safety
factor β as in Equation 4-18.

P (qi,j ≤ 0) ≥ β, ∀i ∈ {1, ..., N}, ∀j ∈ {1, ..., nov}, (4-18)

Instead of putting hard boundaries on the control problem as in robust MPC, the chance that
a constraint will be violated is bounded with 1 − βi, dependent on the safety factor β at time
step i. The chance constraints are leveraged to account for collision avoidance: for every OV
in the presence of the EV, a chance constraint on the position of the EV relative to the OV
is defined at every time step in the prediction horizon. Because directly implementing chance
constraints in an COP is impossible, deterministic constraints must be designed to achieve
the same result. In the following, the design of chance constraints based on the output of the
IMM algorithm and the multi-model predictions will be elaborated.

At every timestep i ∈ I(1, N), nm position estimations for the OV are available: one for
every possible maneuver. Around those positions, ellipsoidal safety areas are created based
on the uncertainty of the position estimation, the size of the vehicles, and the timestep i. EV
trajectories should be planned such that the center of the EV stays outside the ellipsoidal
areas around the OVs. Figure 4-4 shows a graphic representation of an ellipse around an OV
with semi-major axis a and semi-minor axis b.

Figure 4-4: Safety ellipsoidal area around the OV with semi-major axis a and semi-minor axis b.
Created by author

The value of a and b are built up from the following elements:

ai = lveh + δx + aβ,i

bi = wveh + δy + bβ,i

(4-19)
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lveh and wveh represent the vehicle length and width, respectively. By utilizing the full length
and width, both the size of the OV and EV are taken into consideration, ensuring that the
center of the EV remains outside the ellipse. The second terms, δx and δy, denote additional
safety margins that can be introduced to address geometric disparities between the OV and
an ellipse. The third terms, aβ,i and bβ,i, depend on the IMM output and represent the
components accounting for the uncertainty in OV maneuver executions. Using the estimated
OV position with its variances in longitudinal and lateral directions, a multivariate normal
probability distribution function can be formulated as

P (z̄j
i = x) =

exp
(
−1

2(z̄j
i − x)T (P̄ j

i )−1(z̄j
i − x)

)
2π
√

det(P̄ j
i )

(4-20)

with x some predicted OV position and P̄ j
i the covariance of the prediction. In figure 4-5 a

graphic representation of a multivariate normal distribution is shown with uncertainty in the
x- and y- position of the OV. On the PDF, a black dashed line in the shape of an ellipse is
indicated. This ellipse can shift over the PDF and encircle an area of possible OV positions.
The larger the ellipse, the bigger the area that it contains. The size of the ellipse relates to
the cumulative probability of the OV being within it, leveraging the PDF characteristics. In
other words, avoiding collision with a safety factor β translates to maintaining lateral and
longitudinal distances from the OV center.

Figure 4-5: Multivariate normal distribution with probability level β indicated by the dotted line.

The integral of this 2-dimensional normal distribution is equal to 1, accounting for all possible
OV positions at a certain time step. It is possible to find the size of the ellipse that contains
the desired probability level β ≤ 1. This is accomplished by leveraging the properties of the
cumulative distribution function F (κ, n) of the chi-square distribution χ2

n. The subscript n is
the dimension of the normal distribution, which is in this case equal to 2. With F (κ, 2), it is
possible to find the area underneath the PDF when it is cut off by the ellipse. A chi-square
random variable is characterized by the summation of the squares of standard normal random
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38 Stochastic Model Predictive Motion Planning

variables, each distributed independently. This additive property accounts for the behavior of
independent chi-square random variables. The probability distribution of a chi-square random
variable is modeled by a gamma probability density function, meaning its range is in the right
half plane only, since the random variables are squared. For a more detailed explanation of
the chi-square distribution, the reader is referred to [50]. If the ellipse is defined as

κ = (z̄i − x)T (P̄ j
i )−1(z̄i − x) (4-21)

κ can be found by using the inverse of the cumulative chi-square distribution:

κ = F −1(β, 2) (4-22)

Recall that

P̂i = diag(σ2
sx,i, σ2

sy,i) (4-23)

Then from Equation 4-21, the semi-major and semi-minor axes at time step i are

aβ,i = σsx,i

√
κ

bβ,i = σsy,i

√
κ

(4-24)

aβ,i and bβ,i depend on i since the covariance matrix P̄i changes over time. The further away in
the prediction horizon, the larger the uncertainty of the OV prediction z̄i. This also becomes
evident from the method that is used for uncertainty propagation, stated in Equation 2-16.
In figure 4-6 the influence of the time step i is visualized. The dots indicate the predicted
OV states z̃j

k over the prediction horizon for one maneuver: following the right lane. Around
the dots, the ellipses are plotted, and it is clear the size of the ellipses increases over time as
the variance increases.

Figure 4-6: Safety ellipses around predicted OV states over the prediction horizon with constant
safety level β. Ellipses include sizes of both the EV and the OV, meaning the center of the EV
should stay outside the ellipses.

Even though this phenomenon is intuitive since the further away in time, the larger the area
where the OV can be with the same certainty level β, adhering to these constraints results
in excessively conservative behavior. This approach, when applied, significantly reduces the
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likelihood of an SMPC solution in which the EV overtakes the OV. Besides being influenced
by the increasing covariance, aβ,i and bβ,i also depend on β, the safety level. As β increases,
the size of the safety ellipses expands as well. To account for the problem imposed by the
increasing covariance, the safety level can be decreased over the time horizon to prioritize
earlier time steps and to stimulate more optimistic trajectory planning. The result is shown
in figure 4-7. This is an improvement to the approach as opposed by Benciolini et al. [15],
who implemented constant safety levels β since overly conservative behavior is prevented.

Figure 4-7: Safety ellipses around predicted OV states over the prediction horizon with decreasing
safety level β. Ellipses include sizes of both the EV and the OV, meaning the center of the EV
should stay outside the ellipses.

The examples in figure 4-6 and 4-7 show the safety regions for one predicted OV trajectory.
Recall that at every time step in the simulation horizon k, nm distinct OV trajectories are
computed, and for both trajectories, safety constraints are computed. However, these are
highly dependent on the model probability µj . In principle, more likely maneuvers should be
prioritized over less likely maneuvers. This is done by changing the size of the ellipses based
on the model probability in the following way:

aj
i = (lveh + δx + aβ,i)µj

bj
i = (wveh + δy + bβ,i)µj

(4-25)

By scaling the semi-major and semi-minor axes of the safety ellipse, the constraints relax
if a maneuver has a low probability and increase if the IMM returns a high value of µ.
Moreover, if the maneuver probability is below a certain level µ ≤ µlow, the constraints
for that maneuver are not considered. For instance, if the IMM returns the probability
distribution [µL, µR] = [0.1, 0.9] for following the left and right lane, constraints are only
considered for the OV executing a right lane following maneuver. Compared to the paper by
Benciolini et al. [15] who propose a similar constraint design without removing the constraints
at low probabilities, this approach prevents the SMPC from planning trajectories around small
ellipses around non-relevant OV positions. With the final definition of the safety ellipsoids,
the safety constraints qi,j can be defined:

qi,j = 1 −
xEV,i − x̂j

OV,i

(aj
i )2

−
yEV,i − ŷj

OV,i

(bj
i )2

(4-26)

The number of constraints per OV varies from the number of time steps Np to nm ∗ Np,
depending on the model probabilities µj . The trajectory planner is designed to avoid static
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40 Stochastic Model Predictive Motion Planning

obstacles as well. When an obstacle is detected with near zero velocity in the x- and y-
direction, it is considered a static obstacle, and the IMM algorithm is not applied. Instead, a
constant ellipse is created around the obstacle
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Chapter 5

Backup Motion Planner

The SMPC motion planner is designed for emergency trajectory planning. However, in ex-
treme cases, SMPC might be infeasible, e.g. due to the sudden appearance of static obstacles
on the road, resulting in highly complex cases in which the relative velocity of the EV com-
pared to the OV is high. Here, SMPC is considered infeasible if it fails to find a solution that
satisfies all constraints within the maximum computational time, recall Definition 3-0.1. In
these cases, it is possible to use the shifted optimal input sequence computed in the previous
iteration. However, shifting the previous input sequence implies that the newest measurement
is neglected, and crucial information is overlooked, potentially leading to a collision. There-
fore, a backup controller is designed. The idea of a backup controller is based on [14], where
a model predictive motion planner is designed, based on worst-case reachability analysis to
serve as a backup mode. The principal idea is to be extremely conservative in emergency sce-
narios. However, a limitation of this approach is that constraints are further tightened when
SMPC fails to find a feasible solution, increasing the challenge of finding a feasible trajectory.
At time steps where an FTP solution proves infeasible, the controller resorts to the shifted
input from the previous iteration, resulting in a loss of information as explained.

For this research, two backup controllers are designed, with the following objectives:

• Computational times should be low. If SMPC is infeasible, a fraction of the available
computational time is already used for SMPC. Therefore, the backup controller should
be able to compute collision-avoiding trajectories quickly.

• The solution of the backup controller should be collision risk-minimizing.

• The backup controller should always be feasible, to avoid falling back to the control
input computed in the previous iteration.

• The optimal input sequence computed by the backup MPC is used as an initial guess
for SMCP in the next iteration. A well-chosen initial guess can significantly accelerate
the convergence of SMPC. Therefore, the output of the backup controller should help
SMPC with finding a solution in the next iteration.
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42 Backup Motion Planner

In the following, the two backup controllers will be discussed. One is based on conventional
MPC, the other on SMPC. Both have advantages and disadvantages, which will be compared
at the end of this chapter. Validation of the expected behavior of the backup controllers is
presented in Chapter 6.

5-1 Backup A: MPC based

The first backup controller is in the form of a conventional MPC, without chance constraints.
The mathematical formulation is given below.

J = min
u

N∑
i=1

E
[
||∆ξi||2Q + ||ui||2R + ||∆ui||2S + ||R||2T

]
(5-1)

s.t.

ξi+1 = f(ξi, ui) ∀i ∈ {0, ..., N} (5-2a)
ui ∈ U ∀i ∈ {0, ..., N} (5-2b)
ξi ∈ Ξ ∀i ∈ {0, ..., N} (5-2c)

(5-2d)

Contrary to SMPC, the computationally demanding chance constraints are not applied in
the COP. Instead, the cost function is designed to navigate the EV away from the critical
obstacle. The cost function penalizes the error between the reference state ξ∗

i and the planned
EV state ξi, weighted by Q. The input and input rates are penalized similarly to the SMPC
COP. The control structure of trajectory planning with the backup MPC is shown in figure
5-1.

Figure 5-1: Control structure of trajectory planning with a backup MPC in case of infeasibility
of the primary SMPC.

The backup solution is recalled only when SMPC cannot find a feasible solution, which only
occurs in hazardous situations. This could for instance be caused by a suddenly appearing
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5-2 Backup B: SMPC based 43

static obstacle or late detection of an obstacle on the highway. In those scenarios, it is
intuitive to fully brake, and steer to the safest possible lane, which can be achieved by setting
the reference trajectory as follows:

{ξ∗
i }i=k+N

i=k = [d∗, ϕ∗, v∗] = [yLC, 0, 0]; (5-3)

As can be seen from the reference trajectory, the reference velocity is set to zero. It is not
always the best solution to come to a full standstill in a dynamic environment with high-
velocity dynamic obstacles. However, the emergency backup MPC is only used at time steps
in which SMPC is infeasible, and will rarely result in a full stop. Another benefit of applying
a braking maneuver during the backup MPC is that it provides more time for the SMPC
to compute feasible trajectories again. Furthermore, the shifted optimal control sequence
computed by the backup MPC is used as an initial guess for the SMPC COP in the next time
step. This is beneficial because it accelerates the convergence of the SMPC, leveraging the
insights gained from the backup MPC’s solution. Since no computationally demanding chance
constraints are added to the MPC COP, the solution is computed quickly and efficiently.

To add an extra safety factor to the MPC COP and to push it to safe solutions, the risk
function R is added to the cost function equivalent to SMPC, penalized with the matrix T .
Even though no constraints are added related to the OVs, the risk function prevents solutions
with trajectories that bring the system too close to the OVs, mitigating the chance of collision
and ensuring a safer path.

The backup MPC requires minimal computational time due to the elimination of the chance
constraints. However, a limitation of the backup MPC applies. This backup controller can
not guarantee safe trajectories but only assures solutions that minimize the chance of collision.

5-2 Backup B: SMPC based

The second backup controller is SMPC-based, very similar to the primary SMPC motion
planner. The idea behind this controller is to relax the constraints even further over the
prediction horizon to prioritize earlier time steps and to help SMPC find feasible solutions.
The mathematical formulation is similar to the COP of the primary SMPC, but it is given
for completeness.

J = min
u

N∑
i=1

E
[
||∆ξi||2Q + ||ui||2R + ||∆ui||2S + ||R||2T

]
(5-4)

s.t.

ξi+1 = f(ξi, ui) ∀i ∈ {0, ..., N} (5-5a)
ui ∈ U ∀i ∈ {0, ..., N} (5-5b)
ξi ∈ Ξ ∀i ∈ {0, ..., N} (5-5c)

P (qi,j ≤ 0) ≥ β ∀i ∈ {0, ..., N}, ∀j ∈ {0, ..., nov} (5-5d)
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When SMPC is infeasible, it is impossible to find a solution that satisfies all constraints in
the prediction horizon. Therefore, relaxing constraints in time steps further in the prediction
horizon could solve the problem of infeasibility at that time step. As explained in Section 4-6,
the safety factor β is already linearly decreased over the prediction horizon to prevent overly
conservative behavior. In the backup SMPC, this safety factor β is reduced exponentially, to
enhance the effect. Figure 5-2 shows the effect of reducing the safety factor exponentially on
the safety ellipses around the OV. At time steps further in the prediction horizon, the ellipse
only consists of the vehicles’ sizes.

(a) Safety ellipses around predicted OV states with linearly decreasing safety level
β.

(b) Safety ellipses around predicted OV states with exponentially decreasing safety
level β.

Figure 5-2: Safety ellipses around predicted OV states over the prediction horizon. Transparency
increases as time progresses. Ellipses include sizes of both the EV and the OV, meaning the center
of the EV should stay outside the ellipses.

Since the safety constraints are still present in the COP of the backup SMPC, it can still
run into infeasibility. Therefore, the backup MPC is added as an extra backup. Since the
computational times of the backup MPC are very low, this extra backup can be included
without adding significant computational complexity. The control structure is shown in figure
5-3.

J. Verkuijlen Master of Science Thesis



5-2 Backup B: SMPC based 45

Figure 5-3: Control structure of trajectory planning with a backup SMPC in case of infeasibility
of the primary SMPC, and a backup MPC in case of an infeasible backup SMPC.

The major improvement of this backup controller compared to the backup MPC is that the
constraints are still present, and safety can therefore be guaranteed with a certain probability
level, similar to the primary SMPC. However, one of its limitations is that it is computationally
demanding. In the next section, the advantages and disadvantages of both controllers will be
listed and explained.
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46 Backup Motion Planner

5-3 Comparison Backup Controllers

The performance of the two distinct backup controllers differs across various criteria. To
compare their performance, they are evaluated based on the four objectives outlined earlier
in this chapter: computational efficiency, collision avoidance, feasibility, and initial guess
support. Furthermore, both controllers are compared with the state-of-the-art solution by
Brüdigatm et al. [14], who propose FTP as a backup controller. Their fail-safe trajectory
planner is based on worst-case reachability analysis. Predictions are made of the OV position
if it would apply the maximal or minimal inputs. It imposes tight constraints on the EV
trajectory to avoid the total region that could be occupied by an OV, resulting in conservative,
careful behavior. Constraints are put on the lateral and longitudinal positions of the EV,
dependent on the scenario. Examples of FTP will be given in the results. In figure 5-4 the
control structure of SMPC with FTP is shown.

Figure 5-4: Control structure of trajectory planning with FTP as a backup for SMPC, and a
shifted input sequence of previous iteration when FTP is also infeasible. State-of-the-art solution
by Brüdigam et al. [14].

Table 5-1 provides an overview of how the backup controllers perform with respect to each
defined objective.

The primary objective is computational efficiency. Given that SMPC already demands sig-
nificant computational resources, the backup controller should be fast. In comparison, the
backup MPC outperforms the backup SMPC in this aspect, due to the simplicity of its COP.
While the computational times of the backup SMPC are similar to those of the primary
SMPC, the backup MPC yields solutions within timeframes with a factor of 0.15 compared
to SMPC. FTP has the largest computational time. The paper states that the computational
times of FTP are on average 1.3 times higher than the computational times of SMPC.

The second objective is collision avoidance. As explained, with the backup SMPC a proba-
bility can be guaranteed that a trajectory will be collision-free. With the backup MPC, this
is not the case, only the chance of collision is minimized. Arguably, in real life, collision-free
trajectories can not always be ensured. Situations may occur in which the distance from the
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5-3 Comparison Backup Controllers 47

EV to the obstacle is too small, or in which there is no space for an evasive maneuver, and no
feasible solution exists, independent of the active motion planner. Nevertheless, the backup
SMPC controller scores higher than the backup MPC controller. FTP is based on worst-case
reachability analysis, it accounts for all possible OV maneuvers and executions. In theory,
solutions provided by FTP could never result in a collision.

When assessing the feasibility of both backup controllers, the backup MPC scores higher
than the backup SMPC. The backup MPC is always feasible, due to the absence of chance
constraints. The backup SMPC can still be infeasible within the allowed computational
time in the same way the primary SMPC can be infeasible. The main limitation of FTP
is its property to impose tighter constraints compared to the primary SMPC. When SMPC
struggles to find a solution even with relaxed constraints, the prospect of finding a solution
with even tighter constraints becomes significantly more challenging and often infeasible. In
the results, examples are shown of this effect.

The last objective is the initial guess support, which refers to the backup controller’s capability
to provide an initial estimate or prediction that aids the primary controller in generating a
feasible solution in subsequent iterations. The backup MPC solves a different COP compared
to the primary SMPC and consistently applies a full braking strategy. Therefore, it may
explore a solution space that SMPC could not converge to in the previous iterations within
the maximum computational time, but might converge to in subsequent ones. The backup
SMPC, on the other hand, solves a very similar COP as the primary SMPC, but with relaxed
constraints in further time steps. Solutions computed by the backup SMPC are therefore
often infeasible for the primary SMPC, resulting in a weak initial guess for the next iteration.
In the paper proposing FTP, it is not stated if the backup solution is used as initial guess
support. However, it can be reasoned that the FTP would provide a good initial guess for
the primary SMPC since the constraints are very conservative and different from SMPC’s
constraints.

Based on these findings, using backup A: MPC, is preferred over backup B: SMPC.

Computational efficiency Collision avoidance
Backup A: MPC ++ 0
Backup B: SMPC - +

FTP [14] - - ++
(a) Assessment for computational time and collision-avoidance

Feasibility Initial guess support
Backup A: MPC ++ ++
Backup B: SMPC - - -

FTP [14] - - +
(b) Assessment for feasibility and initial guess support

Table 5-1: Assessment of the two backup trajectory planning algorithms based on the four
objectives. ’- -’ indicates a significant limitation, ’-’ represents a moderate limitation, ’0’ denotes
a neutral performance, ’+’ signifies a moderate strength, and ’++’ indicates a significant strength.
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Chapter 6

Simulation and Results

In this chapter, the results of the proposed method combining IMM with SMPC and the
backup MPC are presented. The motion planner is tested in emergencies with both static
and dynamic obstacles, and the scenarios are carefully selected to test its performance. Firstly,
we provide the scenarios for testing the motion planner and provide details of the simulation
setup. Subsequently, the resulting trajectories of the EV within these defined scenarios are
presented and discussed.

The following results are presented:

• The performance of the standalone SMPC motion planner without activating a backup
controller, tested in all 6 defined scenarios.

• In scenario 1, two extra results are shown: the effectiveness of the helping reference,
and the result of linearly decreasing the safety factor β over the prediction horizon.

• The standalone performance of backup controller A and the performance of SMPC with
backup controller A, both in scenario 5a.

• The performance of SMPC with backup controller B in scenario 5a.

• Comparison of the motion planner with the state-of-the-art solution in [14].

The simulations are executed in MATLAB using the nonlinear solver fmincon. The optimiza-
tion algorithm is the interior-point algorithm, which is an iterative optimization method that
seeks the solution to linear and nonlinear programming problems by iteratively navigating
the feasible region. The simulations are run on a computer with a Dual-Core Intel Core i5
processor. The setup parameters are as follows. For both the SMPC and the backup MPC,
the sampling time is set to h = 0.2. The prediction horizon for SMPC and the backup MPC
consists of 10 time steps, Np = 10, and simulations run for 5 seconds.

In this chapter, various figures like Figure 6-1 are shown. To ensure a correct interpretation
of these figures, they are explained. In these figures, the rectangles represent the position of
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the vehicles at different time steps. On the first rectangle, it is shown what rectangle color
represents what vehicle. The EV is always shown in blue. The subsequent rectangles are
numbered to indicate the vehicles’ positions relative to each other at a certain time step.
Collision-free trajectories can be recognized by the absence of overlapping rectangles with
the same number. In the example, the 4th blue rectangle coincides with the 5th and 6th
red rectangle. However, these are vehicle positions at different time steps and therefore
not indicate collision. The vehicle positions were plotted once every three-time steps, and
sequential numbers (1, 2, 3, 4, etc.) were assigned to differentiate between different snapshots.
However, it’s essential to note that these assigned numbers do not align with consecutive time
steps in the simulation; instead, they correspond to time steps separated by three intervals
(1, 4, 7, etc.). All simulations are on a 2-lane highway, the grey dashed lines correspond with
the road boundaries. Note that the axes are not equal.

Figure 6-1: Example of results figure

6-1 Defined Emergency Scenarios

To assess the performance of the motion planner, it is tested across various scenarios on a 2
lane highway. All emergency scenarios are intentionally designed to be challenging but not
impossible. This ensures that within each scenario, a feasible trajectory exists for the EV
allowing safe navigation, thereby avoiding collisions with OVs, and adhering to the EV dy-
namics. The complexity of scenarios increases significantly when the relative velocity between
the EV and obstacles is large. This arises from the necessity to plan and execute an evasive
maneuver within a limited space and time frame. Consequently, all scenarios incorporate one
or more slow-moving or static obstacles to simulate real-world challenges and evaluate the
planner’s performance under varying degrees of difficulty. In all scenarios, the initial velocity
of the EV is set to 25m/s, the lateral position to one of the lane centers, this depends on the
scenario. The following 6 scenarios are designed for the assessment of the motion planner:

• Scenario 1: large deceleration of an OV in front of the EV on the same lane. This
situation occurs when an OV suddenly applies a full braking maneuver.

• Scenario 2: a static obstacle suddenly appears in front of the EV. When detected late,
braking is not sufficient, and overtaking is required.

• Scenario 3: an OV driver may lose consciousness, resulting in arbitrary, unpredictable,
and decelerated movements.
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• Scenario 4: one OV decelerates in front of the EV like in scenario 1, but the other lane
is not free due to another OV overtaking the EV.

• Scenario 5a & 5b: one static OV in front of the EV like in scenario 2, but another OV
blocks the optimal trajectory.

• Scenario 6: two static obstacles on the road.

6-2 SMPC Performance

In this section, the results are shown when only SMPC is utilized to clearly indicate its
performance. The backup controller is in these examples not activated. To obtain these
results, the limits that are put on the maximum computational effort are relaxed, so the chance
of feasibility is high. In all scenarios, SMPC succeeds in finding a collision-free trajectory,
without the use of a backup controller. All scenarios are discussed separately.

6-2-1 Scenario 1: single decelerating obstacle

The first scenario involves an OV that suddenly starts decelerating in front of the EV. In
figure 6-2, the trajectories of the EV and OV are shown. The EV immediately starts moving
to the left lane to avoid collision with OV1 without overly decelerating. Since the risk function
Ri is minimized at every time step i in the prediction horizon, the optimal EV trajectory
converges to the left lane instead of staying behind the OV. Another reason for the EV to
move to the left lane is the reference lane, determined through threat assessment. As soon as
the EV passes the OV, the threat on the right lane is zero again, and it returns to the right
lane center.

Figure 6-2: Scenario 1: preceding OV in front of the EV braking aggressively. The EV overtakes.

Helping reference performance

To indicate the performance of the helping reference, as explained in Section 4-5, the result
of the EV trajectory in scenario 1 is shown when the reference is chosen as the center of the
lane the EV is currently in. Figure 6-3 shows the EV and OV trajectory when the helping
reference is not applied. In this case, the EV stays behind the OV instead of overtaking.
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Figure 6-3: Scenario 1 without helping reference: preceding OV in front of the EV braking
aggressively, the EV stays behind and applies a full braking maneuver.

Table 6-1 illustrates the reference lane at different time instances under two scenarios: 1 when
the assisting reference is applied and 2 when the EV is encouraged to maintain its lane. For
the sake of simplicity, the reference lanes are only shown once every three time steps, therefore
corresponding with the numbers indicated at the rectangles in figure 6-2 and 6-3. In the table,
R and L indicate that the reference is set to the right and left lane center respectively.

Time instance 1 2 3 4 5 6 7 8
Helping reference L L L R R R R R
Keep current lane R R R R R R R R

Table 6-1: Comparison of reference lane when the helping reference is applied or the EV is
encouraged to keep its current lane. Time instances coincide with numbers on the rectangles in
figure 6-2 and 6-3.

Effect of varying safety factor β

Scenario 1 is used to give an example of the functionality of the decreasing safety factor β
over the time horizon, as explained in Section 4-6. Figure 6-4 shows the trajectory in scenario
1c if the safety factor β is not linearly decreased over the prediction horizon N . The safety
ellipses around the estimated OV position in further time steps become too large to plan an
overtaking trajectory.

Figure 6-4: Scenario 1 without linearly decreasing safety level β: preceding OV in front of the
EV braking aggressively, the EV stays behind and applies a full braking maneuver.

It can be seen that at first, the EV tries to move to the left lane, but then recognizes there
is no feasible path overtaking the OV, decelerates, and moves back to the right lane. Due
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to the aggressive braking of the EV, the TTC with the OV becomes undefined as explained
in 4-5, stimulating the reference lane to be adjusted to the right lane. To indicate what
happens inside the planning algorithm at every time step, the planned EV trajectory over
the prediction horizon at the first three time steps is shown together with the safety ellipses
it should avoid. As stated, the ellipses include the EV and OV size, so the center of the
EV should stay outside the ellipses. Figure 6-5 shows the planned EV trajectory over the
prediction horizon at k = 1, k = 2, and k = 3 when β is not decreased over time. The blue
line indicates the planned EV path. Collision avoidance can be recognized by looking at the
first and last point of the EV trajectory, which should be outside the first and last ellipse
with the lowest and highest opacity respectively. To maintain plot simplicity, all time steps
in the planned EV trajectory are uniformly represented.

(a) k = 1

(b) k = 2

(c) k = 3

Figure 6-5: Planned EV Trajectories over prediction horizon with constant β at the first three
time steps. The EV trajectory is indicated in blue. Safety ellipses around OV are shown for every
time step with decreasing opacity as time progresses.

Figure 6-6 shows the intermediately planned EV trajectories at the first three time steps when
β is linearly decreased over time. An overtaking maneuver is found and executed.
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(a) k = 1

(b) k = 2

(c) k = 3

Figure 6-6: Planned EV Trajectories over prediction horizon with linearly decreasing β at the
first three time steps. The EV trajectory is indicated in blue. Safety ellipses around OV are shown
for every time step with decreasing opacity as time progresses.

6-2-2 Scenario 2: single static obstacle

In figure 6-7 the scenario is shown when a static obstacle appears in front of the EV. In this
case, there is no other option for the EV than to move to the left lane to avoid collision, since
the initial distance between the OV and the EV is smaller than the minimal braking distance
of the EV. From the figure, it can be seen that the EV successfully avoids collision with the
static obstacle. As it passes the static OV, it returns to the right lane. The figure illustrates
the successful avoidance of collision by the EV with the static obstacle. After the EV passes
the static OV, it promptly returns to the right lane. The figure demonstrates the immediate
initiation of an evasive maneuver by the EV upon detection of the OV within the prediction
horizon.
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Figure 6-7: Scenario 2: static OV in front of EV. The EV performs an evasive maneuver and
overtakes.

6-2-3 Scenario 3: ambiguous OV behavior

This scenario may occur when the driver of an OV loses consciousness or control of the vehicle
due to other reasons. Consequently, the OV begins to move unpredictably and decelerates.
In such instances, the driver’s intentions are unclear, and the IMM algorithm provides no
clear maneuver intention. Within the SMPC OCP, the strategy is to maintain a position
behind an OV exhibiting ambiguous behavior, as explained in Subsection 4-5. This strategy
is illustrated in Figure 6-8. Instead of actively seeking an overtaking trajectory as in scenarios
1 and 2, the EV decelerates and strategically positions itself behind the ambiguously behaving
OV. The average computational time of SMPC with one OV present is 0.55 seconds.

Figure 6-8: Scenario 3: OV with ambiguous behavior driving in front of the EV. The EV
strategically positions itself behind the OV and avoids overtaking.

6-2-4 Scenario 4: decelerating OV1 + overtaking OV2

The next scenarios involve multiple OVs. Figure 6-9 shows an extension of scenario 12 and
introduces an additional OV executing an overtaking maneuver on the EV. Unlike scenario
1, where it was safe to navigate to the left lane, in this instance, the EV must brake and
wait before overtaking OV1 to avoid a potential collision with OV2. The figure illustrates
the sequence of actions, wherein the EV initially decelerates and follows behind OV1, waiting
for OV2 to complete its overtaking maneuver. Once moving to the left lane is safe, the EV
proceeds to overtake OV1. Adding an extra OV in SMPC increases the computation time,
which is now 0.82 seconds.
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Figure 6-9: Scenario 4: OV1 decelerates in front of the EV while OV2 overtakes the EV.

6-2-5 Scenario 5: dynamic OV1 + static OV2

In the following, two scenarios are designed with a dynamic and a static OV. Similar to
scenario 2, the EV has to move around OV1, since the distance between the EV and OV1
is smaller than the minimal braking distance. In both scenarios, the EV has to perform
an evasive maneuver to avoid collision with OV2 but adjust the maneuver according to the
moving OV1. The first sub-scenario, 5a, is presented in figure 6-10a, where OV1 decelerates
and the EV slows down while performing the evasive maneuver. Figure 6-9 shows scenario
5b, the case in which OV1 approaches with high velocity, and the EV has to quickly shift to
the right lane to stay in front of OV1 and avoid collisions with both OVs.

(a) Scenario 5a: OV1 decelerates.

(b) Scenario 5b: OV1 approaches with high velocity.

Figure 6-10: Scenario 5: OV1 is dynamic and OV2 is static.
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6-2-6 Scenario 6: two static OVs

In the last scenario, 2 static OVs are presented to the EV. The EV immediately starts nav-
igating to the right lane to avoid OV2 and then moves back to the left lane to avoid OV1.
After both obstacles are passed, it moves to the right lane again, to adhere to general traffic
rules.

Figure 6-11: Scenario 6: both OV1 and OV2 are static.

6-3 Backup Controller Performance and Comparison

This section shows the performance of the designed backup controllers. Across all presented
scenarios, the SMPC motion planner consistently achieved feasible solutions within the al-
located computational time. To intentionally activate the backup controller, the maximum
computational time of SMPC is decreased. Then, the likelihood of SMPC running into infea-
sible solutions increases. The results will be shown separately in Subsection 6-3-1 and 6-3-2.
Then, the performance of both backup controllers is evaluated in comparison to each other
and the current state-of-the-art. All backup controllers are tested in scenario 5a.

6-3-1 Backup A: MPC

The backup MPC is a fast solution that provides solutions that steers the EV in the direction
of the safest possible lane while fully braking. Figure 6-12 shows the optimal trajectory
if only the backup MPC is utilized for motion planning. From the figure, it can be seen
that the backup MPC navigates the EV to the safest possible lane at every time step k and
decelerates. It succeeds in providing a collision-free trajectory for the EV and eventually
comes to a standstill.

Figure 6-12: Scenario 5a: trajectory planning by the backup MPC only.
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In figure 6-13a the optimal EV trajectory is shown when SMPC is active, and the backup MPC
is activated at 3 time instances in the simulation horizon, at k = 1, k = 5, and k = 8. Figure
6-13b shows the snapshots of the vehicles at every time step in the simulation horizon. In
this figure, the numbers in the rectangles indicate the related time step. The orange arrows
indicate the positions of the EV at the instances at which the backup MPC is activated.
Compared to the performance of the SMPC planner only in figure 6-10a, it can be seen that
due to the property of the backup MPC slowing down, the EV passes OV2 with a slightly
lower velocity. In both cases, collision is avoided successfully. The computational times of
the backup MPC are significantly lower than the computational times of the primary SMPC:
0.07 seconds.

(a) Scenario 5a: trajectory planned with SMPC + Backup MPC

(b) Scenario 5a: SMPC + Backup MPC. Orange arrows indicate time instances
at which the backup MPC is activated: at k = 1, k = 5, and k = 8.

Figure 6-13: Scenario 5a when the backup MPC is activated in time steps 1, 5, and 8.

6-3-2 Backup B: SMPC

The second backup controller is based on SMPC. If the primary SMPC runs into infeasibility,
the backup SMPC is activated and solves the same optimization problem with relaxed con-
straints in further time steps in the prediction horizon. Since there is a possibility the backup
SMPC runs into infeasibility as well, the backup MPC can be called if both SMPC OCPs are
infeasible within the maximum amount of time.

In figure 6-14, the EV trajectory in scenario 5a is shown when the primary SMPC is combined
with the backup SMPC and the backup MPC. Figure 6-14a does not show major differences
from figure 6-13a. However, by the position of the EV at the 7th snapshot, it can be seen the
backup SMPC provides a trajectory with higher velocities. This is due to the property of the
backup MPC to slow down the vehicle and apply a full braking maneuver.
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Figure 6-14b shows when the backup SMPC and the backup MPC are called with two different
arrows:

• The blue arrow indicates that at that time step, the primary SMPC was infeasible, and
the backup SMPC succeeded in computing a feasible solution instead.

• During time steps marked by the orange arrow, both the primary SMPC and the backup
SMPC were unable to produce feasible solutions, activating the backup MPC to compute
the solution instead.

In steps k = 1, k = 5, k = 11, and k = 12, the backup SMPC was activated and able to find
a feasible solution. In time step k = 6, both SMPCs were infeasible, and the backup MPC
was activated.

(a) Scenario 5a: trajectory planned with SMPC + Backup SMPC + Backup MPC

(b) Scenario 5a: SMPC + Backup SMPC + backup MPC. Blue arrows indicate
time instances at which the backup SMPC is activated and feasible k = 1, k = 5,
k = 11, k = 12. Orange arrows indicate time instances where both SMPCs are
infeasible, and the backup MPC is applied k = 6.

Figure 6-14: Scenario 5a when the backup MPC is activated in time steps 1, 5, and 8.

By comparing figure 6-13b and 6-14b, conclusions can be drawn regarding the initial guess
support for the primary SMPC in the next iteration. With only the MPC motion planner as
backup, the primary SMPC ran into infeasibility 3 times. With the backup SMPC however,
a backup was needed at 6 time steps in the simulation horizon, which is double compared to
the backup MPC. Therefore, it can be concluded that the backup MPC provides better initial
guess support than the backup SMPC, as expected according to the theoretical analysis in
Section 5-3. The difference between the computation time of the primary SMPC and the
backup SMPC is minimal.
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An overview of the computation times of the controllers is given in table 6-2. Please note that
with faster solvers and a more advanced processor, it is possible to reduce the computation
times significantly [14].

Controller SMPC with 1 OV SMPC with 2 OVs Backup MPC Backup SMPC
Computation time 0.55s 0.82s 0.07s 0.53s

Table 6-2: Computation times of the designed controllers

6-3-3 Comparison to State-of-the-art

In this section, a comparison will be made with the state-of-the-art solution by Brüdigam et
al. [14]. It will be shown that in scenario 5a, their proposed controller would not be able to
find a feasible solution.

In the paper by Brüdigam et al., the fail-safe trajectory planner is proposed as a backup
controller based on the fail-safe motion planner in [51]. The purpose of this controller is to
safely navigate the EV through the dynamic environment in emergencies when SMPC fails to
compute a solution that is safe according to their definition. In FTP, lateral and longitudinal
constraints are designed based on reachability analysis. The authors propose constraints
based on the position of the EV with respect to the OV and define distinct constraints for
each case. For the complete overview of constraints, the reader is referred to the associated
paper [14]. If FTP were applied in time step 1 of scenario 5a, the constraints imposed by
OV1 and OV2 would look like figure 6-15.

Figure 6-15: Constraints on the EV trajectory imposed by OVs when using FTP of [14].

The dynamic, decelerating OV1 would impose a lateral constraint on the EV and the static
OV2 would impose a longitudinal constraint. However, with the initial velocity of the EV
and the longitudinal distance between the EV and OV2, finding a trajectory that satisfies
the constraints at all steps in the prediction horizon is not possible. Consequently, FTP is
infeasible and according to [14], the first entry of the shifted optimal input sequence of the
previous iteration is applied. However, it is assumed that OV2 is only detected at the current
time step, and the optimal input sequence of the previous iteration does not consider the
obstacle. The previously computed safe input sequence is designed such that the first input
corresponds with the one computed by SMPC, followed by a braking sequence to bring the
EV to a standstill:
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U safe =
[
U ′

FTP , Ubrake
]

Ubrake =
[[

amin
0

]
,

[
amin

0

]
, . . .

]
(6-1)

Even though this safe input sequence would guarantee safety in an environment without
static or very slow-moving obstacles, it is not sufficient to ensure safety in this scenario. In
the presented case, FTP stays infeasible and the planner keeps applying the shifted previous
input sequence. Even though the EV fully brakes, the braking distance is too short, and
eventually a collision is caused. This is shown in figure 6-16.

Figure 6-16: Scenario 5a: SMPC combined with Fail-safe trajectory planning as proposed by
[14]. At all time steps, SMPC and FTP are infeasible, and the optimal input of the previous
iteration is applied. Eventually, the EV collides with OV2, indicated by the yellow star.

The failure of FTP shows the improvement of our proposed method compared to the prior
state-of-the-art work, where FTP takes over SMPC in emergencies. Figure 6-16 highlights
the shortcomings of SMPC + FTP in scenario 5a, and the same reasoning can be used to
argue FTP fails to compute collision-free trajectories in scenarios 2, 5b, and 6.
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Discussion

Distinctive Features and Advantages of the Proposed Method

The proposed motion planner, incorporating the IMM algorithm, SMPC, and the backup
MPC, consistently generates collision-free trajectories across various challenging emergency
scenarios. It adeptly navigates through environments with both static and dynamic obstacles,
even under conditions where obstacles are detected late or initial distances between the EV
and obstacles are minimal. The ability of the designed SMPC controller to safely navigate
the EV in a wide variety of emergency scenarios highlights the first contribution of this paper
which states that SMPC is specifically designed for evasive maneuvers in emergencies. By
minimizing the collision risk and smartly adapting to the environment with the use of IMM,
the SMPC motion planner succeeds in finding collision-avoiding solutions in all designed
scenarios.
Furthermore, the results show a significant improvement in the designed backup controller
compared to the state-of-the-art. By looking at the resulting trajectories of the backup con-
trollers in the same scenario, it is clear that both designed backup controllers succeed in find-
ing collision-free trajectories where FTP fails. This success highlights a notable improvement
compared to the prior state-of-the-art work, where FTP takes over SMPC in emergencies [14].
Subsection 6-3-3 highlights the shortcomings of SMPC + FTP in scenario 5a, and the same
reasoning can be used to argue FTP fails to compute collision-free trajectories in scenarios 2,
5b, and 6. In all instances where the relative distance and velocity concerning the preceding
OV indicate that a complete braking maneuver alone is insufficient to prevent a collision,
FTP would be infeasible. Consequently, the shifted previously computed input sequence in
which the obstacle was not accounted for yet, is applied and the vehicles collide. This analysis
proves the second contribution of this paper: to design a fast, reliable backup controller that
ensures risk-minimizing solutions.

Limitations

However, some limitations of the proposed method apply. The backup controller can not
guarantee safe trajectories but only assures solutions that minimize the chance of collision.
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Arguably, in real life, collision-free trajectories can not always be ensured. Situations may
occur in which the distance from the EV to the obstacle is too small, or in which there is
no space for an evasive maneuver, and no feasible solution exists, independent of the active
motion planner. Yet, to account for this limitation, a second backup controller based on SMPC
was designed that could ensure collision-free trajectories with a safety level β. Still, Section
5-3 and 6-3-3 reason why the backup MPC is preferred over the backup SMPC: compared
to the backup SMPC: it provides risk-minimizing trajectories with the lowest computational
effort, provides the best initial guess support, and is always feasible.

Additionally, the computational times of SMPC exceed the prescribed maximum of 0.2 sec-
onds, the sampling time. Yet, faster solvers exist that can improve computational times
significantly. Furthermore, the processor used for the simulation limits the computational
time as it is not designed for complex optimization tasks.

Suggestions for future work

For future work, different backup controller designs would be exploited that could guarantee
safety in the majority of emergencies. Research into backup controllers that effectively balance
computational efficiency and safety guarantees would be relevant.

Furthermore, further research could be done exploring the enhancement of the computational
efficiency of the motion planner. An inspiring paper is [52], where max-min-plus-scaling
(MMPS) approximations of the nonlinearities of the EV dynamics are made to avoid con-
servatism and improve computational efficiency. In their paper, MMPS is also utilized to
approximate the nonlinear density function around predicted OV positions, which might re-
duce computational times for our proposed motion planner as well.

In this research, it is assumed the fidelity of the kinematic bicycle model is sufficient for
the prediction of the EV dynamic behavior. However, future work could assess whether the
trajectories computed by the designed motion planner are feasible for a tracker, recall figure
1-1. Although the bicycle model was implemented to estimate the vehicle’s limits, no explicit
validation or verification was conducted. This could be addressed in future studies by incor-
porating checks for tracker feasibility. Additionally, note that considering a variable tire-road
friction was neglected in this research. While this work primarily focused on maneuvering in
an uncertain environment, future investigations could explore integrating friction estimation
into the modeling framework.
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Chapter 8

Conclusion

In conclusion, this research presented a framework to safely navigate an automated vehicle
in a dynamic, uncertain environment in highway emergencies. It presents a novel design of
SMPC for collision-avoiding motion planning, and a backup controller to provide solutions
when SMPC is infeasible. On one hand, this research contributed to the existing literature in
exploring SMPC designs specifically for emergency motion planning, by prioritizing collision
avoidance and minimizing risk. On the other hand, the design of a backup controller comple-
ments the contributions of this research by providing fast, feasible solutions and a supportive
initial guess to SMPC in subsequent iterations. It thereby outperforms the state-of-the-art
solution of Brüdigam et al. [14], whose proposed method combining SMPC with FTP falls
short in complex emergency scenarios.

Based on the findings in this research, the following conclusions regarding the primary SMPC
controller can be drawn.

A) In addition to the state-of-the-art application of SMPC where it is employed for op-
timistic motion planning for general urban [15] and highway [14] automated driving,
SMPC can successfully be utilized for emergency motion planning.

B) The proposed motion planner can safely navigate the EV in a wide variety of complex
emergency scenarios. Scenarios include static obstacles, dynamic obstacles, OVs with
ambiguous behavior, and late-detected obstacles. The results in Section 6-2 show its
success.

C) By providing a helping reference to the motion planner based on threat assessment, the
chance of finding collision-free trajectories is increased. With a proper chosen reference
trajectory, the cost function decreases when the optimization algorithm explores the
space of the safest possible lane, resulting in a faster convergence to collision-avoiding
trajectories. Furthermore, this approach shows its success in backup controller A, which
highly depends on the reference trajectory.
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D) The safety level β is linearly decreased over the time horizon to prioritize earlier time
steps and to stimulate optimistic trajectory planning. This positively affects the feasibil-
ity of collision avoidance since it expands the search space of the optimization algorithm
with a minimal increase in collision risk.

The following conclusions can be drawn through the exploration of two different backup
controllers and a comparison to the state-of-the-art.

E) Based on the four identified objectives of a backup controller in Chapter 5 and the results
shown in Section 6-3-3, it can be concluded backup A, based on MPC, outperforms
backup B, based on SMPC, and is the better option as a backup for the designed
primary SMPC motion planner.

F) Backups A and B are a superior choice to the state-of-the-art solution of employing FTP.
By relaxing constraints instead of tightening constraints, the feasibility of the designed
backup controllers is enhanced significantly. Section 6-3-3 highlights one of the failure
cases of FTP in a complex scenario with a late-detected static, and a dynamic obstacle.

To conclude, the successful design and implementation of SMPC for emergency motion plan-
ning have yielded promising results in simulation. While numerous challenges remain on the
journey towards safer roads, this study represents a meaningful step forward in the collective
pursuit of enhancing mobility and decreasing the frequency of traffic accidents.
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Appendix A

EV Bicycle Model

The linearized, discretized system matrices of the ego vehicle are given in equation A-1.
Linearization is done around the current operating point ξk and zero input u = [0, 0]T . The
method used for discretizing is the zero-order-hold method.

Φ =


1 0 −Tv sin p1 T cos p1 − p2 sin p1

2p4
0 1 Tv cos p1 T sin p1 + p2 cos p1

2p4
0 0 1 T tan δ

p4
0 0 0 1



Γ =


T 2 cos p1

2 −T 2vp7 sin p1
2 − p8 sin p1

p9
T 2 sin p1

2
T 2vp7 cos p1

2 + p8 cos p1
p9

T tan δ
2p4

Tp7
T 0


(A-1)
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p1 = ϕ + arctan
(

lr tan δ

lr + lf

)
p2 = T 2v tan δ

p3 = (lr tan δ)2

p4 = (lr + lf)
(

p3

(lr + lf)2 + 1
) 1

2

p5 = v
(
(tan δ)2 + 1

)
p6 = (lr + lf)3

(
p3

(lr + lf)2 + 1
) 3

2

p7 = p5
p4

− p3p5
p6

p8 = T lrp5

p9 = (lr + lf)
(

p3

(lr + lf)2 + 1
)

.

(A-2)
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