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What Does Data Analytics Offer 

for Extracting Knowledge from 

Middle-of-Life Product Data? 

Fatima-Zahra ABOU EDDAHAB1 and Imre HORVÁTH  
Delft University of Technology, the Netherlands 

Abstract.  Companies are getting increasingly interested in learning how different 
customers use their products. Collecting data about the use of products provides 
useful insights and facilitates design enhancements. Effective data analytics needs 
dedicated tools. In this paper, we summarize the results of our literature research 
done with special attention to existing tools. We observed that everything is 
changing rapidly and getting more complex in terms of data and processing 
methods and tools. While remarkable attention has been paid to processing big 
data, much less is being devoted to effective semantic progressing of middle-of-
life (MoL) data. One of our findings is that commercialized data analytics tools 
have not addressed extraction, aggregation, and handling genuine MoL data 
adequately. Another one is that the currently available tools are in the lack of the 
capability to adapt themselves to designers needs and to produce results that could 
be reused in multiple design tasks. Nowadays products are equipped with smart 
capabilities and this offers new opportunities for exploiting middle-of-life data. 
The knowledge aggregated in this study will be used in the development of a 
sophisticated toolbox. This will: (i) integrate various tools under a unified interface, 
(ii) implement various semantics orientated and smart reasoning-based functions, 
and (iii) facilitate data transformations by practicing designers in contexts. 

Keywords. Data Analytics, Middle-of-Life Product Data, Analytics Tools, 
Application Practices. 

Introduction 

The last decade witnessed the merge of product engineering big data analytics and 
software tool development. They together form a new transdisciplinary field of 
knowing and making that offers new opportunities for product developers. 
Consequently, companies can combine (i) static process information with dynamic 
ones, (ii) product information with information concerning processes and resources, 
and (iii) human aspect information with business information [1]. However, as 
reflected by the related literature, most of the efforts were so far dedicated to 
methodological and computational support of begin-of-life and end-of-life models and 
activities. Less efforts were made to exploit middle-of-life (MoL) data and to 
value/knowledge creation based on it. Our background research was stimulated by the 
observation that there seems to be a lack of tools to support decision-making in product 
and service design using MoL data. This issue was placed into the position of a 
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concrete research phenomenon to be studied. 
The above decision was underpinned by the following argumentation. Effective 

statistical and semantic processing of MoL data is not only an academic challenge, but 
also a useful asset for the industry [2]. It is important for product developers and 
production companies to see how different customers use their products in different 
application contexts and under different circumstances. This may provide insights in 
how to transform use patterns into specific product enhancements, and how to avoid 
deficiencies, which may occur under circumstances not completely known or specified 
in the development phase of their products. MoL data can be aggregated by (i) field 
observations, (ii) interrogations of the users, and (iii) studying failure log files and 
maintenance reports, or (iv) from relevant web resources such as social media and user 
forums. Alternatively, they can be elicited directly from and by products using sensors 
or self-registrations. However, due to the dynamic change of sensor data, typically 
large volumes of data are to be aggregated over time. Due to the unknown nature of 
data patterns, it is unfortunately not straightforward to perform effective data analysis 
using the existing traditional techniques [3]. Feeding structured MoL data and use 
patterns back to product designers is an insufficiently addressed issue [4]. The key 
challenge is to find ways of using data analytics techniques effectively in purposeful 
combinations, depending on the application contexts and specific objectives of product 
designers [5]. 

1. Organization of the study 

1.1. Reasoning model 

We completed a comprehensive literature study in two phases. The first phase was a 
‘shallow exploration’. It was conducted to identify the most relevant domains of 
knowledge for the study. Based on a wide range of keywords, we tried to develop a 
topographic landscape of the related publications. It was supposed not only to show the 
distribution (the clusters of the keyword-related publications), but also the peaks and 
the plains of the clusters. Based on these considerations, we established four major 
clusters of papers: (i) changes in the nature of data, (ii) approaches of transformation of 
data, (iii) tools and packages for data analytics, and (iv) design applications of data 
analytics. These four domains of knowledge were brought into an implicative 
interrelationship. The second phase included a ‘deep exploration’, where various 
sources such as subscription-based and open access journals, conference proceedings, 
web-repositories, and professional publications were used for collecting several 
hundreds of relevant publications. It provided opportunity for a quantitative 
characterization of the interrelationships among the key terms belonging to the same 
cluster. The pieces of information from the quantitative part of the literature study were 
used to develop a reasoning model for the qualitative one. This part of the activities 
focused on the interpretation of the findings and disclosed semantic relationships. The 
constructed reasoning model, which was also used for structuring the contents of this 
paper, is shown in Figure 1. It indicates only the first and second level key terms, while 
the study was actually completed using more specific key terms of third decomposition 
level. 
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1.2. Content and structure of the rest of the paper 

In the rest of this paper, we provide details about the state of the art in the broad field 

of data analytics methods and tools, which support extracting product developmental 

knowledge from middle-of-life product data. In Section 2, we investigate the essence 

and trend of changes from product-associated data to processing big data. In Section 3, 

we provide an overview of the various data transformation actions and techniques, and 

discuss the accompanying challenges. In Section 4, we summarize the findings related 

to existing software tools for data analytics and discuss how they can be improved 

according to the literature. In Section 5, the major application domains of various big 

data analytics approaches are discussed as well as their challenges. The last Section 

discusses the implications of the findings. In this Section, we present our conclusions 

regarding what needs to be done to find solutions for the unearthed issues and 

deficiencies.  

2. Overview of the changing nature of data 

The overall research objective of our study was to find and analyze scientific and 

professional publications that discuss the recent changes and trends in the nature of 

data. However, due to the abundance of the kinds of data, the actually conducted 

review was restricted to data associated with monitoring products and use of services in 

real life operation, and to data obtained by user feedback on social media. On the other 

hand, this scoping of the study made it possible to derive highly relevant conclusions in 

the narrower context of our research. The practical objective was formulated as to study 

the kind of data that makes it possible: (i) to extend product and service lifespans, and 

(ii) to optimize the use of the necessary resources all along their lifecycle. Here, the 

term ‘lifecycle’ refers to all observable phases of the life of products and services. Thus, 

it covers: (i) the beginning of life (BoL) (where the product is designed and realized), 

the middle of life (MoL) (where the product is available on the market and used by the 

customer), and (iii) the end of life (EoL) (where the product is dismissed or revamped) 

[6]. 

The trends of change concern not only the sources and amount (size) of digital data, 

 
Figure 1. Reasoning model of the literature research. 
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but also the arrangement (structure) of data. Figure 2 represents this progression. 

Unstructured data do not support (i) traditional database management [7], (ii) formal 

content and relationship analyzes, or (iii) applying pattern searching methods [8]. The 

papers related to the nature of data cluster indicate that individuals, industry, and 

science face the challenge of dealing with large datasets. This is a result of the 

proliferation and ubiquity of high-throughput computing technologies and Internet 

connectivity. The main difficulty is not in the technical handling of large amount of 

data, but in mining and extracting valuable information and knowledge from them [9]. 

Decades ago data was characterized by three characteristics (volume, velocity, and 

variety), recently it has been complemented with three more characteristics (value, 

veracity and viability) [10]. In order to deal with its scalability and affordability, the 

literature suggests that big data requires optimized data warehouses and cloud 

computing [11]. The outcome of the literature review showed that managing and 

gaining insights from the produced big data is a challenge and a key to competitive 

advantage [12]. It offers substantial value to organizations that decided to adopt it, but 

also poses a number of challenges for the realization of such benefit [13]. 

Based on the outcomes of these studies we are conceptualizing a functional, 

architectural and information-processing framework for the target toolbox showed that 

it is important to focus on MoL data that primarily, but not exclusively include use, 

service and maintenance data [14]. These data allow the observation of the condition 

and the behavior of products during the usage phase [15]. Furthermore, acquisition of 

MoL data creates opportunities and encourages a life-cycle orientated approach to 

product design, which evaluates and enhances all products and services on a continuous 

basis [16]. In other words, MoL data can be transformed into knowledge that enables a 

perpetual and long term design improvement, and product innovation and planning. 

A recognized difficulty associated with MoL data is that the related elicitation 

activities should be executed outside the companies, typically with an intense 

involvement of both the products and the end users. If elicitation of product-related 

information is interventional, then it may lead to operational inefficiencies. Since 

conventional information systems used in the definition of products and services cannot 

handle MoL data and the knowledge, the need for dedicated data analytics approaches 

and tools have been recognized also by the developers of product life cycle 

management systems. Nevertheless, in the current industrial practice the potentialities 

offered by MoL data analytics is seldom utilized sufficiently by product and service 

 

Figure 2. Reasoning model of the literature research Change in the nature of data (designed after [10]). 
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developers. The gradually increasing smart behavior of products have been recognized 
as a key development in collecting and feeding back data and information to designers 
with regards to modes of use and operation [14]. 

3. Analysis of data transformation steps and techniques 

The term ’data transformation’ (DT) has a broader and a narrower meaning. In the 
narrower meaning DT is the process of converting data and information from one 
format to another, usually from the format of a source system into the required format 
of a destination system [17]. Typical statistical transformations are such as: (i) 
logarithmic, (ii) square root, (iii) square, (iv) cube root, and (v) reciprocal 
transformation. In the broader meaning, it refers to all data processing activities that 
can introduce change in the state, representation, and/or meaning of data [18]. That is, 
data transformation is the process by which data in a dataset are transformed, or 
changed, during data cleaning and involves the use of mathematical operations in order 
to reveal features of the data that are not observable in their original form [19]. 

The mining of big data primarily focuses on extracting patterns to be evaluated by 
both manual and automated approaches [20]. Currently, dealing with patterns requires 
multiple expert interventions (especially after mining) [21]. At the same time, the 
currently widespread methods of big data transformation do not consider human 
behavior, which adds uncertainty to the outcome of the process [22]. Extraction of 
patterns is typically done on historical data, rather than won real-time acquired data. 
Mining and transforming big data necessitates highly scalable strategies. In order to 
achieve more effective processing, the literature suggests developing sophisticated data 
filtering and integration techniques, as well as using advanced parallel computing 
environments and more effective user involvement [23]. 

Researchers also observed that, if the process of transforming data to knowledge is 
time consuming, it may negatively influence the relevance of the extracted knowledge, 
or its validity in the dynamic context, or it can even make the extracted knowledge 
invalid [24]. This issue has been addressed by many publications, but the contour of a 
general solution does not seem to be in formation. However, one issue that does not 
seem to be sufficiently addressed in the literature is providing meaning to data 
(automatically or semi-automatically). The importance of this issue originate in that it 
concerns and may computationally influence all data transformation steps. A hierarchy 
of concepts interlinked by the assumed relationships, and the axioms able to express 
the relationships of the concepts and to constrain their interpretation are seen as 
ingredients of a possible solution [25]. In addition, only limited efforts have been made 
related to capturing the semantics of transformed data and to interpreting the meaning 
of transformed data in context [26].  

It seems that there are multiple challenges related to the early preparatory activities 
of data analytics. One of them is data inundation, which may manifest as the major 
performance bottleneck for processing the output of increasingly complex sensor 
networks used to monitor product use and life cycle performance [27]. It was argued 
that data analytics would be challenged significantly by the necessity of combining 
sensor generated macro data with end-user generated micro data, when the task is to 
figure out their mutual meaning and influences [28]. Furthermore, associating 
quantitative data with qualitative data needs specific blending and fusing techniques 
that are also semantics and context sensitive. 
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4. Interpretation of data analytics tools and packages 

The literature presents, discusses, and compares many tools that have been developed 
to help understand and process massive and big data. However, the overwhelming 
majority of these tools are general-purpose statistical tools [29]. Incomparably less 
number of tools has been developed to assist the improvement of products and services 
[30]. The general-purpose software means are typically sorted into three categories: (i) 
single task orientated software tools, (ii) multi tasks orientated integrated software 
packages (and toolboxes), and (iii) multi-functional development environments. 
Though the literature discusses many big data mining and analysis tools, the majority 
of them are still in their infancy [31]. 

There is a need for computational theories and tools to assist humans in servicing 
[32], and to extract useful information and knowledge from the rapidly growing 
volumes of digital data. This is also confirmed by a study done in 2012, which explains 
that 23% of the digital world is producing data that would be useful for big data 
analysis, but unfortunately only 3% of these potential data is identified and even less is 
analyzed [33]. The fact is that there are a very large number of existing commercial and 
open source tools, and choosing the most appropriate one for a particular data analysis 
task is already a challenge in itself [34]. The situation is even more complicated when 
choosing the most convenient tool is also targeted [35]. An apparent technological 
issue for traditional software tools that amount of data generated and stored at different 
sources grows rapidly and their handling needs a sufficient level of automation [36]. In 
the lack of this, it is becoming hard to capture, store, manage, analyze, visualize, and 
share mass data using typical tools [37]. Required are powerful non-traditional tools 
that can take care of interpretation of big data in a way that goes beyond human 
capabilities and offers better comprehension and decision-making [38]. 

In the case of any comparison of the tools not only the functionalities and the data 
analytics tasks at hand, but also the user groups, the data structures, the processing 
methods, the import and export of data, the use of models, as well as the platforms and 
the licensing have to be taken into consideration. The choice of tools is also influenced 
by several pragmatic issues, such as the budget and the user experience [39]. As an 
overall finding, we can argue that no one single tool covers all needs and steps of big 
data processing [40]. A generally accepted conclusion in the literature is that no tool is 
better than the others are [38], and that users can select the adequate software package 
for data analytics only based on a critical analysis of the specific objectives and the 
application case [41]. 

5. Data analytics application domains 

Due to its fast development, big data is rapidly expending in all science and 
engineering domains, as well as in physical, biological, and biomedical sciences. The 
domains of engineering- and product-associated big data processing (BDP) are behind 
the overall progress because of the shear fact of late recognition. Other issue is the 
rapid paradigmatic changes in the field due to the converging technologies and 
embedding software and cyber-ware in practically all products. These imply many 
changes that are already observable currently. First, engineered products are becoming 
more-and-more multifunctional, technology intensive, network connected, data 
dependent, and customized/personalized [42]. Products with these characteristics are 
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often referred to as advanced or sophisticated products. However, the largest 
paradigmatic change is that they are rapidly becoming knowledge-intensive and 
smartly operating, or even progressing towards some forms of intelligent operation [43]. 

There is a debate concerning the relevance of big data processing to design 
application domains [44]. There are voices that big data exist only on paper and cannot 
provide immediate benefits for practical applications [45]. In the context of product 
development, BDP opened the opportunity of not only storing data concerning 
customers, but also to analyze large volume of data about their behaviors and customs 
[46]. For the reason that every discipline and application domain has a stake, big data 
became primordial for multidisciplinary problem solving [47]. In this case, the 
challenge is how it is possible to use data regardless the application domain [44]. 

The rapidly proliferating terms ‘artifact intelligence’ and ‘service intelligence’ still 
beg for a comprehensive clarification as well as for a more careful use in the contexts 
of product functionality and development. Until now, the concept of intelligent 
products has remained somewhat fuzzy and the use of the term is confusing [48]. It 
seems that there is a problem with the verbatim interpretation of the term ‘intelligent’ 
as well as with the relationships of intelligent products to knowledge acquisition and 
processing. This entails the need for further work considering the variety of application 
contexts. In addition, there is a need for a new classification of these products 
simultaneously considering the achieved level of intelligence and the specific 
manifestations of these levels [49]. On the other hand, researchers active in various 
fields of intelligent products tend to agree that there is still a long way to go before 
different kinds of machines and systems will be able to intelligently communicate with 
and understand each other, and reason meaningfully in structurally indefinite decision 
making situations [50]. Some of them believe that much more is needed than that 
typically provided by ontologies and semantic web-related technologies to be able to 
produce truly ‘intelligent’ tools [51]. 

6. Conclusions and future work 

6.1. Conclusions 

Based on a statistical and relational study of the literature, we derived a reasoning 
model, which identified and brought four domains of knowledge into an implicative 
interrelationship. Current data analytics should deal with data that are largely different 
from those processed digitally some decades ago. The major difference is not only in 
the cardinality of data, but also in the complexification of data. On the one hand, this 
creates new challenges for data analytics, but, on the other hand, it also creates 
opportunities for new value creation approaches. There seems to be a consensus in the 
literature concerning the fact that the complexity of big data cannot be properly 
addressed by the overwhelming majority of the existing (traditional) data processing 
methodologies and tools, and that exploiting the affordances of big data in various 
application contexts needs a stronger contextualization of the data transformation 
processes. The transformation techniques and tools are expected to support real time 
processing of data as well as the highest possible level of semantic interpretation of 
data. Time-dependent (and real-time) processing of complex data streams still raises 
many issues, in addition to the well-known issues of storing, visualizing and fusing 
heterogeneous data from multiple data sources. 
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It can be prognosticated that efficiency and reliability of data mining and 
knowledge discovery will remain the major issues for advanced big data analytics. 
Processing algorithms and mechanisms should be based on new underpinning theories, 
which allow dealing with the volume, the distribution, the cognitive complicatedness, 
and the dynamically changing characteristics of big data. The timed characteristic of 
big data does not seem to a significant obstacle, but the interplay among all aspects of 
big data does. In the context of future product and service development, some new 
sources of data like social media will offer new opportunities for designers to get 
insights into consumers’ purchasing preferences, decisions and behavior, and to 
uncover information in context that is not possible with traditional product 
functionalities and life cycle data management approaches. 

To put an end to the infinite problems of big data management and processing, 
some authors proposed specific solutions for a selection of tools and methodological 
approaches to coping with the complexity of big data in particular application domains. 
The investigation of these solutions (touched upon earlier in this paper) revealed the 
fact that the majority of authors are committed (if not attached) to real-time analysis of 
data and to developing powerful tools and better system architectures so that consumer 
durable making companies can realize value by understanding their operations, 
customers, distributors, and the marketplace as a whole. 

Design application of advanced (semantic and smart) data analytics seems to be in 
a premature stage at the time of publishing this paper. As a combined effect of the 
proliferation of data analytics tools and the Internet of Things connectivity, companies 
gradually recognize the opportunities and try to convert them into business benefits. 
Deeply penetrating into real life industrial, social and human processes, products and 
services enabled by the paradigm of cyber-physical computing also need more 
sophisticated data processing and inferring capabilities, which are inseparable from 
their self.* functionalities. However, neither comprehensive methodologies nor 
dedicated toolboxes seem to be available to facilitate their endeavor. 

6.2. Future work 

Our on-going and future work concentrates on the development of a novel ‘designerly’ 
data analytics toolbox for product designers of a family of data-intensive products. 
Based on our completed study, we could hypothesize that the currently available data 
analytics tools miss semantic fusion concerning their output data and suffer from the 
lack of interpretation of data constructs in various design contexts. Because of these 
findings, we are conceptualizing a functional, architectural and information processing 
framework for a next-generation data analytics toolbox for white goods designers. 
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