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Figure 1: Model for research on social involvement estimation. Image taken from screenshot of the ConfLab [24] dataset. 
Human faces bulrred for privacy. 

Abstract 
Engaged in the group of Human Oriented Machine Intelligence(HOMI), 
my colleagues and I are working on the NEON project which fo-
cuses on social intention estimation. In particular, my job is to 
model and estimate social involvement, which is highly connected 
with the overall target. Studying social involvement will not only 
benefit our understanding of social interactions, but also provide 
crucial information for other potential applications. The work pack-
age of the research includes 1) build-up of a theoretical framework; 
2) designing of the annotation framework; 3) collection of new 
dataset(s); 4) designing and training of the computer model. 

CCS Concepts 
• Human-centered computing → Human computer interac-
tion (HCI); • Computing methodologies → Machine learning. 

Keywords 
Social Involvement; Social Engagement; F-formation; Conversa-
tional Floors; Machine Learning 
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1 Introduction 
Social well-being is valued highly in regard of personal health and 
social harmony. As a PhD candidate of Human Oriented Machine 
Intelligence(HOMI) group, I and my colleagues are working towards 
enhancing people’s experience during social interactions. The main 
goal of the project is to model and estimate social intentions, since 
recognizing the intentions, both realized or unrealized, contributes 
significantly to acquiring social well-being. 

To achieve this, multiple research directions has been proposed. 
The first is social intention estimation, which aims to model and 
capture people’s intentions during conversations, and generate 
plausible narratives. The second is social involvement estimation, 
which focuses on modelling social involvements and participation. 
The third is conversational event detection, which mainly answers 
who is talking with whom given a conversational scene. Lastly, all 
members collaborate on collecting new datasets of such scenes. 

It is worth noting that both social intention and social involve-
ment are highly subjective, and people with different backgrounds 
are very likely to produce different narratives. This is why we focus 
on generating plausible descriptions of such scenarios instead of 
defining and finding an universal truth. This inherit subjectivity is 
also discussed and embodied in the following sections. 

2 Research Direction 
My research direction is about social involvement estimation in 
complex conversational scenes(CCS) [12]. Typically, I am trying 
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to develop an automated method to detect and predict involve-
ments precisely in time and space. Given multi-modal data, for 
instance, videos, proximity, acceleration, etc, the aim is to label the 
involvement that are close to human perception. 

2.1 Motivation 
Modelling and estimating social involvement is of interest in two 
aspects, both descriptively and a practically. In a descriptive per-
spective, involvement can provide detailed description regarding 
social conversations. Since Kendon proposed the F-formation [14], 
it has become a wide accepted and utilized concept in social sciences 
and computer sciences. However, although F-formations illustrate 
the spatial organization of conversations, and Kendon did describe 
the dynamics of arrangement and maintenance of it, a more granu-
lar narrative of how each participant were attended and contributed 
to the conversation, is missing. Thus it becomes a natural inclina-
tion to study the intrinsic patterns of attention and participation 
displayed by each person during a conversation, and to develop 
both a theoretical framework and a computer model to describe it. 

In a practical perspective, social involvement can provide im-
portant information for downstream tasks. For example, social 
intention estimation, as the joint goal of our group, can greatly 
benefit from the results of involvement estimation. It would help 
infer many subtle intentions that are not directly observable, such 
as intending to leave a conversation. Also, it could help evaluate 
the quality of an interaction, in the sense that one would expect 
the perceived quality of a participant to be high if they were highly 
involved in the interaction for most of the time, and vice versa. 
This also aligns with the overall target of out project to bring better 
social experience to people. 

2.2 Research Question 
The question of estimating social involvements in a conversational 
scene needs the answers of the following sub-questions: 
Who is involved in the conversation? Of course, a preliminary 
question must be answered prior to this: How many conversations 
are there in the scene and where are them? This will be explored in 
the conversational event detection sub-project within the group. 
Suppose we have the answer, then this becomes determining partici-
pants that belong to the specified conversational group. In many oc-
casions, conversational groups are represented as F-formations [14], 
but not necessarily, as some literature also mentions that there may 
be more than one conversational floor in an F-formation [23]. 
How involved is the person? As one could imagine, the levels 
of involvements are different among people, which is easily per-
ceived by human when watching the videos. However, this could 
prove to difficult for computers, as at least two questions needs 
to be answered: 1)What is the definition of involvement? We need 
a theoretical framework that is both grounded in social sciences 
and operational in terms of implementing. 2) What factors should 
be taken into consideration when estimation involvements? In other 
words, we are considering the indicative and observable clues in 
the data. Beyond this, we also need a mathematical representation 
of involvement, which is discussed later. 

3 Background and Related Work 

3.1 F-formations 
The problem of analyzing the structure of social conversations has 
been of interest in the intersection of multi-disciplinary studies. 
Adam Kendon has proposed the F-formation theory [14], where he 
defined the F-formation as 

F-formations arises when two or more people coop-
erate together to maintain a space between them to 
which they all have direct and exclusive access. 

On top of this, Kendon also modelled the transactional segments 
of people, and described the r-space, p-space, and o-space of an 
F-formation. 

In computer sciences, this definition has been widely adopted 
for many tasks recognizing F-formations. In these practices, F-
formations are often mixed used with the term conversational groups. 
This, however, may not be precise as we disccus in section 3.3 

Several methods has been proposed to detect F-formations in 
a rather straightforward way. [5] used voting in Hough space to 
determine the centers of F-formations. Based on graphs, [13] used 
maximum cliques to cluster conversational groups. 

Some other methods consider this in a multi-modal approach. 
Yet, many methods chose not to use video or audio data, such as [11] 
and [9], where they proposed to detect conversation groups using 
an accelerometer. The former implemented the detection based 
on analyzing each person’s actions, and the latter claimed that 
besides commonly used proximity data of individuals, the dynamics 
between people in interaction is also important and indicative. Also, 
in [25] and [30], the authors claimed that traditional methods of 
estimating head orientation has limitations and proposed a joint 
approach on proximity and interpersonal dynamics. 

Other models, however, chose to leverage video or audio data. For 
instance, [27] and [36] detected F-formations in images and videos. 
The former modelled each person’s transactional segment and op-
timized the posterior probability for assigning people to a group, 
while the latter modelled the frustums and predicted F-formations 
using a game-theoretical approach. Other methods utilized neural 
networks in their structures, such as [29, 31, 33], where MLP, GNN, 
and LSTM are used respectively. It is worth noting that a large part 
of these methods formulated an affinity matrix after processing 
the features, and applied the Dominant Set algorithm proposed 
by [13] to predict the F-formations, showing the effectiveness of 
this approach. 

3.2 Social Involvement 
Social involvement is central to my PhD research. It is worth noting 
here that in many literature this concept is not distinguished with 
the term of social engagement. In the following definitions some 
authors described social involvements, while others elaborated on 
social engagement. They are listed together and both regarded as 
social involvement in our context. The two terms are mixed used 
in this text. 

Regarding this, many definitions of involvement has been pro-
posed. In Tannen’s book Talking Voices [32] the author summarized 
several viewpoints of involvements. 1) Gumperz [10] defined social 
involvement as the result of inferring the overall intention globally 
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and the meaning of individual words locally. This also resonates 
with what Goodwin [8] gave. 2) On the other hand, Chafe [18] has 
claimed that involvement is more of a “psychological, internal state 
which shows itself in observable linguistic phenomena”, which is 
closer to the author’s understanding. 

Sydner et al. [28] defined engagement as “The process by which 
two (or more) participants establish, maintain and end their perceived 
connection”, in whichengagement was modelled as a process. Some 
other authors, like Poggi et al [21], modelled engagement as the 
value in which the participant contributes to maintain the interac-
tion. This is referring engagement as a numerical value, and similar 
to what Peters et al [4] gives, modelling involvement as a status. On 
top of this, it is feasible to model the level of engagement of person 
𝑝 at time 𝑡 as mathematical terms like 𝐸𝑝 (𝑡 ). A more detailed review 
can be found in Oertel’s work [16] as well as pellet’s [19]. 

3.3 Conversational Floors and Schisming 
As stated in [23], F-formations sometimes contain more than one 
conversational floor. [17] also pointed out that not all participants 
during an interaction are equally concentrated. Therefore, it is 
natural to consider the more granular structures of a conversation, 
especially in terms of the speaking. Conversational floors carry 
information about speaking turns. By Edelsky [6], conversational 
floors are defined as “the acknowledged what’s-going-on within a 
psychological time/space”. However, this is referring to the mental 
status of a person and is not a straightforwardly observable clue. 
Some other scholars, like McNeil [15], are using similar terms such 
as Growth Point to detect the dynamics of discourse. 

[7] studied schisming, which is also of great interest. Schisming 
refers to the phenomenon of “conversation splits up into two or 
more conversations”. This is important because 1) it happens fre-
quently in almost every conversational scene; 2) it describes the 
point of change in conversational floors, and is therefore indicative 
of attention and involvements; 3) it relates conversational floors 
with spatial organizations, as the author studied the influence of 
eye gazes, body orientations and lexical contents. 

4 Research Plan and Methodology 
My research plan mainly consists of four parts: theoretical frame-
work, annotation framework, modelling, and dataset collection. 
Each of the tasks are not independent from each other, and they are 
not divided in such an order to be completed one after the other. 
Rather, the work package should be done in a circular way, and 
each step shall be reflected by the results from other tasks. 

4.1 Theoretical Framework 
Currently, a unified framework is missing to describe the over-
all structure and dynamics of conversations, especially regarding 
capturing F-formations, conversational involvements, and conver-
sational floors jointly. Importantly, it should state clearly the defini-
tion of social involvement and its connection with other concepts, 
such as intentions and gestures. 

This framework needs to be developed by doing a thorough 
literature search on related topics, including F-formations and con-
versational floors. A well-known protocol, namely PRISMA 1 , will 
be used for doing this review. 

The framework will be used to provide operational criteria for 
designing the annotation framework. How we define and describe 
involvements will be embodied in the annotation guidelines, as 
well as the design of model architectures. 

Another crucial effect of this framework is to provide the math-
ematical representation of involvements. Currently this can be 
discussed in several aspects. 1) Nature. As one might think initially, 
involvement could be defined based on each person [21, 28], but 
as pointed out in [37], it might be easier for annotators to label in-
volvements by comparison. That being said, the annotations might 
be more reliable and intuitive if they represent “involvement be-
tween two or more people” instead of “involvement of one person”. 
2) Subject. In traditional settings, typically they assume that only 
one F-formation or conversation floor existed, and identifying the 
context of involvement was rather easy. However, in CCS where 
there are multiple of these interaction units, we first need to lo-
cate the conversation, namely, which F-formation or conversation 
floor is the focused conversation. 3) Quantitative description. For 
example, some people may think involvement as a level that can be 
described by a number between 0 and 1, but annotators may find 
it difficult to give a continuous evaluation. As described in [37], 
the description of emotional elements may be more of ordinal in-
stead of interval or nominal. Furthermore, as pointed out in [26], 
there may be more than one dimension of involvement, as they 
considered both attention and emotion components. 4) Dimension. 
Some studies has proposed to use more than one component to 
describe involvement, such as [20] which included an interest and 
an emotion facet. 

The difference in this representation will eventually affect the 
code implementation and objective functions in training. Therefore, 
this framework should be regarded as the basis for further steps, 
but it will also be reflected by the experimental results. 

4.2 Dataset Collection 
Currently there has been many datasets of conversational scenes, 
including ConfLab [24], MatchNMingle [3], Cocktail Party [38], 
Salsa [2], etc. However, the richness of modalities in datasets is 
never enough. We are planning to conduct a new dataset collection 
in a conference or similar setting, capturing videos, high and low 
frequency audios, proximity, acceleration, etc. I will work closely 
together with my colleagues to make sure that all collecting equip-
ment are operational, and the whole process are compliant with 
GDPR. All participants will sign a consent form for collecting their 
information, and they will receive exact instructions during the 
collection process. 

This step is expected to be done in the first or second year of my 
PhD. The collection should produce raw data for the annotators, 
although not all modalities needs to be annotated. Typically only 
video and audio will be assigned labels. 

1https://www.prisma-statement.org/ 
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4.3 Annotation Framework 
An annotation framework is needed to give the annotators instruc-
tions and produce annotations for the data. In general, the recruited 
annotators will be given some basic knowledge about involvement, 
and provided instruction that help them state their perceptions 
best. This is crucial in our project, as the inner subjectivity of the 
labels must be taken into account. It is important that we design 
the guidelines in a way such that they can both understand the 
rules thoroughly, as well as not inhibiting expressing their first 
impressions. 

Steps and criteria for choosing the annotators shall also be con-
sidered. If we use lay people, the advantage is that they are easier 
to recruit, but they may underperform by some complex instruc-
tions. Experts, or people with some knowledge in this area, may 
understand our tasks better, but they would be harder to find and 
more expensive on the compensations. Essentially, this is a practical 
matter, but would still impact on the quality of the training data. 

The output of the annotation framework is the annotated datasets. 
It will be used for training the model. This step will also be reflected 
by the results of the model, as appropriately capturing the subjec-
tivity is one crucial part in my research. 

4.4 Baseline Investigation and Modelling 
Before designing new models, it is worth considering how exist-
ing ones, especially recently popular Large Language Models(LLM) 
should play their roles in the estimation process. As one could imag-
ine, many models such as GPT-4 [1] and Llama [35], are exhibiting 
very competitive abilities in analyzing social scenes, and one might 
ask why not simply adopt one of them. However, considering that 
not all LLMs are open weighted, people may have concern applying 
them to privacy sensitive data. Also, since LLMs are typically very 
large, they may not be deployed on small personal devices. There-
fore, it is important to consider benefits and drawbacks of LLMs and 
decide what our models can contribute. A thorough investigation of 
potential applicable models, including LLMs, is needed to evaluate 
their performances and motivate novel designing of architectures. 

To build a computer model to automatically analyze involve-
ments in the datasets. Machine learning methods are expected to 
be used, and modern network structures will be utilized to optimize 
for performance. Among them, Graphical Neural Networks(GNN) 
is of special interest, as a graph denoted by vertices and edges 
𝐺 = (𝑉 , 𝐸) is a natural and popular representation of groups and 
relationships. Novel architectures will be developed to adapt to the 
dataset, and will also be inspired by the theory of involvements. 
As done in typical computer machine learning, the training of the 
model is done by inputting training data and optimizing the target 
function, which is designed based on the selected metrics. After 
training, evaluation is performed to assess the performance of the 
model, and hyper-parameters are modified to seek the optimized 
configuration. 

The evaluation of the model should be based on common met-
rics for machine learning, such as confusion matrices, AUC, etc. 
The model is expected to take in multi-model data, and output 
predicted or estimated involvements. We would also expect it to be 
ecologically valid and robust. 

4.5 Metric Design 
Metric is how we evaluate the model and determine the criteria 
of success. In general, we believe the criteria for the output (esti-
mated involvement in CCS) should at least include: 1) Accuracy. 
This includes everything related with accuracy, such as precision, 
recall, AUC, etc. For classification, this refers to the correspondence 
with labels; for prediction, this refers to the correspondence with 
future observations. No subjectivity is included here; 2) Granu-
larity. This refers to how fine-grained we can tell with the data. 
For example, can we estimate involvement in real-time, or can we 
only say something regarding to a time window/video segment? 
In most cases, the former is preferred; 3) Plausibility. This refers 
to how the results are aligned with the subjective narrative from 
the annotators. As there is no strict true or false, we may need to 
search for keyword/fact matching or emotion/attitude comparison. 
A process of designing is needed for this aspect. 

5 Results and Remaining Work 
Currently, I have identified some existing definitions of involve-
ment, and investigated their applicable scenarios. I have also done 
preliminary experiments on the performances of LLMs, which 
showed the indication that they are rather unlikely to perform 
well in understanding involvement in CCS. In the next period, my 
focus would be on capturing eye gazes and leveraging the temporal 
dynamics of social interaction. On the one hand, eye gazes has 
been recognized as one of the most indicative factors of attention 
and involvements [22, 28]; on the other, many methods that detect 
F-formations, like [27] and [36], does not rely on the temporal con-
tinuity between frames. It is natural to think that involvements in 
conversational scenes, represented in videos and audios, are contin-
uous in time and the temporal correlation could be used to improve 
the detection and estimation. Many modern video models, such as 
the [34], are capable of capturing this feature. 

Also, I am now contributing to the firmware codes that are used 
to operate the sensors for data collection. Since we are planning an 
event with 30 to 50 people, it is non-trivial to monitor all sensors 
simultaneously and ensure that all of them work properly. Also, 
the alignment between modalities is crucial for the model training, 
which also needs to be guaranteed during collection [23]. 

6 Research Contributions 
This research is expected to be a sub-project of the NEON. Under-
standing of social involvement will help us model and estimate 
social intention better, and eventually enhance social well-being. 
On its own, the theoretical framework may provide a novel and 
unified description of social involvements and benefit social science 
research. The computer model is an advanced way of automatically 
estimating social involvements, which not only assists understand-
ing participation, attention during an interaction, but also serves 
potential applications in commercial, engineering, and social areas. 
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