
 

 

Assessment of lowering 

strategies for monopile 

installation from a 

dynamically positioned 

vessel 

 

Christos Charalambous 

 





ASSESSMENT OF LOWERING STRATEGIES FOR
MONOPILE INSTALLATION FROM A DYNAMICALLY

POSITIONED VESSEL

Master of Science Thesis

to obtain the degree of Master of Science
at the Delft University of Technology,

to be defended publicly on Thursday July 6, 2017 at 09:30 AM.

by

Christos CHARALAMBOUS
MSc in Marine Technology

Faculty Mechanical, Maritime and Materials Engineering
TU Delft, Delft, The Netherlands.

Student number: 4487176
Thesis number: SDPO.17.015.m
Project duration: October 1, 2016 – July 6, 2017

Thesis committee: Ir. K. Visser, TU Delft, supervisor
Dr. Ir. M. Godjevac, TU Delft, daily supervisor
Dr. Ir. H.J. de Koning Gans, TU Delft
Ir. A. de Jager, TWD BV

An electronic version of this thesis is available at http://repository.tudelft.nl/.

http://repository.tudelft.nl/


As you get older, you realize that no one has all the answers.
It turns out that life is an exercise

in living with the certainty of uncertainty.

Jason Kilar



CONTENTS

List of Figures v

List of Tables ix

Summary xi

Preface xiii

Abbreviation xv

1 Introduction 1
1.1 Background and motivation . . . . . . . . . . . . . . . . . . . . . . . . 2

1.1.1 Offshore wind industry . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.2 OWT foundations and installation procedures . . . . . . . . . . . . 3
1.1.3 Trends and figures . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.2 Scope and aim . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2 Functional design and possible design strategies 11
2.1 Initialization of functional design . . . . . . . . . . . . . . . . . . . . . . 12

2.1.1 Introducing and defining the problem . . . . . . . . . . . . . . . . 12
2.1.2 Requirements and criteria . . . . . . . . . . . . . . . . . . . . . . 13

2.2 Problem and solution formation . . . . . . . . . . . . . . . . . . . . . . 14
2.3 Possible design strategies . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3 Environmental Conditions 21
3.1 Global and Local Conventions . . . . . . . . . . . . . . . . . . . . . . . 22

3.1.1 Axes and Motions Definitions . . . . . . . . . . . . . . . . . . . . 22
3.1.2 Axes Transformation and Euler Rotations . . . . . . . . . . . . . . 23

3.2 Environmental Loads . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2.1 Wind Loads . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2.2 Current Loads . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.3 Wave Loads . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4 Monopile model 37
4.1 Variable Definition and Naming . . . . . . . . . . . . . . . . . . . . . . 38
4.2 Monopile Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.2.1 Lagrangian Mechanics . . . . . . . . . . . . . . . . . . . . . . . . 40
4.2.2 Monopile’s Equations of Motion . . . . . . . . . . . . . . . . . . . 41
4.2.3 Forces Derivation . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.2.3.1 Conservative forces . . . . . . . . . . . . . . . . . . . . . . . 42
4.2.3.2 Non-conservative forces . . . . . . . . . . . . . . . . . . . . 42

iii



iv CONTENTS

4.2.4 Monopile simulation. . . . . . . . . . . . . . . . . . . . . . . . . 45
4.2.5 Model Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . 48

5 Vessel model and Dynamic Positioning 51
5.1 Vessel conventions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.2 Vessel model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.3 Dynamic Positioning . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

5.3.1 Purpose of DP . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.3.2 Analysis of DP system . . . . . . . . . . . . . . . . . . . . . . . . 57
5.3.3 Reference systems and sensors. . . . . . . . . . . . . . . . . . . . 58
5.3.4 Signal processing . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.3.5 Kalman filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.3.6 Controllers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.3.7 Thrust allocation and actuators . . . . . . . . . . . . . . . . . . . 67

6 Monopile control strategies 69
6.1 Free floating monopile . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.2 Fixed/Passive gripper . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.3 Active gripper . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.4 Mooring/Double gripper . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.5 Multi-Criteria Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

7 Conclusions and recommendations 95
7.1 Conclusions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
7.2 Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

References 101



LIST OF FIGURES

1.1 Onshore (Left) and Offshore (Right) expenses EWEA et al. [2016] . . . . . . 2
1.2 Progression of wind turbine evolution based on water depth, Source: NREL 3
1.3 OWT foundation variations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 OWT installation vessels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.5 2015 share of new renewable power capacity installations (MW). Total 22,267.9

MW EWEA et al. [2016] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.6 Total annual investments in wind energy 2010–2015. Figures include in-

vestments in new assets (€ BN) EWEA et al. [2016] . . . . . . . . . . . . . . . 6
1.7 Foundation distribution for the period 2013-2015 . . . . . . . . . . . . . . . 7
1.8 Offshore wind farms installation locations. . . . . . . . . . . . . . . . . . . . 7
1.9 JUB and floating vessels maximum crane capacity . . . . . . . . . . . . . . 8

2.1 MP installation process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Design Strategy No.1: Free hanging MP . . . . . . . . . . . . . . . . . . . . . 18
2.3 Design Strategy No.2: Fixed/Passive gripper . . . . . . . . . . . . . . . . . . 18
2.4 Design Strategy No.3: Active compensating gripper (MCPG) . . . . . . . . . 19
2.5 Design Strategy No.4: Mooring/Double gripper . . . . . . . . . . . . . . . . 19

3.1 Axes conventions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2 Euler transformation sequence . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3 Wind and tidal current profiles . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.4 Linear and non-linear stretching of current profile up to wave surface . . . 28
3.5 Harmonic wave definitions Journèe and Massie [2001] . . . . . . . . . . . . 29
3.6 Illustration of the difference in the appearance of the sea surface Journèe

and Massie [2001] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.7 Regions of applying wave theories . . . . . . . . . . . . . . . . . . . . . . . . 30
3.8 Comparison of horizontal water velocities Journèe and Massie [2001] . . . 32
3.9 Superposition of many regular waves that conclude to an irregular sea . . 32
3.10 Wave record analysis and regeneration Journèe and Massie [2001] . . . . . 33
3.11 JONSWAP wave spectrum with HS = 2.5m and TP = 7sec . . . . . . . . . . 35
3.12 Random sea state realization with 300 wave components . . . . . . . . . . 35

4.1 General layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.2 Forces acting on MP during lowering operation . . . . . . . . . . . . . . . . 39
4.3 Force components acting on a strip of the MP . . . . . . . . . . . . . . . . . 43
4.4 MP model overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.5 MP forces simulation block . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.6 Equations of motion block . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

v



vi LIST OF FIGURES

4.7 Translations transformations from local to global axes . . . . . . . . . . . . 48
4.8 Different modes of free-hanging monopile . . . . . . . . . . . . . . . . . . . 49

5.1 Vessel Conventions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.2 Motion conventions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.3 Wave loads superposition Journèe and Massie [2001] . . . . . . . . . . . . . 54
5.4 Vessel model generated in MATLAB/Simulink . . . . . . . . . . . . . . . . . 55
5.5 Dynamic Positioning applications . . . . . . . . . . . . . . . . . . . . . . . . 56
5.6 Overview of a control system build for vessels . . . . . . . . . . . . . . . . . 57
5.7 Low and high frequency components of vessel’s motions . . . . . . . . . . 60
5.8 Kalman structure of prediction-correction process . . . . . . . . . . . . . . 63
5.9 Block diagram for Prediction-Correction of Kalman filter . . . . . . . . . . 64
5.10 Total, LF and WF motions of the vessel . . . . . . . . . . . . . . . . . . . . . 65
5.11 PID controller block diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.12 Control system response . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.13 Vessel’s COG motions in surge, sway and yaw . . . . . . . . . . . . . . . . . 68

6.1 Boom tip point translations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.2 Sling connection point translations . . . . . . . . . . . . . . . . . . . . . . . 71
6.3 Bottom point translations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.4 Monopile rotations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.5 Schematic layout of a fixed passive gripper . . . . . . . . . . . . . . . . . . . 73
6.6 Fixed gripper translations due to vessel motions . . . . . . . . . . . . . . . . 73
6.7 Monopile translations and rotations at center of gravity . . . . . . . . . . . 74
6.8 Sling connection point translations . . . . . . . . . . . . . . . . . . . . . . . 75
6.9 Bottom point translations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.10 DAF, off-lead and side-lead angles . . . . . . . . . . . . . . . . . . . . . . . . 76
6.11 Total forces and moment acting on monopile’s center of gravity . . . . . . 77
6.12 Actuation system overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.13 System layout for active compensating cylinder . . . . . . . . . . . . . . . . 78
6.14 Hydraulic actuation system . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.15 Double acting, single ended hydraulic cylinder . . . . . . . . . . . . . . . . 80
6.16 Simulink implementation of hydraulic actuating system . . . . . . . . . . . 80
6.17 Translations and rotations at monopile’s center of gravity . . . . . . . . . . 81
6.18 Sling connection translations . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.19 Bottom point translations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.20 Translations and rotations at monopile’s center of gravity for a mooring

gripper . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.21 Translations at sling connection point for a mooring gripper . . . . . . . . 83
6.22 Translations at bottom point for a mooring gripper . . . . . . . . . . . . . . 84
6.23 Simulink model for alternative gripper configurations . . . . . . . . . . . . 85
6.24 Criteria and sub-criteria for evaluation of design strategies . . . . . . . . . 86
6.25 Performance of different strategies for horizontal translations of monopile’s

bottom point regarding significant wave height . . . . . . . . . . . . . . . . 88
6.26 Performance analysis for off-lead and side-lead angles regarding signifi-

cant wave height . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89



LIST OF FIGURES vii

6.27 Convention of environmental headings . . . . . . . . . . . . . . . . . . . . . 90
6.28 Performance analysis for horizontal translations of monopile’s bottom point

regarding environmental heading . . . . . . . . . . . . . . . . . . . . . . . . 90
6.29 Performance analysis for off-lead and side-lead angles regarding regarding

environmental heading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.30 Performance analysis for off-lead and side-lead angles regarding monopile

dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.31 MCA weight factors sensitivity . . . . . . . . . . . . . . . . . . . . . . . . . . 94

7.1 Model overview in Simulink . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96





LIST OF TABLES

2.1 Problems and sub problems relevance . . . . . . . . . . . . . . . . . . . . . 15
2.2 Possible solutions for each sub problem . . . . . . . . . . . . . . . . . . . . 16
2.3 Possible solution combinations . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4 Possible solution combinations-Alternative representation . . . . . . . . . 17

3.1 Shape coefficient, Cs , for perpendicular wind approach angles . . . . . . . 25

4.1 Crane variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2 Monopile Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.3 Eigenfrequencies and Eigenperiods of free hanging monopile . . . . . . . . 50

5.1 Modes decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.2 Ziegler-Nichols control tuning method . . . . . . . . . . . . . . . . . . . . . 67

6.1 Trade-off table of possible actuators . . . . . . . . . . . . . . . . . . . . . . . 78
6.2 Considered monopiles for the assessment . . . . . . . . . . . . . . . . . . . 91
6.3 Score for different design concepts . . . . . . . . . . . . . . . . . . . . . . . . 93

ix





SUMMARY

The rapid rate in technological advancements leaves little to none options for our envi-
ronment to react. The excessive use of "conventional" energy is bringing planet Earth
to its knees. However, people started recognizing the value of renewable energy sources.
One of the major renewable sources is the wind energy. The wind energy can be divided
in two categories; onshore and offshore wind energy. Offshore wind energy has many ad-
vantages in comparison with onshore but comes with a major disadvantage, the instal-
lation cost. Since installing an offshore wind turbine is far more complex than installing
the same wind turbine onshore, different ways needs to be developed to compensate for
the excess costs.

Even though the cost is a significant aspect, it is not the most critical one. Since
more power is required, bigger offshore wind turbines are needed, thus larger founda-
tion structures and bigger water depths. The conventional Jack-Up Barge that was being
used for such operations so far is driving to a saturation on its operability due to limita-
tions on maximum crane capacity and maximum water depth. For the aforementioned
reasons, a floating vessel is considered to install bigger foundations but this leads to the
loss of fixed ground that the Jack-Up Barge provided. This creates a significant prob-
lem that motions are generated and disturb the installation process. For this reason, a
compensating strategy should be developed to allow such installations.

Such solution comes from TWD with the Motion Compensating Pile Gripper. In or-
der to reduce the installation costs and to allow installation of wind turbines in higher
depths of water, a floating vessel has to be deployed instead of the conventional Jack-Up
Barges. The use of a floating vessel though, generates motions that disturb the installa-
tion procedure. This is the reason that TWD came up with a compensating gripper. This
gripper uses hydraulic cylinders to generate forces for the monopile and vessel in order
to counteract unwanted motions and to keep the monopile in the required position.

In this thesis, initially a functional design is conducted. This analysis concludes with
the possible design strategies that can restrict the monopile through the lowering oper-
ation. After the possible design strategies are established, a simulation model is gener-
ated that involves environmental loads, a vessel model, a monopile model and a gripper
model.

Through that simulation model, the different alternatives are tested and simulated
in order to evaluate the performance of each and observe their responses. Finally, af-
ter all the alternatives are simulated, a Multi-Criteria Analysis takes place that evaluates
each one of the possible strategies based on various criteria in order to conclude to the
winning strategy that is then suggested to be implemented in the lowering operation of
the monopile erection process.

xi
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1
INTRODUCTION

The art and science of asking questions
is the source of all knowledge.

Thomas Berger

The first chapter of this thesis will establish the base of the analysis as well as the reasons
that led to such research. Initially, the reader will briefly be introduced to the offshore wind
industry, present some European trends in the specified energy sector, different installation
procedures and types of wind turbine foundations. In addition, a general scope of the
thesis will be explained along with the research aim and goals. Finally, the author will
present an outline of the work that has been executed throughout the entire research phase.

1
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2 1. INTRODUCTION

1.1. BACKGROUND AND MOTIVATION

1.1.1. OFFSHORE WIND INDUSTRY

Since 20th century, human race established the urge for excessive amounts of energy
that created all the astonishing achievements that today are taken as granted. On the
other hand though, nothing comes without a price. The huge demand for energy has
led to global warming and other severe impacts on the environment. Thus, the need
for alternative energy sources other than coal and petrol, led to renewable and reliable
energy technologies such as solar, biomass, hydroelectric and wind power.

Wind power is converted into electricity from wind turbines. Those wind turbines
can either be onshore or offshore. The offshore sector has been very popular over the
past years, specifically in Europe. In order to generate electricity in the offshore sector,
wind turbines are installed in the ocean that can use wind energy and convert it into
useful electricity. There are many reasons to install wind turbines - either onshore or
offshore - but those are not discussed in this research. However, the advantages and
disadvantages that emerge when an Offshore Wind Turbine (OWT) is compared with an
onshore are presented below.

Figure 1.1: Onshore (Left) and Offshore (Right) expenses EWEA et al. [2016]

Throughout several studies on this area, one can find out that offshore wind energy
can take advantage of larger continuous areas in the sea rather than the available on-
shore area for installation of wind turbines. Furthermore, the wind speeds in the off-
shore sector are higher than the ones onshore resulting in such way in more electricity
even when an OWT is used with the same efficiency as an onshore. This results to a
bigger profit margin for the stakeholders, thus a more attractive solution. As one pro-
gresses from the land to the ocean, lower turbulence of the wind flow is observed as
well as lower wind shear resulting in such way to an increased efficiency. Finally, OWTs
may be considered more attractive solutions since there is no, or very limited noise and
visual pollution. On the other hand, OWTs has a major disadvantage that needs to be
addressed.

The capital expenditure for an OWT is considerably bigger than the one for an on-
shore wind turbine. Given that, in order to make the offshore section for wind turbine
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installation more alluring to the stakeholders, that disadvantage needs to be addressed.
In Figure 1.1, the reader can see the differences in expenses distribution for an onshore
and an OWT. Those expenses include turbine costs, financial costs and balance of system
costs.

For an onshore wind turbine, it is clear that the turbine costs are the biggest part
of the expenses since installation, transportation and in general system’s balance is not
of big issue in land. In comparison, for an OWT, system’s balance costs outweigh the
turbine costs. This is only logical since the operation in the ocean is fundamentally more
dangerous and complex. Finally, the reader can observe that one of the most critical
changes between those two pie charts is the Assembly and installation costs. For the
onshore wind turbine it sums up to 6% of the total costs, whereas for the OWT, that cost
explodes to 20%. This observation shows that by reducing the cost for assembly and
installation and keeping safety, installation time and precision on acceptable levels, the
total expenses will significantly drop, thus making the OWT investment more attractive
to the potential customer.

Figure 1.2: Progression of wind turbine evolution based on water depth, Source: NREL

1.1.2. OWT FOUNDATIONS AND INSTALLATION PROCEDURES

There are four different classifications for wind turbines and those are categorized based
on the water depth at which they are installed. Firstly, there is the land based wind tur-
bine that one might say is the "conventional" way of converting wind energy to electric-
ity. The next categories are divided as shallow water, transitional water and deep water
wind turbines. In Figure 1.2, one can see the different categories and their respective
water depths.
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In addition, there are many different designs (established or concepts) that serves as
foundations for the OWTs. In Figure 1.3, the foundation variations are presented. The
monopile (MP) is the most common foundation and this is elaborated further below. It
is a single cylindrical steel tube that is hammered into the seabed. Then the transition
piece and wind turbine pieces are integrated on the MP. The diameter, length and wall
thickness are decided upon the operation profile of the wind turbine and the surround-
ing environment. The jacket foundation can be designed with three or four legs. There
are two different installation methods for jacket foundations. Either pre-piling, where
a sub-sea template is installed at first to aid the jacket or post-piling, that the piles are
installed through the sleeves that are located on the jacket legs.

The next foundation is the tripod. It is lighter than the other foundations. The piles
are hammered into the seabed to support the foundation. The tripod foundation is pre-
assembled in land. The gravity based support structure is in principal a concrete struc-
ture that might have installed skirts on it. When the gravity based support structure is
placed in position, scour protection is required for stability. Finally, the tri-pile consists
of three tubular steel piles and a transition piece. Once the tri-pile is placed in position,
it connects to a MP above water level.

Figure 1.3: OWT foundation variations

Other than various substructures that can be used as foundations, there are many
installation vessels for OWTs as well. In Figure 1.4, one can see some of the alternatives
that exist for the installation procedure, not only for the foundation but for the transi-
tion piece, wind turbine tower, nacelle and blades. The most common vessel for such
operations is the Jack-Up vessel. So far, Jack-Ups are the most popular amongst OWTs
installation vessels. It can provide the necessary stability for the operation since it is ap-
proximately equivalent to working onshore. On the other hand though, Jack-Ups are one
of the most expensive solutions and their throughput time is significantly high.
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Figure 1.4: OWT installation vessels

One of the most competitive alternative for Jack-Ups are Heavy Lift Vessels (HLV).
Those vessels that are equipped with Dynamic Positioning (DP), are cheaper to oper-
ate and can transport the parts in less time than what jack-ups require. However, HLVs
cannot provide the required stability for the installation procedure. As it was mentioned
before, the costs for balance of system and specifically the assembly and installation
costs needs to be reduced in order for the OWTs to be more attractive to the potential
customers. Thus, the demand for new technologies that can be used for HLVs while in
installation operation rise. In a latter stage of the same chapter, this need will be further
analysed.

1.1.3. TRENDS AND FIGURES

Offshore wind energy has an increased trend in the 21st century. The reasons vary from
capability to profit and from low emissions to high technological maturity of wind tur-
bines. This is illustrated in Figure 1.5, where 57.5% of the total power capacity instal-
lation comes from Wind. Solar PV is ranked as second source of power capacity and
the rest of the sources (geothermal, ocean, waste, biomass, hydro and CSP) are ranged
between 0.01 and 1.7.

As one can see in Figure 1.6, the trend for offshore wind energy is increasing expo-
nentially whereas the OWTs technology is considered within its learning curve yet. After
2012, wind energy investments are rapidly increasing and this increase is even more sub-
stantial in the offshore sector where from 2014 to 2015, the investments were nearly dou-
bled. This increase in investments is another reason for further research in the offshore
wind energy sector since companies that are involved might benefit from developments
in that area.
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Figure 1.5: 2015 share of new renewable power capacity installations (MW). Total
22,267.9 MW EWEA et al. [2016]

Figure 1.6: Total annual investments in wind energy 2010–2015. Figures include
investments in new assets (€ BN) EWEA et al. [2016]

In order to establish the foundation of the OWT that the research will be based on,
different foundations were analysed from 2013 until 2015. This is done to consider the
possible popular solution for the substructure of an OWT since the most popular foun-
dation is undoubtedly the most preferable for a possible investor. Figure 1.7 shows the
percentage of usage of each foundation in the European wind farms. That shows an
astonishing difference between MPs and the rest of the foundation alternatives (jacket,
tripods and gravity-based substructures). Furthermore, not only MPs are the most favourable
choice but one can see that the MP usage itself is growing throughout the years resulting
to 97 % for 2015. EWEA et al. [2016]
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Figure 1.7: Foundation distribution for the period 2013-2015

Furthermore, it is known that the offshore wind energy is constantly increased and
for this reason, higher water depths and distance to shore are needed. As one can see
in Figure 1.8, the Offshore Wind Farms that are installed through time are shown while
considering the distance to shore with respect to water depth. Considering this figure, a
clear increasing trend for future projects can be derived. This trend means that in near
future, the water depth requirement will be increased as well as the distance to shore.
Considering that a JUB has a limitation in water depths that can operate, different types
of vessels are required to execute such operations.

Figure 1.8: Offshore wind farms installation locations.

In addition, it is only logical that since the power requirements of the OWT is increas-
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ing, the foundations of the structure will be larger. That means that the MP will become
bigger and heavier. Sequentially, the maximum crane capacity of the vessel should be
increased. In the bar chart that the reader can see in Figure 1.9, different JUB and float-
ing vessels are shown. It is deemed that for future projects, the crane capacity should be
higher than 1300mT . It is clear then that the JUB that exist at the moment are limited in
that requirement. This is an additional reason for considering a floating vessel since the
crane capacity can be significantly higher.

Figure 1.9: JUB and floating vessels maximum crane capacity

1.2. SCOPE AND AIM

The offshore wind farm sector is a fast-growing industry in the renewable energy market.
In order to install an OWT, the foundation needs to be installed first. The most common
foundation though is the MP. For the installation of MP the most common practice is
a Jack-Up Barge (JUB) that can create a fixed working platform thus the installation of
the MP will not be influenced by the vessel motions. A JUB nevertheless has high day-
rates of leasing and in combination with the small operating window that a company has
in order to install MP due to weather limitations, Temporary Works Design (TWD) and
Barge Master came up with a revolutionary new concept of a Motion Compensating Pile
Gripper (MCPG) that can allow straight piling of a MP from a floating vessel.

The MCPG uses hydraulic cylinders that compensate for the movements based on
measurements from motion reference sensors of the MP in the installation phase, keep-
ing the pile vertical in more adverse sea states enhancing the operating window of the
foundations installation phase. By doing so, the aforementioned assembly and installa-
tion costs will be reduced in a great manner.
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An analysis about the lowering phase of a MP with the aid of MCPG does not ex-
ist. Such analysis is essential in order to proceed further with the concept design of the
MCPG. In this thesis, research will take place about the lowering phase of MP erection
process with the use of MCPG and several other design strategies that will be presented
in the next chapter. Furthermore, additional research will occur based on which design
strategy needs to be followed in the lowering operation of the MP.

The thesis begins with a functional design to define the requirements, problems and
solutions for the research question. Based on that, several design strategies will be es-
tablished that will lead the thesis to the next part. The modeling of the entire system will
take place, including environment, MP, gripper(s), vessel and DP. Based on that model,
various simulations will take place and the results of it will derived based on critical in-
puts and outputs that will be presented in the thesis at a latter stage.

Subsequently, all the different generated systems will be integrated together to result
in a more realistic representation of the simulation. A sensitivity analysis then will be
executed to define a range of vessels and MPs that can be used for the existing models
and that the results would still be acceptable when altered inputs are used rather than
the prototypes. Finally, a Multi-Criteria Analysis (MCA) will take place in order to find
the optimal solution that will be followed by the company. Below, one can find the main
objectives of the thesis in headlines:

1. Identify all the different possibilities for design strategies on the MP lowering phase
and elaborate on their configuration.

2. Generate environmental conditions that will impact the lowering operation.

3. Create MP, vessel, DP and gripper(s) model based.

4. Perform numerous simulations for all possible design strategies and analyze their
response.

5. Perform a MCA, that based on the defined criteria, sub-criteria and weight factors
the strategies will be evaluated and result to the suggested wining strategy.

Research Objective:
Assess various design strategies that meet the established requirements and enable a safe
lowering operation for MP installation from a dynamically positioned vessel in order to
determine the wining strategy.
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1.3. THESIS OUTLINE

In this section, an outline is presented to the reader regarding each chapter that consti-
tutes the thesis. The chapters are the following:

Chapter 1: The first chapter introduced the reader to the research that has been done
so far in this area. The background and motivation is the first topic that is discussed,
including the offshore wind energy sector, the installation procedures and foundations
of an OWT as well as trends and figures that were the initial motivation for the research.
In addition, the general scope and aim of the thesis is presented to the reader including
the process that will be followed and the objectives that are established.

Chapter 2: This chapter presents the functional design that took place in the thesis
to assess the different possibilities that can be used in such problem concluding in four
design strategies that will be considered in further chapters. It includes all the require-
ments for such operation, the problems that were defined, the solutions, the different
criteria and finally the suggested design strategies that will be further modeled, analyzed
and assessed.

Chapter 3: In order to have a realistic simulation model, the environmental loads
need to be introduced. This takes place in chapter 3 where wind, current and wave loads
are analyzed and presented to the reader. General conventions for axes transformations
that took place in the research are also presented in the same chapter.

Chapter 4: In this chapter, all the analysis that concluded in the MP model is pre-
sented. Initially, the definitions and conventions are shown, followed by forces and
Equations of Motion (EOM) derivation and concluding to the generated MP model through
MATLAB/Simulink.

Chapter 5: After the MP is modelled, the next step is to include a vessel in the sim-
ulation model to recreate a more realistic lowering operation. By using a floating vessel,
the need of DP rises. The modelling of the vessel and DP is shown to the reader including
filtering and controlling motions in the horizontal plane.

Chapter 6: The final chapter of the thesis considers all the design strategies for con-
trolling the lowering operation of the MP. Each strategy is simulated and analysed, con-
cluding to a MCA that based on various criteria and weight factors, the aforementioned
strategies are evaluated and compared to result in the suggested winning strategy.
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FUNCTIONAL DESIGN AND

POSSIBLE DESIGN STRATEGIES

The greatest challenge to any thinker
is stating the problem in a way

that will allow a solution.

Bertrand Russell

This chapter will introduce the analysis that was established for possible design strategies.
A functional design took place in order to divide the task in smaller parts based on what
the requirements are, what problems occur in such concepts and what solutions can the
author define that might be able to fulfill those requirements. Finally, four possible design
strategies are the outcome of this analysis that are further explained for the reader.

11



2

12 2. FUNCTIONAL DESIGN AND POSSIBLE DESIGN STRATEGIES

2.1. INITIALIZATION OF FUNCTIONAL DESIGN

2.1.1. INTRODUCING AND DEFINING THE PROBLEM

In order to establish an analysis for the lowering phase of MP installation process, a de-
sign strategy has to be defined. The possible design strategies that will be assessed in the
thesis have to be able to compensate for all the obstacles that are considered or at the
worst case scenario to be able to mitigate the outcomes as much as possible.

The difficulties that such a project expects to face, comes not only from the lowering
phase itself but with the interrelation of that phase with different ones (preceding or
following phases). Thus, for the ease of reader’s understanding, the entire process of MP
installation will be briefly explained.

Phase 1-Horizontal MP lifting/ Connecting ILT: After the vessel is positioned in the
desired location, the ILT and crane are connected to the MP. Subsequently, the lifting
process takes place in order to lift the MP from the currently horizontal position in the
vessel.

Phase 2-Upending: The next phase is to upend the MP to a vertical (or approximately
vertical) position next to the vessel and attach it to the gripper that will aid the MP to stay
in the desired position for the entire process.

Phase 3-Pile lowering: In this phase the MP is lowered from the initial position to the
seabed keeping its verticality to the anticipated margins. The pile lowering phase will be
examined in the thesis.

Phase 4-Touchdown of MP onto seabed: The MP reaches the seabed and its position
is measured in order to verify that it is placed in the specified area with an acceptable
inclination.

Phase 5-Adjust DP position to landed MP position: Based on the position of the MP,
the vessel undertakes the necessary adjustments in position in order to keep the MP at
the most vertical position.

Phase 6-Lowering of MP to full self-penetration: The MP is partially lowered into
the seabed due to self-penetration. Here the point of no return is defined, which is as
soon as the MP is full self-penetrated. The MP cannot be lifted anymore by the crane.

Phase 7-Release ILT and place hammer: This is the intermediate step between low-
ering and pilling phases, where the ILT is removed and the hammer is placed above the
the MP, integrated to the top point of it.

Phase 8-MP driving: The piling phase takes place while an active compensating grip-
per compensates for any possible motions that are exerted to the MP.

Phase 9-Release gripper: The installation phase is finished and the gripper is dis-
connected from the MP.

In Figure 2.1, one can visualize the sequence of the steps that were described before.
The circled phase is the lowering of MP that will be examined in the thesis. In order to
establish a functional design, the first step is to define the problem.

Problem Definition: Safe lowering of MP from an approximately vertical position
above (or most of MP above) sea level to a specified position on seabed within an accept-
able tolerance.
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Figure 2.1: MP installation process

2.1.2. REQUIREMENTS AND CRITERIA
In order to proceed to the a design the basic requirements have to be analyzed. Those re-
quirements are divided upon must fulfill and nice to fulfill. The must fulfill requirements
are the ones that are necessary for the product and without those requirements fulfilled,
a functional design strategy cannot exist. On the other hand, the nice to fulfill require-
ments are the ones that make the product more attractive. Without those requirements,
the operation can still be carried out. The requirements are presented below.

Must fulfil:

1. Perform the lowering operation with the same sea state as the one during the
pilling phase.

2. MP’s Bottom Point (BP) lands on specified position with a tolerance of ±1 m radius.

3. MP rotation of ±2°-3.5° from intended orientation before touchdown.

4. Safe and controlled operation at any stage.

5. Ability to perform reverse operation if needed.

6. The solution should be suitable for typical HLVs.

Nice to fulfil:

1. Lowering in higher sea states.

2. Easy transition from previous phase (upending).

3. Easy transition to next phase (piling).

4. Least complexity/cost of tool.

5. Limited modifications to vessel, crane and Lifting Tool.

6. Least amount of effort needed to perform the operation.

7. Least possible space required for the tool.
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2.2. PROBLEM AND SOLUTION FORMATION

To pursue the establishment of the aforementioned requirements, problems need to be
defined based on the requirements. By solving the proposed problems, the requirements
are then achieved. The problems and sub problems that were defined in the functional
design are presented below.

• Control vertical displacement/position on MP’s lowering/lifting operation.

• Prevent excessive loads on crane.

– Horizontal loads on sheave:

¦ Side-lead and Off-lead angles from crane.

¦ Side-lead and Off-lead angles from MP.

– Vertical loads:

¦ Wire loads/ Dynamic Amplification Factor (DAF).

¦ Overturning moment.

– Impact of MP with crane part.

– Relative rotation between MP and crane higher than tolerance.

• Prevent excessive loads on lifting tool.

– Axial forces (w.r.t. the pin that the hook is connected).

– Radial forces.

– Upend forces.

• Control positioning and orientation of pile bottom with respect to landing spot.

– Control translation at pile bottom.

¦ Vessel motions.

¦ Static loads on MP.

¦ Dynamic loads on MP.

– Excessive rotation of MP.

• Transition from/to upend phase.

– Detach from upend tool, i.e. bottom beam.

– Lifting radius of crane.

– Feasibility of reverse operation.

• Transition to piling phase.

– Over constrained pile.

– Detach from previous phase.
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Table 2.1: Problems and sub problems relevance

– Connection of MP to MCPG.

• Attachment of tool in different types of vessels.

– Attachment mechanism.

– Connection points.

– Permanent or temporary mechanism.

In Table 2.1, one can visualize the problems’ and sub problems’ relevance. The reader
can notice that not all of the problems are included in the table. Those problems and
most of their sub problems are assumed to be non-existent in this research due to time
limitation and the scope of the thesis. This does not mean at any case that those prob-
lems are to be taken lightly. At this Table, the relevance priority is indicated as well. This
does not mean that in general the following relevance applies.
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Table 2.2: Possible solutions for each sub problem

2.3. POSSIBLE DESIGN STRATEGIES

After all the relevant problems and sub-problems are fully defined, different solutions
for each subcategory needs to be derived. The author with the help of TWD came up
with numerous solutions that could solve each problem. In Table 2.2, one can see the
possible solutions for each of the sub problems. This will serve as a first approach to
design possible strategies that might be able to control the MP throughout lowering. The
different solutions that are presented in the table are not in order of preference.

By the time that all the different solutions are fully defined, a consideration of how
to combine them into possible design strategies rises. Thus, after a repetitive process of
possible combinations between sub-problems and sub-solutions, four different design
strategies are the most governing and those will be further investigated in the generated
model. The four different concepts can be visualized in Table 2.3 which with different
colors the path of sub-solutions for each concept is given and in Table 2.4 an alternative
representation is shown to the reader for simplicity reasons.
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Table 2.3: Possible solution combinations

Table 2.4: Possible solution combinations-Alternative representation
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The four different concepts that are finally derived from the functional design, are
briefly explained in the following paragraphs. In Figure 2.2, the first concept is depicted.
That is the concept of free hanging MP. The question was rose about what motions and
forces should we expect if the MP is freely hanging from the crane while it is lowered.
Will the fluctuations lay in the defined tolerances? If not, how much compensation is
needed throughout the lowering phase of the MP erection process.

Figure 2.2: Design Strategy No.1: Free hanging MP

Secondly, as can be seen in Figure 2.3, the concept of a a fixed gripper is presented.
The fixed gripper suggests a passive compensation of the motions that the MP will have
and the strategy is integrated approximately at deck height. The author will perform
different simulations to assess the strategy and evaluate whether it complies with the
aforementioned requirements.

Figure 2.3: Design Strategy No.2: Fixed/Passive gripper
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In addition, the company’s concept will be tested. As one can see in Figure 2.4, the
design strategy of MCPG is chosen as the third possible design strategy. In a latter stage,
the active gripper is shown in detail and its system is well modelled to match a realistic
design since this concept will be the one that the company will use to compensate for
the piling phase of the MP installation regardless of which design strategy is chosen to
control the lowering operation of the entire process.

Figure 2.4: Design Strategy No.3: Active compensating gripper (MCPG)

Finally, the last possible design strategy is the mooring/double layered gripper. This
can either be fixed gripper, meaning that between the two grippers there will be a fixed
distance (picture on the right of Figure 2.5) and the second variation of this design strat-
egy is a mooring double gripper on which the first gripper will be fixed in space and the
second gripper will follow the BP of the MP throughout the lowering phase (picture on
the left).

Figure 2.5: Design Strategy No.4: Mooring/Double gripper
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ENVIRONMENTAL CONDITIONS

The important thing is not to stop questioning.
Curiosity has its own reason for existence.

One cannot help but be in awe
when he contemplates the mysteries of eternity,

of life, of the marvelous structure of reality.
It is enough if one tries merely to comprehend

a little of this mystery each day.

Albert Einstein

This chapter will illustrate the environmental conditions that take place in the offshore
sector during the installation phase. The structures that are used in this sector are designed
in such way, that can withstand various loads but the ones that are considered in this
research are wind, current and wave loads. This chapter will illustrate how those loads
are modeled in the simulation analysis as well as the assumptions and conventions that
are established for the environmental conditions.

21
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3.1. GLOBAL AND LOCAL CONVENTIONS

3.1.1. AXES AND MOTIONS DEFINITIONS

Firstly, a convention for the axes should be established for further understanding of the
research that was made. The different conventions for coordinate systems are needed in
order to define the forces, motions and any other vectors that might be needed in further
steps of the analysis. In this thesis, three different axes systems are introduced and those
are discussed further below.

Since in the lowering operation of a MP from a floating vessel nothing is fixed for
the entire process time, no real point on any structure can be considered as the origin
for Fixed Reference Axes (FRA). Thus, a FRA system is established in the mean water
surface level and it is depicted in Figure 3.1. The FRA is a right handed fixed axis system,
the Z-axis is directed vertically upward and the axis origin (O) placed at the mean water
Free Surface (FS). All the coordinates that will be considered as FRA coordinates, will be
notated with upper case letters.

In the above mentioned Figure, a second axes system is shown as well. This is the
Local Structure Axes (LSA) which is a fixed body axes system that it has the axes origin
on the Center of Gravity (COG) of the structure. Such axes system is needed for the con-
venience of describing the rigid body motions. Initially, the vessel’s LSA is at the same
point as FRA. Furthermore, such LSA exists for the MP with its COG as the origin of the
axes.All the coordinates that will be considered as LSA coordinates, will be notated with
lower case letters.

Figure 3.1: Axes conventions
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3.1.2. AXES TRANSFORMATION AND EULER ROTATIONS
Since any rigid body in water has a dynamic behavior, it is required to describe the indi-
vidual rotations of that body with the aid of Euler angles. The Euler angles are in general
a very efficient way to keep track of a point of the body in space. Initially, Equation 3.1 de-
scribes the procedure to track a point from LSA to FRA, where r are the FRA coordinates
of the point, r’ the LSA coordinates and R the orthogonal rotation matrix. The three an-
gles are typically named as φ,θ,ψ and are used to describe the orientation of any rigid
body. In principle, three rotations are required to fully define the rotation matrix that
will be used.

r = Rr ′ (3.1)

The first rotation is performed by an angle ψ about z −axi s and named as Rψ which
can be described in Equation 3.4. The next rotation in sequence is by an angle θ about
y ′ − axi s. This rotation is notated as Rθ and described by the matrix in Equation 3.3.
Finally, the third rotation is by an angleφ about X −axi s. It is notated as Rφ rotation and
Equation 3.2 corresponds to it. All the sequential rotations and their corresponding axes
systems are depicted in Figure 3.2. The concluded axes (X,Y,Z) are the ones depicted in
red color.

Rφ =
 1 0 0

0 cosφ −sinφ
0 sinφ cosφ

 (3.2)

Rθ =
 cosθ 0 sinθ

0 1 0
−sinθ 0 cosθ

 (3.3)

Rψ =
 cosψ −sinψ 0

sinψ cosψ 0
0 0 1

 (3.4)

Finally, the rotation matrix is the product of the three individual successive matrices,
R = Rψ ×Rθ ×Rφ and the resulting rotation matrix is presented in Equation 3.5. The
purpose of the rotation matrix is to give the ability to the user to define a point from the
LSA to the FRA and vice versa by using the inverse transformation of the rotation matrix
(R−1 = RT ) which yields Equation 3.6.

R = RψRθRφ =
 cosθcosψ sinφsinθcosψ−cosφsinψ cosφsinθcosψ+ sinφsinψ

cosθ sinψ sinφsinθ sinψ+cosφcosψ cosφsinθ sinψ− sinφcosψ
−sinθ sinφcosθ cosφcosθ


(3.5)

r ′ = R−1r = RT r (3.6)

In Equation 3.7 one can see the expression for a point with coordinates (x, y, z)T in
LSA and the transition to a point in FRA with coordinates (X ,Y , Z )T , where (Xcg ,Ycg , Zcg )T

are the coordinates of the COG in FRA.
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Figure 3.2: Euler transformation sequence

 X
Y
Z

=
 Xcg

Ycg

Zcg

+R

 x
y
z

 (3.7)

For determining the angular velocity components, the time derivative of Equation 3.1
needs to be evaluated. Furthermore, by substituting Equation 3.6, leads to Equation 3.8
where ṙ ′ is canceled since the LSA coordinates are constant. Hence, the resulting matrix
ṘRT can be identified as antisymmetric since R is orthogonal and the differentiation of
RRT = I yields ṘRT + (ṘRT )T =O.

ṙ = ṘRT r (3.8)

The antisymmetric matrix described before will be named ω̃. This matrix is defined
in Equation 3.9 and describes the cross product of the components of the angular veloc-
ity vector ~ω= (ωx ,ωy ,ωz ), where Equation 3.10 represents their relation.

ω̃=
 0 −ωz ωy

ωz 0 −ωx

−ωy ωx 0

 (3.9)

ṙ = ω̃r =ω× r (3.10)

The angular velocity is the summation of the three individual angular velocities that
are established in sequence in order to obtain the final rotation,~ω=~ωφ+~ωθ+~ωψ. Those
individual angular velocity vectors are represented in Equation 3.11. Finally, after the
expansion of those components, the angular velocity vector is depicted in Equation 3.12.

~ωψ = ψ̇~ez , ~ωθ = θ̇~ey ′ , ~ωφ = φ̇~eX (3.11)
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ω=
ωx

ωy

ωz

=
1 0 −sinθ

0 cosφ cosθ sinφ
0 −sinφ cosθcosφ

φ̇θ̇
ψ̇

 , ω= Au̇ (3.12)

The last step in the axis transformation subsection is to define a way to derive the
angular velocity vector from the FRA to the LSA coordinates and this can be done using
Equation 3.13

ω′ = RT Au̇ = Bu̇ (3.13)

3.2. ENVIRONMENTAL LOADS

3.2.1. WIND LOADS
The first environmental loads that are described in this chapter are the ones that are
caused from wind. Those loads in general are time dependent because wind fluctua-
tions are the principle contributor to the wind load. In this thesis, the fluctuations are
not taken into account. A uni-formal and steady wind profile is considered. In order to
determine the wind force, firstly the wind pressure needs to be defined

q = 1

2
ρaUT,Z (3.14)

As it was before mentioned, q is the basic wind pressure or suction. ρa is the mass den-
sity of air and UT,Z is the wind velocity which is averaged over a time interval (T) at a
specific height (Z) above sea water level.

The wind force acting on a structural member, normal to its axis is

Fw =Cs qS sinα (3.15)

Where Cs is the shape coefficient that is determined based on Table 3.1 for different com-
ponents based on Reynolds number. S is the area that is projected normal to the force
direction acting on the member. Finally, α is the angle between the direction of the wind
profile and the axis of the exposed member. It is assumed that α = 90◦ for the entire
simulation of the operation.

Component Shape coefficients, Cs

Flat walls of buildings 1.5
Overall projected area of structure 1.0
Beams 1.5
Smooth cylinder Re > 5×105 0.65
Smooth cylinder Re ≤ 5×105 1.2
Rough cylinder, all Re 1.05
Covered with ice cylinder, all Re 1.2

Table 3.1: Shape coefficient, Cs , for perpendicular wind approach angles
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3.2.2. CURRENT LOADS
The next environmental loads that will be considered in this research are the current
loads. Current is of major impact and it is necessary to be evaluated for any simulations
since it contributes to drift motions, large steady excursions, drag and lift forces. There
are various categories of currents,

• Wind generated currents

• Tidal currents

• Circulational currents

• Loop and eddy currents

• Soliton currents

• Longshore currents

The currents that will be considered in this thesis are the wind generated and tidal cur-
rents since those are the most common currents applicable. The total current velocity
is

Vc (z) =Vc,wi nd (z)+Vc,t i de (z) (3.16)

The wind current velocity follows the profile

Vc,wi nd (z) =Vc,wi nd (0)× (
d0 + z

d0
) f or −d0 ≤ z ≤ 0 (3.17)

or

Vc,wi nd (z) =Vc,wi nd (0) f or −d0 < z < 0 (3.18)

The profile that gives the highest loads should be used in the specific application.
Whereas, the variation of tidal current can be described as follow

Vc,t i de (z) =Vc,t i de (0)× (
d + z

d
)α (3.19)

The wind generated current can be assumed that it is insignificant at a distance below
the water level

Vc,wi nd = 0 f or z <−d0
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Figure 3.3: Wind and tidal current profiles

Where Vc (z) is the total current velocity at z, z is the distance from water level (taken
as positive upwards). Vc,wi nd (0) and Vc,t i de (0) is the wind generated and tidal current
velocity at the still water level respectively. The water depth up to still water level is de-
picted as d (taken as positive), d0 = 50m the reference depth and finallyα= 1

7 an empiri-
cal exponent. In Figure 3.3, the different profiles for wind and tidal currents are depicted.
If there are no data available, then the following formula can be used for the wind gen-
erated current velocity at the still water level

Vc,wi nd (0) = k ×U1hr,10m (3.20)

Where U1hr,10m is the 1 hour sustained wind speed at 10 meters above sea level and
k = 0.015−0.03. Furthermore, the variation in water depth due to waves should be con-
sidered. There are two methods to stretch the current up to wave surface

• Linear Stretching:

zs = (d +η)× (1+ z

d
)−d f or −d ≤ zs ≤ η (3.21)

• Non-linear Stretching:

zs = z +η× sinh[knl × (z +d)]

sinh(knl ×d)
f or −d ≤ zs ≤ η (3.22)

Where η is the water surface elevation, zs is the stretched vertical coordinate and knl is
the wave number (non-linear) that corresponds to the wave lengthλnl . In Figure 3.4, one
can visualize the differences in the two different stretching methods. For this research
the linear stretching is considered since it produces accurate estimations of hydrody-
namic loads. DNV [2010]
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Figure 3.4: Linear and non-linear stretching of current profile up to wave surface

3.2.3. WAVE LOADS
In this subsection, the wave loads will be described. A more extensive elaboration will be
presented since wave loads are the most important parameter in the analysis that will be
made due to their dynamic character. In principle, waves can be generated from various
reasons. Firstly, from a floating structure that is moving, by wind and sea water surface
interaction, from tides, earthquakes and due to motion in partially filled tanks. Waves
that are generated from wind will be further considered. Those waves can be categorized
as such:

• Sea
Those waves are triggered from the local wind field. In general, sea waves are char-
acterized as very irregular, short-crested and in various deviating directions from
the main wind field.

• Swell
Swell waves are the ones that deviated from the local wind. Those waves are more
regular, with long crests and with a more predictable wave height. They can prop-
agate for great distances without any wind field.

The waves in general can also be classified based on their characteristics (wave length)
and the environment characteristics (water depth) as follow,

• Deep water waves: Those waves are not influenced from the sea floor, h
λ > 1

2

• Shallow water waves: Greatly influenced from the sea floor, h
λ < 1

20

Where h is the water depth (m) and λ the wave length (m). A harmonic wave can is
shown in Figure 3.5. The picture on the left,(a), represents a wave stopped at a random
point in time. One might consider that as a picture taken in time. The picture on the
right (b) represents a time trace of a wave. Time varies while displacement is still. The
highest point of the wave is called ’crest’ and the lowest one is called ’trough’. Where ζα
is the wave amplitude (m), H = 2ζα is the wave height which is measured vertically from
crest to trough and T is the wave period (s).
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Figure 3.5: Harmonic wave definitions Journèe and Massie [2001]

The wind generated waves in general are random and irregular when characteristics
such as wave length and wave height are considered. The best approach to generate
a random sea state is to superpose various regular waves with different characteris-
tics. The differences in regular and irregular waves with random propagation, direction,
length and height can be visualized in Figure 3.6.

Figure 3.6: Illustration of the difference in the appearance of the sea surface Journèe
and Massie [2001]

In Figure 3.7, the different wave theories that can be used for analysis are given based on
the dimensionless wave steepness

( H
g×T 2

)
and the dimensionless relative depth

( h
g×T 2

)
,

where g is the gravitational acceleration ( m
s2 ). Based on the area of operation in this fig-

ure, a decision to use linear Airy wave theory was made since this method satisfies the
demands of the research.
Linear Airy wave theory
Firstly, the wave elevation (m) is presented in Equation 3.23. Where θ the phase of the
wave (r ad) and θ = κx −ωt , ω is the angular frequency ( r ad

s ) and κ is the wave number

( r ad
m ). Angular frequency’s relation to wave period is given in Equation 3.24, whereas the

relation between wave number and wave length is shown in Equation 3.25.

ζ(x, t ) = ζα cosθ (3.23)

ω= 2π

T
(3.24)
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Figure 3.7: Regions of applying wave theories

κ= 2π

λ
(3.25)

In addition, the dispersion relation is presented in Equation 3.26. All the different equa-
tions that are presented in this section, will be used to determine the wave parameters
in order to create a realistic random sea state.

ω2 = gκ tanh(κh) = 2πg

λ
tanh(

2πh

λ
) (3.26)

In order to evaluate the forces on a submerged body, the particle velocities needs to be
evaluated first. Thus, the velocity potential is given in Equation 3.27. The partial deriva-
tive of the velocity potential with respect to horizontal direction (x), results to the hor-
izontal particle velocity, Equation 3.28. Similarly, a partial derivative of velocity poten-
tial with respect to vertical direction (z), results to the vertical particle velocity shown in
Equation 3.29.
The second partial derivative of velocity potential with respect to horizontal and verti-
cal directions, results to particle accelerations shown in Equations 3.30 and 3.31 respec-
tively.

φ= πH

κT

cosh[κ(h + z)]

sinhκh
· sin(κx −ωt ) = ζαg

ω

coshκ(h + z)

coshκh
· sinθ (3.27)

u = ∂φ

∂x
= ζα ·ω · cosh[κ(h + z)]

sinhκh
·cosθ (3.28)
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w = ∂φ

∂z
= ζα ·ω · sinh[κ(h + z)]

sinhκh
· sinθ (3.29)

u̇ = ∂2φ

∂x2 = ζα ·ω2 · cosh[κ(h + z)]

sinhκh
· sinθ (3.30)

ẇ = ∂2φ

∂z2 =−ζα ·ω2 · sinh[κ(h + z)]

sinhκh
·cosθ (3.31)

Profile extension methods
When a design or analysis is established that takes into account the wave height and the
water level, more often than not a profile extension method should be considered since
the wave crest in reality will be higher than the sinusoidal wave amplitude. The most
common profile extension methods are discussed briefly below.

• Constant extension
This is the simplest method that can be performed. Conventional linear theory is
established for all water depths below still water level. Sequentially, the horizontal
particle velocity that is derived in still water level is used as a constant for any value
of z higher than zero.

• Extrapolation
This profile extension method uses the same linear theory that is used for water
depths below still water level for z > 0 as well, with a positive sign. This extrapo-
lation method though, results to exaggerated velocities with respect to the actual
ones. Thus, this is method is considered over conservative.

• Wheeler Profile Stretching
The final method that is presented is also the most acceptable one. The Wheeler
profile stretching in principle uses a dynamic approach based on z. The crossing
of z-axis from positive to negative values is changing based on the water surface
elevation. This results to a substitution of z with z ′ that takes into account the
water elevation level. This profile extension method is used in this thesis as well.

z ′ = qz +h(q −1) wher e : q = h

h +ς (3.32)

Where z ′ is a computational vertical coordinate (m): −h ≤ z ′ ≤ 0, z is the actual vertical
coordinate (m): −h ≤ z ≤ ς, q is a dimensionless ratio, ς is the elevation of the actual
water surface (m), measured along the z-axis and finally h is the water depth (m). In
Figure 3.8, the differences of those three profile stretching methods can be visualized.
After the regular waves are discussed, the need to create realistic sea state is the driv-
ing factor to elaborate on irregular waves. Those waves have random and varying wave
length, phase, wave amplitude and direction of propagation. One must understand that
an irregular sea can be achieved by superposing numerous regular waves with different
characteristics as can be seen in Figure 3.9.
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Figure 3.8: Comparison of horizontal water velocities Journèe and Massie [2001]

Figure 3.9: Superposition of many regular waves that conclude to an irregular sea

In order to conclude to the defined random sea sate, emphasis will be given to wave
energy spectra. Firstly, a time record of wave series (1) is decomposed to many regular
waves with Fourier series analysis. This analysis will yield numerous regular waves (2)
with a set of wave amplitude and a phase, both for a specific angular velocity. The phases
are discarded and wave amplitudes are used in order to structure the energy wave spec-
trum (3) through the expression in Equation 3.33 where ∆ω is the frequency step. Two
different empirical wave spectra will be discussed further below. After the energy wave
spectrum is created, one can simply generate new regular waves (4) by deriving the wave
amplitude using Equation 3.34. Adding random phases to the regular waves that were
just generated will result to a "new"irregular sea (5) that will be the result of their super-
position. All the before mentioned steps can be visualized in Figure 3.10.

Sζ(ωn) ·∆ω=
ωn+∆ω∑
ωn

1

2
ζ2

an
(ω) (3.33)
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ζa =
√

2Sζ(ω)∆ω (3.34)

Figure 3.10: Wave record analysis and regeneration Journèe and Massie [2001]

In order to proceed to steps (4) and (5) of the procedure displayed in Figure 3.34, one
needs either a measured wave record or a formulation of energy wave spectrum. Two
different wave spectra are presented below. Firstly, the Pierson-Moskowitz spectrum is
presented in Equation 3.35 which is suited for a fully developed sea; when the sea is
created from a steady wind blown for for several days and over hundreds of miles.

SP M (ω) = 5

16
H 2

Sω
4
P ·ω−5 exp

(
− 5

4

( ω
ωP

)−4
)

(3.35)
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The second wave spectrum that will be presented, is the one that will be used over the
entire research. This is the Joint North Sea Wave Project (JONSWAP) wave spectrum
which is presented in Equation 3.36. This spectrum is a modification of the Pierson-
Moskowitz which suggests that the waves do continue to grow while time or distance
increased, thus a developing sea state in a fetch limited situation.

S J (ω) = AγSP M (ω) ·γ
exp

(
−0.5

(
ω−ωP
σωP

)2)
(3.36)

σ=
{
σa = 0.07 f or ω≤ωp

σb = 0.09 f or ω>ωp

Aγ = 1−0.287ln(γ)

Where SP M (ω) is the Pierson-Moskowitz spectrum, HS the significant wave height (m),
ωP is the angular spectral peak frequency (r ad/s), Aγ is a normalizing factor, γ a dimen-
sionless peak shape parameter andσ the spectral width parameter. The only parameters
that needs to be defined from the user are the significant wave height and the angular
spectral peak frequency. The dimensionless peak shape parameter is set to 3.3 which is
an average value suggested from DNV. Finally, in Equation 3.37 the superposition of all
the individual regular waves takes place in order to reproduce the required random wave
elevation; where ε is the phase angle (rad).

ζ(t ) =
N∑

n=1
ζan cos(θ+εn) (3.37)

The generated wave spectrum is shown in Figure 3.11, where JONSWAP method was cho-
sen, significant wave height of 2.5m and a peak period of 7sec. Furthermore, in Figure
3.12, the representation of a random sea state is depicted where 300 wave components
are superposed to result to the random generated sea state with the aforementioned
characteristics.
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Figure 3.11: JONSWAP wave spectrum with HS = 2.5m and TP = 7sec

Figure 3.12: Random sea state realization with 300 wave components





4
MONOPILE MODEL

Have no fear of perfection; you’ll never reach it.
Nothing in life is to be feared;

it is only to be understood.

Marie Curie

In this chapter, the generated model of MP is presented, including all involved parts and
induced motions from the environment, crane and gripper(s). The methods that were used
to define the forces, necessary coefficients and parameters are also discussed in this chapter.
Finally, the software that were used and the procedure that was followed to determine the
motions and forces for the above mentioned models is analysed.

37
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4.1. VARIABLE DEFINITION AND NAMING
The entire system has many parameters as one can imagine. In order to make the anal-
ysis as comprehensive as possible and to comply with the analysis that TWD already
has for the piling phase of the MP installation process, a need for a variable convention
presents for the convenience of both readers and author. In order to derive the EOM of
MP, several points need to be defined in both LSA and FRA as shown in Figure 4.1.

Figure 4.1: General layout

As one can see, there are two sets of axes. Those are the LSA of each component indi-
vidually. Those axes have the origin at the same point as the COG. Moreover, the reader
should have noticed that the FRA is not presented in the above mentioned figure. This
is due to the fact that the vessel’s axes system is at the same place as the FRA axes ini-
tially (for t = 0s). Below, the author defines all the important points that are shown in the
figure, in LSA and FRA as well.

• COG: It is normally defined as the origin of LSA.

Position is CG = [
xcg , ycg , zcg

]T = [0,0,0]T in LSA and CG = [
Xcg ,Ycg , Zcg

]T in
FRA. The initial position in FRA is [X0,Y0, Z0]T .

• Boom Tip (BT): The boom is considered as one part of crane that is mounted on
the vessel, but not located in the LSA of MP.

Position is bt = [
xbt , ybt , zbt

]T in LSA and BT = [Xbt ,Ybt , Zbt ]T in FRA.

• Sling connector (SC): It is located on the top of the MP or lifting tool. The lifting
tool is considered to be a part of the MP in the analysis.

Position is sc = [
xsc , ysc , zsc

]T in LSA, and SC = [Xsc ,Ysc , Zsc ]T in FRA respectively.
This two coordinates follow the relation expressed in Equation 3.7.
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• FS point: It is defined as the center of the cross-water surface.

Position is f s = [
x f s , y f s , z f s

]T in LSA and F S = [
X f s ,Y f s , Z f s

]T in FRA. It changes
with the wave propagation and MP motions.

• Bottom point: It is the point at the center of the lower end of the MP.

Position is bp = [
xbp , ybp , zbp

]T in LSA and BP = [
Xbp ,Ybp , Zbp

]T in FRA.

4.2. MONOPILE MODEL

Figure 4.2: Forces acting on MP during lowering operation

As one can see in Figure 4.2, the forces that are considered in this analysis are the hy-
drodynamic forces (Wave and Current), the wind force, the gravitational and hydrostatic
(Buoyancy) forces, the crane’s wire lifting force (in this analysis the crane wire is mod-
elled as a spring) and finally the gripper forces (if applicable). In order to construct the
EOM for the MP, those forces needs to be defined for the current model. For the reader’s
convenience, firstly the method that was used to derive the EoM will be discussed in this
section.
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4.2.1. LAGRANGIAN MECHANICS
Instead of using Newtonian mechanics for the lowering analysis, Lagrangian mechanics
will be used for several reasons.

• Firstly, the previous analysis that TWD created was based in Lagrangian mechanics
as well and in order to comply with the previous model, those mechanics will be
used in the lowering model as well.

• Furthermore, by using Newtonian mechanics, one is nearly bound to use a rect-
angular coordinate system whereas by using Lagrangian mechanics, the use of a
generalized coordinate system is easily accessible. By generalized coordinates the
reader should understand that various options exist, such as radial distances or
angles.

• In addition, when the Newtonian mechanics are being used, the user should con-
sider all of the constraint forces that exist in the system where by using Lagrangian
mechanics most of the time those constraint forces can be avoided.

All of the aforementioned reasons might still not convince the reader about the use of
Lagrangian mechanics but as the system gets more complex or tends to be a more real-
istic version of a physical problem, those advantages become of great importance. Ini-
tially, the definition of Lagrangian should be presented. The difference between kinetic
and potential energy is named Lagrangian as one can see in Equation 4.1, where T is
the kinetic and V the potential energy. The kinetic energy of the system is presented in
Equation 4.2, where M is the total mass matrix and v the velocity matrix.

L = T −V (4.1)

T = 1

2
M v2 (4.2)

The mass matrix is

M ′ =



M 0 0 0 0 0
0 M 0 0 0 0
0 0 M 0 0 0
0 0 0 Ixx 0 0
0 0 0 0 Iy y 0
0 0 0 0 0 Izz

 (4.3)

The velocity matrix (from Equation 3.12) is

v ′ =



Ẋ
Ẏ
Ż
ωx

ωy

ωz

=



Ẋ
Ẏ
Ż

φ̇− sinθ · ψ̇
cosφ · θ̇+cosθ sinφ · ψ̇
−sinφ · θ̇+cosθcosφ · ψ̇

 (4.4)
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The kinetic energy is

T = 1

2
v ′T ·M ′v ′ (4.5)

The potential energy consists of two contributions.

• Potential energy due to weight: V1 = M g Zcg

• Potential energy due to spring (crane wire): V2 = 1

2
κcr∆L2

wr

∆Lwr = L′
wr −Lwr

L′
wr =

√
(Xsc −Xbt )2 + (Ysc −Ybt )2 + (Zsc −Zbt )2

where kcr is the crane stiffness, and ∆Lwr is the elongation of the crane wire. The crane
stiffness can be calculated according to the following equation:

1

kcr
= l

E A
+ 1

k0
(4.6)

Where, E is Young’s modulus, A is the cross-sectional area of the wire rope, 1
k0

is the
crane flexibility and l is the total rope length. The empirical formula to estimate the

crane stiffness is k0 = SW L ·32.5

(
kN

m

)
and SW L (t ) is the safe working load. Thus, the

total potential energy is

V = M g Zcg + 1

2
κcr∆L2

wr (4.7)

Hence, the Euler-Lagrange equation that produces the system’s EoM is presented in
Equation 4.8, where q, q̇ are the displacements and velocities respectively, F nc are the
non-conservative forces acting on the system and j is the examined degree of freedom
( j = X ,Y , Z ,φ,θ,ψ).

d

d t

( ∂L

∂q̇ j

)
− ∂L

∂q j
= F nc (4.8)

d

d t

( ∂T

∂q̇ j

)
− ∂T

∂q j
− d

d t

( ∂V

∂q̇ j

)
+ ∂V

∂q j
= F nc (4.9)

4.2.2. MONOPILE’S EQUATIONS OF MOTION
By integrating all the above mentioned components in the Euler-Lagrange equation, the
resulted EoM for the six degrees of freedom are derived and presented in Equation 4.10,
where M is the newly derived mass matrix from Equation 4.5 and F c are the conservative
forces.

M q̈ = F c +F nc (4.10)
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M =



M 0 0 0 0 0
0 M 0 0 0 0
0 0 M 0 0 0
0 0 0 Ixx 0 −sinθ · Ixx
0 0 0 0 cos2φ · Iy y + sin2φ · Izz cosθ sinφcosφ · (Iy y − Izz )
0 0 0 −sinθ · Ixx cosθ sinφcosφ · (Iy y − Izz ) sin2 θ · Ixx +cos2 θ sin2φ · Iy y +cos2 θcos2φ · Izz


(4.11)

Acceleration matrix is

q̈ = [
Ẍ , Ÿ , Z̈ , φ̈, θ̈,ψ̈

]T
(4.12)

Conservative forces are

F c = F g r avi t y +F spr i ng (4.13)

Finally, non-conservative forces are

F nc = F buoy anc y +F hydr o +F wi nd +F g r i pper (4.14)

4.2.3. FORCES DERIVATION

4.2.3.1. CONSERVATIVE FORCES

• Gravity forces are

F g r avi t y = [
0,0, M g ,0,0,0

]T (4.15)

• Spring forces are

F cr =
[

F cr
x ,F cr

y ,F cr
z ,

[
F cr

x ,F cr
y ,F cr

z

]
· ∂R · sc

∂φ
,
[

F cr
x ,F cr

y ,F cr
z

]
· ∂R · sc

∂θ
,
[

F cr
x ,F cr

y ,F cr
z

]
· ∂R · sc

∂ψ

]T

(4.16)

where
[

F cr
x ,F cr

y ,F cr
z

]
=

[
−kcr∆wr · Xsc−Xbt

L′
wr

,−kcr∆wr · Ysc−Ybt
L′

wr
,−kcr∆wr · Zsc−Zbt

L′
wr

]

4.2.3.2. NON-CONSERVATIVE FORCES

Hydrostatic force
The buoyancy force is a dynamic term since the submerged level varies through time and
wave fluctuations as one can see in Equation 4.17. Meanwhile, in Equation 4.18, one can
see the formula to evaluate the area that is to be taken in consideration when buoyancy
force is calculated. Where, ρw is the water density, Acs the cross sectional area, Lsub the
submerged length of the MP, Do ,Di the outer and inner diameter of the MP respectively
and t the MP thickness.

F bu
z = ρw g∇= ρw g Acs Lsub (4.17)

Acs = 1

4
π(D2

o −D2
i ) = 1

4
π

(
D2

o − (Do −2t )2) (4.18)

Center of buoyancy is cob = [
xcb , ycb , zcb

]T . Then buoyancy matrix (forces and mo-
ments) is,
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F bu =
[

0,0,F bu
z , [0,0,F bu

z ] · ∂R · cob

∂φ
, [0,0,F bu

z ] · ∂R · cob

∂θ
, [0,0,F bu

z ] · ∂R · cob

∂ψ

]T

(4.19)

Hydrodynamic forces

In order to evaluate the hydrodynamic forces that act on a slender structure such as the
MP, a division of the MP in small strips is necessary, allowing the user to evaluate the
forces that act on each strip and eventually to sum up the numerous strips to estimate
the total hydrodynamic force that acts on the MP. That force that is applicable on each
strip can be decomposed to the following,

• Normal force

• Lift force

• Tangential force

and those force components can be visualized in Figure 4.3 whereα is the angle of attack,
V the water particles velocity, fN the normal force, fT the tangential force and fL the lift
force. The lift force is mainly due to the unsymmetrical cross-sectional, wake effect and
vortex shedding, thus neglected in this analysis.

Figure 4.3: Force components acting on a strip of the MP

If the structure is small enough to allow the wave particles to move without disturbance,
then the Morison’s load formula can be used to evaluate the forces acting on the MP.
This load formula is suitable to evaluate a drag and inertia force component of the hy-
drodynamic force. In the current simulation analysis the hydrodynamic forces are due
to waves and current. Thus, the individual velocities for the water particles due to waves
and current have to be evaluated-and this is achieved from Equations 3.28 through 3.31
for wave velocities and accelerations and Equation 3.16 for current velocity-and in exten-
sion to sum those components up whilst their direction (heading) is the same for both
environmental conditions.
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• Normal Force

The normal force can be decomposed to a force acting on the strip while the MP
is fixed and the environmental conditions are varying and a part that the water is
still and the MP is moving. Those components are integrated together in Equation
4.20.

fN = fi ner t i a + fdr ag =−ρwC An Aocs r̈n +ρw (1+C An)Aocs v̇n + 1

2
ρwCDnDo vr n |vr n |

(4.20)

Where ρw is the water density, C An is the added mass coefficient, Aocs is the outer
cross-sectional area, r̈n is the acceleration on the contact point of MP normal to
axis, v̇n is the fluid particle acceleration vector, CDn is the drag coefficient, Do

is the MP diameter and vr n is the relative velocity vector which is the difference
between the MP’s and water velocity.

In order to have a correct force value, one should consider the fluctuation in fluid
particle velocities and the MP motions. Hence, Equation 4.21 takes into consider-
ation the before mentioned, where z f s , zbp are the local z-coordinates of FS and
BT respectively, i −N denotes each individual strip and δz the unit length of the
strip.

FN =
∫ z f s

zbp

−ρwC An Aocs r̈nd z +
N∑
i

(
ρw (1+C An)Av̇ni +

1

2
ρwCDnDo vr ni |vr ni |

)
δz

(4.21)

• Tangential force

According to regulations, the tangential force in a cylinder is small in comparison
with the normal force since it is mainly caused by skin friction. Although, when it
comes to slender cylinders with a significant length and relative tangential veloc-
ity, the tangential force cannot be discarded. The tangential force for a unit strip
of the structure is depicted in Equation 4.22, where CD t is the tangential drag co-
efficient and vr the magnitude of the relative velocity.

fr = 1

2
ρwCD t Do v2

r (4.22)

The tangential drag coefficient can also be noted as CD t = πCD f cos(α) , where
CD f is the skin friction coefficient and CD f = 0.016 is set as a default value. The
tangential force can be simplified as the form which is proportional to the square
of the tangential relative velocity vr t = vr cos(α). The Equation 4.23 shows the final
formula to identify the tangential for for the MP.
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FT =
∫ z f s

zbp

1

2
ρwCD f πDo vr t |vr t |d z =

N∑
i

1

2
ρwCD f πDo vr ti |vr ti |δz (4.23)

Thus, the total forces and moments that are evaluated at each step of the simulation are

presented below, where vr ni =
√

v2
r xi + v2

r yi , vr t i = vr zi .

FN x =
∫ z f s

zbp

−ρwC A Aocs r̈x d z +
N∑
i

(
ρw (1+C A)Av̇xi + 1

2
ρwCD Do vr xi |vr ni |

)
δz

FN y =
∫ z f s

zbp

−ρwC A Aocs r̈y d z +
N∑
i

(
ρw (1+C A)Av̇yi + 1

2
ρwCD Do vr yi |vr ni |

)
δz

FN z =
N∑
i

1

2
ρwCD f πDo vr t i |vr t i |δz

MN x =
∫ z f s

zbp

ρwC A Aocs r̈y · zd z +
N∑
i
−

(
ρw (1+C A)Av̇yi + 1

2
ρwCD Do vr yi |vr ni |

)
· zδz

MN y =
∫ z f s

zbp

−ρwC A Aocs r̈x · zd z +
N∑
i

(
ρw (1+C A)Av̇xi + 1

2
ρwCD Do vr xi |vr ni |

)
· zδz

MN z =0
(4.24)

Wind force
The same load formula that was used for Morison’s drag force will be used for the wind
force as well and it is depicted in Equation 4.25. Where, ρa is the air density, CDw is the
wind drag coefficient, and v wi nd

r n is the relative velocity between MP and wind. The wind
drag coefficient CDw is affected by the effective shape coefficient Ce .

F wi nd
N =

∫ zsc

z f s

1

2
ρaCDw Do v wi nd

r n |v wi nd
r n |d z =

N∑
i

(
1

2
ρaCDw Do v wi nd

r ni
|v wi nd

r ni
|
)
δz (4.25)

4.2.4. MONOPILE SIMULATION
In this section, the model that was created with the use of Matlab Simulink will be
presented. Furthermore, results regarding displacements, forces and moments will be
shown and analyzed. The author needs to explain the process that was followed in order
to construct the full model. Since the procedure is not straightforward such as to include
all the parts that are involved, at a first stage the MP is modeled as a free hanging body
from the crane’s BT which is introduced at first as a fixed point in the system. A part of
the MP is already submerged in water (approximately 5 meters). The initial simulation
was based on a quasi-static analysis, meaning that the MP is not lowered at all through
the water but remains at the same level instead, to be subjected to the forces involved.
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In addition, once the initial phase of the model that was described before is evaluated
and verified, the author continued with adding a dynamically moving crane BT point in
the model. By using a HLV’s motion RAO, the time history of COG motions is derived
and by using the position transformations that were explained in chapter 3, the motions
for the crane BT is derived assuming a fixed crane (connection between vessel and crane
BT). Thus, simulations and verification takes place for that model as well.

Once the model is verified, the entire process becomes dynamic. The MP is dynamically
lowered through the water, increasing in such way the submerged level. By taking into
consideration various lowering speeds that were provided from the company (based on
actual crane winch speeds), the model is created in such way that the user can choose
what lowering speed to use in a particular simulation.

Figure 4.4: MP model overview

Firstly, the MP model overview is presented in Figure 4.4 that is the initial phase of
modeling. To begin with, the environment conditions are introduced in the model,
including the generated random sea state, the current and wind parameters. Those
inputs are used to generate the random environment that the MP will be subjected to.

The block LM-002 includes all the forces that are taken into consideration in the current
analysis and that block can be visualized in Figure 4.5. The inputs for this block are
the instant positions and velocities of the MP, the environmental conditions and the
running time of the simulation. The outputs are the MP forces calculated in FRA and
the added mass matrix.

One can distinguish three different block types in the MP forces block. The sub-block
LM-002-1 includes the distinguish between static or dynamic simulation analysis that
the user prefers to establish. The sub-block LM-002-2 is set up in such way in order to
allow the user to switch between a fixed or a moving crane BT for different simulations.
The sub-blocks LM-002-3 up to LM-002-9 are created to evaluate the forces that act on
the MP at the very instant of the simulation.
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Figure 4.5: MP forces simulation block

Following, in the block LM-003 that is depicted in Figure 4.6, the motions are derived.
The inputs to this block are the outputs of MP forces block (global forces acting at
the COG and added mass matrix). After the total mass matrix is evaluated, a simple
matrix derivation takes place and provides the velocities and accelerations of the MP.
By integrating those values, the positions and velocities are derived and are used as the
output of that block.

The last block of the MP model is the LM-004 that is used to translate the positions and
velocities from global axes to local and vice versa based on what the user requires to
derive. This block is depicted in Figure 4.7 and the purpose of its presence in this report
is to aid the reader to understand and comprehend the theory of axes transformation
that was discussed in chapter 3.
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Figure 4.6: Equations of motion block

Figure 4.7: Translations transformations from local to global axes

4.2.5. MODEL PARAMETERS
In this subsection, some of the main parameters that were used for the MP modeling will
be presented. Firstly, in Table 4.1 one can see the coordinates of the BT of the crane in
FRA as well as the initial length and stiffness of the cable.

Variable Value Units
Xpos 11.4 m
Ypos -28 m
Zpos 100 m

Wire’s Initial Length 41.6 m
Wire’s stiffness 20000 kN/m

Table 4.1: Crane variables
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Following, the MP parameters are depicted below. One comment that has to be made is
regarding the parameter of Initial Submerged Length of the MP. As it was discussed in a
previous chapter, the MP installation process is divided in several phases. The one pre-
ceding the lowering phase that is examined in this thesis, is the upending phase of the
MP in a vertical position. Here, the assumption is made that when the lowering phase
begins, the MP is already submerged in some level as a result of the previous phase (up-
ending). In this case, the submerged length is set as 5m below sea water level. All of the
MP parameters can be seen in Table 4.2.

Parameter Value Units
Diameter 8.5 m

Length 68.4 m
Thickness 0.066 m

Mass 1057 t
Lifting Tool Mass 84.56 t

Initial Submerged Length 5 m
Ixx 527190 t .m2

Iyy 527190 t .m2

Izz 18798 t .m2

Table 4.2: Monopile Parameters

Figure 4.8: Different modes of free-hanging monopile
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After the model is created, the need to examine at what submerged level the highest
motions and forces rise. By identifying that submerged level of the MP (critical depth),
the author will be able to check if at that level the forces and motions are acceptable
based on the existing limitations and tolerances. If the answer is that both the forces
and motions are within acceptable tolerances, then any other submerged level will be
acceptable as well since at the critical depth the highest loads and motions exist. In
order to identify the critical depth, firstly the natural frequencies and periods have to
calculated. Based on those parameters, the most critical mode of the MP will be derived.
Eventually, various simulations will take place for different submerged levels and the
critical mode will be examined. The submerged level that produces the biggest critical
mode motions is the critical depth of the MP.

Parameter Surge Sway Heave Roll Pitch
Natural Period [sec] 17.236 17.236 2.067 4.708 4.708

Natural Frequency [rad/sec] 0.365 0.365 3.040 1.335 1.335

Table 4.3: Eigenfrequencies and Eigenperiods of free hanging monopile

The natural frequencies and periods are calculated and presented in Table 4.3 for all the
degrees of freedom that are examined. The different modes of the free hanging MP can
be visualized in Figure 4.8. The wave period is closest to the roll and pitch natural period
of the MP, thus those two degrees of freedom will be examined for different submerged
levels of the MP.
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VESSEL MODEL AND DYNAMIC

POSITIONING

Study hard what interests you the most
in the most undisciplined, irreverent

and original manner possible.

Richard Feynman

This chapter initially illustrates the vessel model that was included in the research that
the company provided. Since the vessel model is considered as a black box for the author, a
brief explanation will be presented for the reader in order to understand the purpose that
it has in the complete model and to introduce the inputs/ outputs of it. Furthermore, the
DP that was created for the vessel in order to hold the required position and heading is
explained in this chapter.

51
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5.1. VESSEL CONVENTIONS
The first step to introduce the vessel model is to make the reader aware of the conven-
tions that were used for this section. As it was stated in a previous chapter, since different
sections are involved (MP, vessel, Global Reference, Gripper), a distinction between the
vessel’s local axes and FRA is made. As one can visualize in Figure 5.1, the LSA that is ves-
sel bound is placed at the vessel’s COG and the orientation of the axes initially parallel to
the FRA.
In addition, as was stated in a previous chapter, a convention for the states takes
place. The states with capital letters refers to vessel’s states represented in the FRA
[Xv ,Yv , Zv ,Φv ,Θv ,Ψv ], where the subscript v is used for referencing vessel motions
since the same convention is used for MP motions.

Figure 5.1: Vessel Conventions

Furthermore, in Figure 5.2 the vessel motions are presented to the reader. The vessel
has six degrees of freedom and the convention for naming as well as positive/ negative
directions are given in the list below:

• Surge (x): Positive direction towards the bow.

• Sway (y): Positive direction towards portside.

• Heave (z): Positive direction upwards.

• Roll (φ): Positive direction with starboard side down.

• Pitch (θ): Positive direction with bow side down.

• Yaw (ψ): Positive direction with bow rotating towards portside.
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Figure 5.2: Motion conventions

5.2. VESSEL MODEL

In order to create the vessel model, the first step is to consider Newton’s 2nd law as can
be visualized in Equation 5.1. Since a complex model is required in order to match re-
ality as much as possible, all the phenomena that take place in the problem will be de-
composed to simpler problems. Each of those problems will be explained and analyzed
further below. The decoupling will be based on waves and motions. After the analysis of
each mode, the different concepts are superposed to create the final vessel’s EoM. The
different modes that will be analysed are presented in Table 5.1.

mẍ =∑
F (5.1)

Mode Waves Motions
M1 NO NO
M2 NO YES
M3 YES NO

Superposition YES YES

Table 5.1: Modes decomposition

From the above mentioned decomposition of different modes, the right hand side of
Equation 5.1 will be evaluated. In other words, the forces that are exerted on the vessel
will be determined. In Figure 5.3 one can see the superposition of the different modes.
This figure illustrates firstly the wave motions while the structure is still and the second
part is the opposite, the structure is moving while the surrounding fluid is still.
To begin with, mode M1 will be analysed. This mode implies that neither the waves
nor the resulting vessel motions are considered. Thus, since the vessel is just floating in
water the following forces are experienced (considering the z axis or heave motion):
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Figure 5.3: Wave loads superposition Journèe and Massie [2001]

• Gravitation force: −mg

• Buoyancy force: ρg∇ ,where∇is the dispaced volume of the vessel

Those forces that are exerted on the vessel, cancel out by Archimides’law of course and
hence the total force of M1 is zero. Furthermore, mode M2 will be considered. This mode
suggests to consider only the motions from waves but not the waves themselves. Those
forces are:

• The hydrostatic reaction force, which is the force that the vessel feels when it is
moving with an infinitely low speed and can be depicted in Equation 5.2.

Fs =−c·x ,where c is the restoring matrix that contains the coefficients for all vessel motions
(5.2)

• Hydrodynamic reaction force which is the force acting as a "correction" for the
previous force since the motion is not infinite slow. It is called radiation force and
can be visualized in Equation 5.3, whereα is the added mass matrix, b is the damp-
ing matrix for all motions and ẋ, ẍ the velocity and acceleration matrix which in-
cludes all motions.

Fr =−α · ẍ −b · ẋ (5.3)

Finally, mode M3 is presented which suggests that the forces that the vessel experiences
from regular waves are considered and ignore the vessel’s motions. This force is called
wave exciting force and its components are analysed below:

• Froude-Krilov (Fw ) force which is the force that the vessel feels due to the pressure
of water and it is not affected from the presence of the vessel.

• Diffraction force (Fd ) which is again a "correction" on the previous force since the
fluid is actually disturbed from the vessel.
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Hence, by substituting all of the above mentioned forces in Newton’s 2nd law which is
depicted in Equation 5.1, the derivation of vessel’s equation of motion is achieved and it
is depicted in Equation 5.4.

(M +α) · ẍ +b · ẋ + c · x = Fw +Fd (5.4)

When the forces and EOM were theoretically derived, a practical simulation took place
using MATLAB/Simulink software. As one can visualize in Figure 5.4, the first block (far
left) is created to generated the vessel forces based on states, environmental conditions
and vessel properties. In addition, forces and moment from the DP model are driven as
input to this sub-block in order to derive the total forces and moment that act on the
vessel at all the different process times that the simulation is executed.

Figure 5.4: Vessel model generated in MATLAB/Simulink

The forces that are calculated from the above mentioned sub-block are used as input
to the "Vessel’s EoM" sub-block (presented in the middle of Figure 5.4) that holds the
instantaneous mass and added-mass matrices and from that sub-block the states (ve-
locities and positions) in all degrees of freedom are derived.
In addition, the far right sub-block in the aforementioned Figure, depicts the DP model
that will be further elaborated in the following section of this chapter.
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5.3. DYNAMIC POSITIONING
As it was discussed in the first steps of the thesis, there is a need to switch from JUB to
floating vessel for installing an OWT for numerous reasons. In order to achieve this al-
teration in the process, the vessel requires DP to maintain the requested position and
orientation throughout the operation. This section will introduce the DP that floating
vessel requires in order to successfully perform the MP installation process. Many def-
initions are given through the years for DP and all of them fluctuate around the same
meaning. The author deemed the International Maritime Organization (IMO) definition
as the most proper one to describe its application and it is presented below.

“Dynamically positioned vessel (DP vessel) means a unit or a vessel which automatically
maintains its position (fixed location or predetermined track) exclusively by means of
thruster force.”

5.3.1. PURPOSE OF DP
It is well established that throughout the years, technology evolved dramatically. Marine
and offshore activities dates back to the decade of 20’s where the first steps to offshore
drilling were executed. As those activities were performed in very shallow waters near
shore, the need for a solution such as DP was not yet developed. This was not always the
case though, since the development and technology paced in very fast rate. During the
decade of 40’s the first drilling platforms that could operate in depths of lower than 10
meters were constructed.

Figure 5.5: Dynamic Positioning applications
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Of course, the solutions for such operation profiles (regarding allowable depth) were
quickly saturated since the demand for operating in higher depths was essential. This is
the reason that in the decade of 50’s, the first Jack-Up Rigs were created. Although nowa-
days such barges can operate normally in water depths up to 120 meters, the need for a
solution that could be more efficient, operate in higher depth and be more cost effective
was established. Then the concept of DP was formed. The first DP vessel dates back to
1961 (Eureka vessel) and since then tremendous steps in the DP sector were achieved,
making the concept more attractive when it can be considered as an alternative for the
operation’s convenience. In Figure 5.5, one can visualize some of the applications that
DP is need for.

5.3.2. ANALYSIS OF DP SYSTEM
In the following subsection, a detailed explanation will take place regarding the complete
control system and in a later stage the blocks will be extensively analysed based on al-
ternative principles that can be used, different possibilities and introduce the ones that
were used in this research and modeling. With the aid of DP, the vessel’s operator can
control surge, sway and yaw (horizontal plane) allowing in such way to perform offshore
activities that in any other way (besides mooring) would be very difficult to achieve.

Figure 5.6: Overview of a control system build for vessels
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As one can see from Figure 5.6, many parts come together in the overall control strategy.
The ship experiences some forces and moment from the environment, such as waves,
current and wind, that cause changes to the vessel states, most importantly translations,
rotations, velocities and accelerations. Through sensors, numerous parameters are mea-
sured in order to convert and track the necessary states. The measured signals subse-
quently are fed in the signal processing operation that filters, observes and predicts the
actual controlled states.
Through the user (operator), a requested position and heading is given to the system.
The difference between the requested state and the observed one is used as an input to
the controllers that will determine the magnitude of forces and moment that are needed
in order to achieve the requested position and orientation. That magnitude is sequen-
tially fed to the thrust allocation process that will determine how to distribute that signal
to the individual thrusters and propellers. The outcome of thrust allocation then be-
comes the command for the actuators that will provide the required thrust to achieve
the requested placement of the vessel.

5.3.3. REFERENCE SYSTEMS AND SENSORS
In order to maintain the position and orientation of a vessel, the different controlled
states need to be measured. Those measurements come from the various position and
heading reference systems that are installed on a vessel. Numerous systems exist that
can aid the process of measuring the position and orientation and a list of the most used
in vessels installed with DP system is presented below.

1. Global Positioning System (GPS): The most common position reference system
integrated in vessels is the GPS. This system in principle uses a quite complex tech-
nology to determine the position but the concept that it uses is simple. The GPS
receiver that is installed on the vessel requests a signal from numerous satellites
(normally 4). The satellites will send a signal at the exact same time all together
(GPS satellites have an atomic clock since high precision and satellite interaction
is necessary) to the GPS receiver. Then the GPS receiver knowing the exact time
that the signal was transmitted from each satellite, it can measure the time that
was required for the signal to reach the destination.

The receiver also knows the exact position of each satellite at the time that the sig-
nal was sent and from there on its position is calculated. Of course though, the
measurements might have errors caused by several factors and this is the reason
that the Differential GPS (DGPS) is used in most cases. This system uses an ex-
tra base receiver to enhance its accuracy and provide better results to the DGPS
receiver that is installed on board.

2. Acoustic reference systems: Such systems require both transponders and trans-
ducers to operate. The transducer is placed in the hull of the vessel and on the
other hand the transponder is placed on the seabed. When the vessel needs to
identify its location, a signal is sent from the transducer to the transponder which
then it is triggered to reply. The overall time required is noted and by knowing the
sound velocity in water, the distance can be determined.
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3. Other systems: Numerous options exist to identify the position of the vessel such
as inertial navigation, laser and radar systems but also different systems can be
deployed in order to evaluate the vessel’s heading. Most commonly used systems
for heading reference are the gyroscopes that that actually used in the inertial nav-
igation systems that can find the vessel’s motions on all degrees of freedom with
the aid of accelerometers.

5.3.4. SIGNAL PROCESSING
As it was stated in the previous subsection, the measurements from the Position refer-
ence systems will have a noise. This noise can either be very big or significantly small in
comparison with the system’s accuracy and based on the sensor(s) that performed the
measuring. Various ways exist that could aid the process of filtering the noise as well as
the vessel’s unwanted motions. The vessel’s motions can be categorized in two parts, the
Low Frequency (LF) motions that are due to wind, current and non-linear wave forces,
and the Wave Frequency (WF) or High Frequency (HF) motions that are due to oscilla-
tory wave components.
When considering DP, only the LF motions and forces are of interest since the effect of
linear wave forces in sea states up to medium intensity is considerably small. Further-
more, in order to achieve normal operational conditions, power consumption and to
avoid excessive wear of the actuators, it is strongly advised to compensate and control
only the LF motions and not to react for each wave that reaches the vessel.
In Figure 5.7, one can see the differences between LF and WF motions as well as the total
motions of those components. In order to filter the WF from the complete motions, three
main filters are considered. Low pass and notch filters are two options for filtering, with
quite simple implementation procedure but a significant problem is introduced in the
system with the use of those filters, phase lag. The introduced phase lag results to high
inaccuracies when relatively big systems and high gain controls are involved.
A good way to overcome this problem, is with an observer that can separate the WF mo-
tions from the LF ones. A Kalman filter though, not only operates as a LF filter. As it was
mentioned before, significant noise disturbances occur in the sensor measurements.
Kalman filter is also used to filter out those noises, predict and estimate the vessel’s posi-
tion and velocity based on previous measurements and the hydrodynamic model of the
vessel.
Furthermore, the Kalman filter can be used for situations which the measurements are
unavailable for a limited period of time. Such situations are described as dead reckoning
and those instances might have a small effect or devastating impact depending on the
operation, the magnitude of the problem and the DP class. Since Kalman filter is of great
importance in a vessel’s DP operation, an extensive analysis of its function will take place
in the following pages.

5.3.5. KALMAN FILTER
In order to design and tune a Kalman filter, the mathematical model of the vessel that
hold LF and WF motions is needed. Initially the LF control plant will be introduced,
followed by the bias model and finally the WF model. By doing so, the complete motions
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Figure 5.7: Low and high frequency components of vessel’s motions

that are derived from the simulation can be categorized with the use of the Kalman filter,
keep the ones that are of interest, predict and correct the motions and then compensate
respectively based on the controllers that are used for DP.
As it was stated before, the controlled degrees of freedom with the use of DP are the
horizontal plane ones (surge, sway and yaw). A note needs to be made now, that the
position (x,y) and heading (ψ) that constitute the generalized position η= [X ,Y ,Ψ]T are
referred to FRA, whilst ν= [ẋl , ẏl ,ψ̇l ]T are the vessel’s velocities in LSA. Thus,

η̇= R(ψ)ν (5.5)

where R(ψ) is the rotation matrix that was described in a previous chapter but for the
reader’s convenience, it is presented here once more.

R(ψ) =
 cos(ψ) −sin(ψ) 0

sin(ψ) cos(ψ) 0
0 0 1


One can see that RT (ψ) = R−1(ψ). The non-linear kinetic EOM can be described by

M v̇ +Dv +RT (ψ)Gη= τ+RT (ψ)b (5.6)

where M is the mass matrix for surge, sway and yaw, Mv the vessel’s mass, α the respec-
tive added mass for each degree of freedom and Izz the moment of inertia about z-axis.
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M =
 Mv +ax 0 0

0 Mv +ay ay,ψ

0 aψ,y Izz +aψ

 (5.7)

The damping matrix D is the summation of two parts, the skew symmetric Coriolis-
centripetal matrix and the non-linear damping matrix that is defined as D(ν) = DL +
DN (ν). The first part can be ignored from the control design since the vessel’s velocities
are very small when DP is active. Regarding the second part of the damping matrix, that
is build up from a linear (DL) part and a non-linear (DN (ν)) part, it is proven that in low
speed operations, the linear term of the matrix is the dominating, thus only that part will
be considered.

D =
 bx 0 0

0 by 0
0 0 bψ

 (5.8)

Where b is the linear damping terms for each degree of freedom. The stiffness matrix
G is equal to zero, G = 03×3, since no mooring exists in a vessel operating with DP. The
vector τ is the control input of the system, τ = [τx ,τy ,τψ]T . Finally, b is the bias vector
that will be discussed in the following section and b ∈R3.
In a dynamic system that operates in the real world and not in an ideal environment,
disturbances will always be present. Such disturbances in a vessel that operates with
the use of DP can be categorized as second order LF disturbances and first order WF
disturbances. The first category or bias model, can be described by the first order Markov
process and it is shown in Equation 5.9

ḃ =−T −1
b b +Eb wb (5.9)

where b ∈ R3×1 is the vector of bias forces and moment, Tb ∈ R3×3 a diagonal matrix of
positive bias time constants, Eb ∈ Re×3 a diagonal matrix scaling the amplitude of the
noise and wb ∈R3×1 is a zero-mean Gaussian white noise vector.
On the other hand, a model for the first order wave-induced WF disturbances is needed
in order to complete the motions of the vessel as well as the disturbances acting on the
total system. That model derived in frequency domain is given by the following equation
for each direction (surge, sway and yaw).

ξ(s) = σi s

s2 +2ζiω0i s +ω2
0i

wξi (s), i = 1,2,3 (5.10)

Where ω0i = 2π
Ti

is the dominating wave frequency, Ti is the wave period are in the range
of 5 to 20 seconds in the North Sea for wind generated seas. ζi is the relative damping
ratio, wξi (s) is a Gaussian white noise process (input) and σi a parameter related to the
wave intensity.
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Representing the model in state space realization,

ξ̇(i )
1 = ξ(i )

2

ξ̇(i )
2 =−ω2

0iξ
(i )
1 −2ζiω0iξ

(i )
2 +σi wξi

(5.11)

and with a more compact realization, the model can be written as

ξ̇ω =
[

0 I
−Ω2 −2ZΩ

]
ξω+

[
0
Σ

]
wξ

ηω = [
0 I

]
ξω

(5.12)

where ξw = [ξ1,ξ2]T , 0 ∈ R3×3 is a zero matrix, Ω = di ag [ω01,ω02,ω03], Z =
di ag [ζ1,ζ2,ζ3] and Σ= di ag [σ1,σ2,σ3].
Concluding, the total vessel’s control model can be derived by combining the three afore-
mentioned parts and the result is shown below.

ẋ = A(x)x +Bτ+Ew

y =C x + v
(5.13)

Where

x =


η

v
b
ξ1

ξ2

 , A(x) =


0 R(ψ) 0 0 0
0 −M−1D M−1R(ψ) 0 0
0 0 −T −1

b 0 0
0 0 0 0 I
0 0 0 −Ω2 −2ZΩ



B =


0

M−1

0
0
0

 , C = [
I 0 0 0 I

]
, w =

[
wb

wξ

]
, E =


0 0
0 0

Eb 0
0 0
0 Eω


In order to set up a Kalman filter, the need to know about its functionality rises. The
complete system can be categorized in two sections. The prediction process and the
correction process. Both processes and the steps involved will be explained below.
Firstly, by considering the system dynamic model, Equation 5.14 is derived. This equa-
tion is used to make an estimation of the states that are of interest.

xk = A · xk−1 +B ·uk +wk−1 (5.14)

Where, xk is the estimated state. This could be either the vessel’s position, heading or
velocities based on the assumption that the Kalman filter will be used for DP. A is a matrix
that relates the state at a step that is exactly before the present time (k −1) with the state
at the present time (k). This matrix is derived from the mathematical model that was
introduced before. This holds for B as well, which is a matrix that relates the control
input (uk ) with the state (xk ). Finally, Wk is the process noise of the model. In DP cases
this is assumed as constant and a normal distribution of zero mean and Q (the process
noise covariance) is given, p(w) N (0,Q).
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Figure 5.8: Kalman structure of prediction-correction process

Next, the position reference system or the sensors that were discussed earlier, will pro-
vide a measurement Zk from the measurement model based on Equation 5.15 ,where H
is a matrix that correlates the state to the measurement and acts as a description for the
dependency of the state from the measurement. Furthermore, νk is the measurement
noise. It is assumed that this noise is independent from the process noise and following
p(ν) N (0,R) where R is the measurement noise covariance that depicts the measure-
ment’s uncertainty.

zk = H · xk +νk (5.15)

In addition, before explaining the prediction and correction steps of Kalman filter, two
new variables need to be introduced. To begin with, x̂−

k , that is the a priori estimate at
step k and it is based on the prior values of that state at previous time steps. The second
variable to be introduced, is x̂k , that is the a posteriori state estimate that is estimated
given measurement zk . In Figure 5.8, the reader can see the steps of the prediction-
correction process that the Kalman filter derives.
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Then the prediction step takes place. As on can see in Equation 5.16, the Kalman filter
based on the model and the current state, will evaluate the a priori estimate. Subse-
quently, the Kalman filter calculates the error covariance P−

k , which is the uncertainty of
the above mentioned prediction, and follows Equation 5.17.

x̂−
k = A · x̂k−1 +B ·uk (5.16)

P−
k = A ·Pk−1 · AT +Q (5.17)

After the prediction is established, the correction step is calculated. In this step, the
predicted state that was based on Position reference system measurement will be cor-
rected through the a posteriori state estimate. In Equation 5.19, the correction takes
place that relates the prediction step (first part of the equation) with the correction (sec-
ond part). At this point, the Kalman gain Kk is calculated as well with Equation 5.18.
The Kalman gain shows the weight of the new measurement as well as the weight of the
model (amount of uncertainty).

Kk = P−
k ·H T · (H ·P−

k ·H T +R)−1 (5.18)

x̂k = x̂−
k +Kk · (zk −H · x̂−

k ) (5.19)

In Figure 5.9, one can visualize the process of the prediction-correction that is performed
through Kalman filter in a block diagram overview. [Cadet, 2003]

Figure 5.9: Block diagram for Prediction-Correction of Kalman filter

The effect of a Kalman filter is illustrated in Figure 5.10. As one can see, the first graph
shows the total motions of the vessel for surge direction, where in the second graph only
the LF motions are given, filtering out in such a way the WF motions that can be seen in
the last figure. The vessel was subjected to a constant current speed of 0.5m/s, a wind
speed of 10m/s and mean wave drift loads with a universal heading of 150◦.
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Figure 5.10: Total, LF and WF motions of the vessel

5.3.6. CONTROLLERS
As it was shown in Figure 5.6, after the position is measured, the signal is processed and
the Observer performs the necessary actions, the actual position of the vessel is sub-
tracted from the desired position, r (t ), deriving in such way the position error, e(t ). The
most common controller that is applied nowadays is the PID controller. The author
deemed that the easiest way to describe this controller is through the block diagram
method, that for the particular situation can be seen in Figure 5.11.
The PID controller’s name comes from the operators that consist it, where P stands for
Proportional, I for Integral and D for Derivative. On its core, the controller’s functionality
is based on the derived error, to correct the measured state through the three processes
that were introduced above and will be explained below.
The first component of the controller, is the Proportional gain. This gain can be consid-
ered as the ratio between the input (error) and the output response. Thus, as one can
see from Equation 5.20, the input gets multiplied with the P gain. The purpose of this
process is to increase the controlled response’s speed. Though P gain is helpful up to a
limit, careless tuning will result to oscillations of the process and might lead to instability
if the gain is further increased.

Pout = Kp e(t ) (5.20)

The controller also has an Integral component, that is used to multiply the error and
integrate it as it is shown in Equation 5.21. This part is suitable for eliminating the steady
state error since its response keeps increasing if the error is not zero. When the error
becomes zero, then this component does not affect the response.

Iout = Ki ·
∫ t

0
e(τ)dτ (5.21)
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Figure 5.11: PID controller block diagram

Finally, the last component of the controller is the Derivative. Its response is relatable
with the rate of change of the system’s response and its formula can be seen in Equation
5.22. By altering the derivative gain, the overshoot is decreased, the control system can
react more strongly or more smoothly to the error and in such way increase or decrease
respectively the speed of the control system response.

Dout = Kd
de(t )

d t
(5.22)

Combining all of the aforementioned components, Equation 5.23 results. Converting
this equation with Laplace transform, the transfer function of the controller is derived
and shown in Equation 5.24. As shown in Figure 5.11, the plant’s transfer function is
needed as well in order to have a complete control system for DP.

u(t ) = Kp e(t )+Ki ·
∫ t

0
e(τ)dτ+Kd

de(t )

d t
(5.23)

T FPI D = KP + K I

s
+KD s (5.24)

Thus, Equation 5.4 that depicts the vessel EoM is transformed as well in the s-domain.
A comment needs to be made at this point, since only surge, sway and yaw are the
states that needs to be controlled, the stiffness parameters for those motions are zero
and hence discarded from the transfer function that is shown in Equation 5.25.

T Fvessel =
1

(M +a)s2 +B s
(5.25)

The open-loop transfer function then is the multiplication of the controller and the ves-
sel’s plant and it is depicted in Equation 5.26, where the closed loop transfer function is
shown in Equation 5.27.

T FOL = KP + KI
s +KD s

(M +a)s2 +B s
(5.26)
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T FC L = KP + KI
s +KD s

1+ KP+ KI
s +KD s

(M+a)s2+B s

(5.27)

After the control system is introduced, the need to tune the controller gains rises. This
can be done with various methods but two of the most popular ones are discussed.
Firstly, the Ziegler-Nichols method is introduced. The integral and derivative gains are
set to zero and the proportional gain is increased until the response starts to oscillate.
When the response reaches that point, the period that the oscillations have (Pc ) is mea-
sured as well as the critical gain (Kc ). Then the three gains can be derived from the
Ziegler-Nichols table that is depicted below.

Control KP KI KD

P 0.5Kc - -
PI 0.45Kc 0.54 Kc

Pc
-

PID 0.6Kc 1.2 Kc
Pc

3Kc Pc
40

Table 5.2: Ziegler-Nichols control tuning method
The second method that is widely used for tuning a PID controller is the trial and error
method which is similar with the Ziegler-Nichols method. After setting the I and D gains
to zero, the P gain is increased until the response reaches steady oscillations. Then the
I gain is increased until the steady state error is zero and the oscillations cease to exist.
Finally, when both P and I gains are set, the D gain is increased until the response reaches
the required overshoot and rapidity. Franklin et al. [2014]
In the DP modelling, the first method was used to determine the controller gains and an
approximation of the rise time (required time for the signal to move from 10% to 90%
of its steady state value) that a typical system of DP has. In Figure 5.12, one can see the
control system response for a step pulse. The particular control system is for controlling
the surge motion of the vessel. The response characteristics are shown in the figure as
well.

5.3.7. THRUST ALLOCATION AND ACTUATORS
As it was shown in Figure 5.6, the DP control system is usually divided in two main parts.
The first part generates the necessary forces and moment to overcome the error in po-
sition and heading using the controllers, while the second part is focused on optimally
distributing those forces and moment to the actuators.
A combination of thrusters, rudders and propellers are the components that constitute
the thrust allocation of a vessel and their operation is based on the command from the
control system that is build in such way that takes into account the number, power and
position of the aforementioned actuators. Unfortunately, the thesis is not considering
thrust allocation due to time limitations as well as lack of information for the specific
system.
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MONOPILE CONTROL STRATEGIES

Study hard what interests you the most
in the most undisciplined, irreverent

and original manner possible.

Richard Feynman

This chapter will present the results for all the possible design strategies that were estab-
lished in the second chapter. After all the different contributing parts were modeled, the
simulation and analysis took place. Then the results that were produced are discussed
and finally the MCA is presented that concluded to the optimal design strategy that will be
followed for the lowering operation of the MP from a floating vessel.
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6.1. FREE FLOATING MONOPILE
To begin with, the concept of free floating MP is discussed. As it was mentioned in the
previous chapter, this concept is considered and it is a part of the design strategies mostly
because the author wanted to investigate the impact of a free hanging MP, what the mo-
tion envelope would look like, to what extend the gripper is needed. It is not considered
as an actual solution for the operation since from experience and common sense, it is
well established that this case can be easily discarded from the possible design strate-
gies.
Before starting the analysis, one should understand the impact that a floating vessel
has in such operation. The influence of the vessel on the lowering phase is transmit-
ted through the connection points. Those are the crane’s BT point that is connected to
the MP through the crane wire and the second connection point is the gripper. Firstly,
the translations of the crane’s BT point are illustrated and in a latter stage the gripper’s
translations will be shown since in this case, the gripper is not applicable.
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Figure 6.1: Boom tip point translations

From Figure 6.1, it is clearly shown that the floating vessel can significantly influence
the operation since in surge translation, the vessel creates a disturbance in motion that
varies from 9.7−11.8m approximately. This is a variation of 2 meters in surge direction,
where in sway direction this variation of motion is almost double, varying from −26 -
−30m due to the heading of the environmental loads. The variation in heave motion is
close to 1m. Those variances are solid evidences that a floating vessel can influence a lot
the installation process of a MP since those variances are transmitted in the MP motions
from the crane wire.
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In order to present the results for the case that no gripper is included, it was deemed as
sufficient to illustrate the motions of the MP at the top point (SC) and the lowest point
(BP) as well as the rotations of the MP. Firstly, the coordinates that the MP is required
to be placed is given. Those coordinates will be the same for all different simulations
and design strategies. In addition, those coordinates correspond to FRA to make the
comparison among different design strategies easier and more understandable.

• X = 11.4m

• Y =−28m

In Figure 6.2, one can see the SC point translations. As it was expected, the motions
of the SC point are influenced from the crane’s BT motions. The motions in surge vary
from 10-12.7m and in sway from −25.9 - −29.6m. Furthermore, one can see that the
simulation is dynamic from the heave motion graph. The MP is lowered through time
and the lowering speed that was chosen is 3 m

mi n that is considered as an average speed
for such operation. The SC point in heave starts from 63.4m and it stops at 35.4m. After
lowering the MP for 28m, the operation stops 2m above the seabed for safety reasons.
From the response of the SC point in heave translation, one can understand that the
operation is dynamic.
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Figure 6.2: Sling connection point translations

As it was mentioned before, it is deemed sufficient for the reader’s understanding to de-
pict the motions of the top and bottom points of the MP since it is a rigid body and the
rotations as well. In Figure 6.3, the reader can see the translations of the MP’s BP. It is
clearly shown that the variation of motions is much bigger at the bottom in comparison
with the top of the MP. This is only logical since the BP is subjected to wave and current
forces as well. The BP in surge direction moves from 7.5 up to 15m whilst the sway mo-
tions of that point vary from −23 to −33m approximately. This is a clear indication of the
necessity of the gripper in such operation.
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Figure 6.3: Bottom point translations

The last graph that will be shown for the case of free hanging MP is shown in Figure 6.4.
In this graph the reader can see the MP rotations around the three axes, throughout the
entire lowering operation. Since roll rotation is coupled with sway translations, it is only
logical to have a fluctuation that is higher than the one in pitch rotation due to the head-
ing of the environmental loads. Furthermore, yaw rotation is considered to be zero, due
to symmetrical shape of the MP around z axis and because it causes singularities in the
simulation. Even if that rotation would be considered, the result would be insignificant
in comparison with the other rotations and translations.
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Figure 6.4: Monopile rotations
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6.2. FIXED/PASSIVE GRIPPER
This next section will describe, present and analyze the fixed gripper concept that is
mostly used in JUB since a fixed ground is in position. The concept of fixed gripper is in
fact a straight forward solution for the operation if the motions from the environmental
loads are kept in acceptable margins. In the following figure, one can grasp the concept
of the fixed passive gripper.

Figure 6.5: Schematic layout of a fixed passive gripper

The gripper is rigidly connected to the vessel and the MP is locked in the gripper. The
connection between the MP and the gripper is assumed to be a spring-damper system in
two directions, surge and sway. The generated model of the fixed gripper is in fact con-
sidered as one spring-damper in each direction, combining the stiffness and damping
coefficients of both sides in one.
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Figure 6.6: Fixed gripper translations due to vessel motions
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In the concept of fixed gripper, it is only logical that the gripper motions will follow the
vessel motions since a rigid connection between the two exists. That means that the
motion envelope of the MP finds its limitation at the motions of the vessel. Even though
the vessel motions at its COG are small, the integration of those motions at the point
that the gripper is connected becomes quite significant. The gripper’s translations are
presented in Figure 6.6, where those motions are in FRA for the reader’s convenience.
In Figure 6.7, the translations and rotations of the MP COG are shown. The fluctuations
for all degrees of freedom are within acceptable levels. Furthermore, the reader should
notice that the fluctuations become smaller throughout the operation. This is because
the MP’s submerged length increases through time and this implies that the motions are
damped with the increase of the water submergence.

Figure 6.7: Monopile translations and rotations at center of gravity

In addition, it is clear that by using the gripper, the motions of the MP are drastically
decreased and this can be understood when a comparison between this case and the re-
sults from the free floating MP is performed. Since this case has promising results, more
results are shown for the reader’s convenience and those results are discussed further
below.
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The following three figures show a more in depth response of the MP when it lowered
through the water with the use of the gripper. As for the previous case, the top and bot-
tom points of the MP are shown since those will have the highest fluctuations in surge
and sway. By looking Figures 6.8 and 6.9, the reader will see that the motions in surge
are fluctuating from 10−12m approximately whilst the fluctuations in sway initially vary
from −26 to −30 and after 100 seconds, those fluctuations do not exceed 1m. The reason
for this distinction between the first 100 seconds of the lowering phase can be explained
from the impact of the water that acts as damping for the MP once the critical depth is
surpassed.
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Figure 6.8: Sling connection point translations
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Figure 6.9: Bottom point translations

In order to evaluate the impact that the lowering phase has on the crane, three different
metrics were deemed sufficient for monitoring. Firstly, the DAF is presented in the top
graph of Figure 6.10.
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The DAF in principle shows the ratio between the dynamic and static load in order to
describe the amount of times that stresses should be multiplied to the deflections that
come from the static loads when a dynamic load is present.

D AF = Ftot al

M g
(6.1)

A rule of thumb for the maximum acceptable DAF value is 1.3. If the ratio surpasses this
metric’s maximum value, a bigger crane or alternative design strategy should be consid-
ered for safety purposes. It is clear that the DAF for the specific case lay on satisfactory
levels and one should notice that this value is slowly decreased throughout the lower-
ing operation. This is because the MP feels lighter through the operation since its sub-
merged volume increases thus the buoyancy force increases too.
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Figure 6.10: DAF, off-lead and side-lead angles

The other two metrics that are used to evaluate the MP’s influence on the crane are the
off-lead and side-lead angles. Those two angles are considering the crane wire orien-
tation and its deviation from the vertical. Such angles occur when the lifted object is
pushed/pulled away from the imaginary vertical line of the BT. Off-lead is the direction
away from the crane whilst side-lead is the direction perpendicular to the crane boom
orientation.
The acceptable angles for those metrics are considered to be ±3◦. As can be seen in the
aforementioned figure, both off-lead and side-lead angles are within acceptable limits
even though side-lead angle in the initialization phase reaches the limit of acceptable
deviation.
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Finally, the total forces and moment that act on the MP’s COG are shown in Figure 6.11.
As it was stated before, the results show a consistency since the forces and moments
reduce throughout the operation even though those values are within the acceptable
margins for a typical operation of lowering a MP with the use of a fixed gripper.

Figure 6.11: Total forces and moment acting on monopile’s center of gravity

6.3. ACTIVE GRIPPER
The next concept to be discussed is the active compensating gripper configuration. In
order to actively control the required state, an actuating system is needed. Such system
consists of a power and a control part. Those parts interact together as one can see from
Figure 6.12, where the control part gives an order to the power part and sequentially the
latter part gives a feedback to the first part.

Figure 6.12: Actuation system overview
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In principle, three different actuators can be considered. Those are the hydraulic, pneu-
matic and electrical actuators. After reviewing the alternatives for choosing an actua-
tor, the author in collaboration with the the company decided that hydraulic actuator
should be used. The main reason for this decision is that the hydraulic actuators are best
suited for high-force applications. Furthermore, since high-precision of millimetres is a
secondary goal and considering that a hydraulic actuating system can accommodate its
parts (pumps and motors) in a considerable distance from the acting point and prevent
the excess loss of power, the choice for such system was made.
In Table 6.1, one can see the trade-off between the three possible actuators that are con-
sidered for the active compensating gripper. The reason for the choice of hydraulic actu-
ator is mostly the power to weight ratio as well as the company’s knowledge-availability
on the particular type of actuators. Furthermore, even though the speed, precision and
efficiency aspects are important, they have a secondary role in the choice of actuator.

Actuator type Speed Precision Power to weight ratio Efficiency Knowledge-Availability
Pneumatic High High Medium Medium-Low No

Electric High High Medium-Low High No
Hydraulic Medium Medium High Medium-Low Yes

Table 6.1: Trade-off table of possible actuators

Figure 6.13: System layout for active compensating cylinder
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In Figure 6.13 the complete control system for active gripper is shown. Firstly, the po-
sition that the MP needs to be placed is derived in FRA. The simulation model then,
calculates the vessel motions as well as the MP motions. Sequentially, the vertical coor-
dinate of the gripper-MP interface is derived from the MP motions and is converted to
FRA. Then the horizontal coordinates of that point are subtracted from the referenced
ones that were calculated in the first step of the process. Thus, by doing so the position
error is derived.
Since an active compensation is needed, that error is fed in the PID controller that will
calculate the required flow rate that the proportional valve will provide in order to com-
pensate for the position error. The controller is tuned based on system characteristics
for the hydraulic actuating system, such as rise time and overshoot that it provides. The
required flow rate from the controller then is fed in the hydraulic actuation system that
will be explained further in the next paragraphs.
The hydraulic actuation system then by giving a command to correct the position it pro-
vides a change of piston location. The flow rate then achieves a difference in pressure
(higher or lower) to move the piston. By multiplying the pressure with the effective area
of the piston, the required force is derived. The resulting force then is used as an input
in the MP EoM.

Figure 6.14: Hydraulic actuation system

The actual position of the gripper-MP interface is subtracted from the reference position
r(t) to result in the position error. That error is amplified in order to be translated in
valve signal (Volts). That signal then is used as the input in the proportional valve that

will evaluate the flow rate ( m3

sec ) that is required to compensate for the position error. The

resulting flow rate sequentially is divided by the effective piston area (k3 = 1
Ae f f

) to derive

the speed.
By integrating the speed, the new position is obtained that is then subtracted from the
reference position to complete the closed-loop system. The difference in position then
is multiplied with the hydraulic stiffness to result in the effective force that will be fed in
the MP EoM. The aforementioned procedure is schematically depicted in Figure 6.14.
In order to continue to the simulation of the hydraulic actuating position control, firstly
the required parameters need to be defined. Initially, the maximum allowable force in
surge and sway was deemed to be 3000kN . This assumption for such big force is derived
from the safety measurements that the system will be designed for higher forces than the
realistic ones to be able to compensate for scenarios higher than the assumed ones.
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Figure 6.15: Double acting, single ended hydraulic cylinder

Then the cylinder stroke was assumed to be 3 meters (±1.5 meters) in each direction, the
maximum compensation velocity to be 0.25 m

sec , the maximum achievable pressure 265
bar and the overall efficiency to be 0.91. All the aforementioned values are provided to
the author from the company.
For the actuator, double acting, single-ended hydraulic cylinders were chosen since the
both in surge and sway motions, compensating force should be acted in positive and
negative directions for correcting MP and vessel motions. This type of cylinder can be
seen in Figure 6.15 where S is the stroke of the cylinder, A1 and A2 are the effective areas
of the piston and Vp1 and Vp2 are volume for the pipes that are connected to the cylin-
der. Since the cylinder is single-ended, it is only logical that the effective areas will be
different because the rod is connected in one side of the piston. Albers [2010]

Figure 6.16: Simulink implementation of hydraulic actuating system
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C0 = E · (
p

A1 +
p

A2)2

S + Vp1

A1
+ Vp2

A2

(6.2)

Based on the initial assumptions, the areas were derived as well as the hydraulic stiff-
ness. In principle, a hydraulic cylinder behaves as a spring with a stiffness C0 due to the
elasticity of the oil. That stiffness for the particular case of a double acting, single-ended
cylinder is defined in Equation 6.2 where E is the fluid elasticity.
In Figure 6.16, the reader can visualize the way that the model for the active compensat-
ing gripper was created. After the position error is derived, the PID controller regulates
the flow rate from the proportional valve. Then depending on the sign of the flow rate,
it gets divided with appropriate effective piston area that is different for the upper area
that the rod is connected and the area that is free of piston rod.
Sequentially, the resulting speed is integrated to give the new position of the piston. As
it was discussed before, the new position is multiplied with the hydraulic stiffness since
the cylinder oil acts as a spring to result in the forces that act on the MP at the interface
between gripper and MP. Those resulting forces are added up with all the other forces to
be the input in MP EoM.

Figure 6.17: Translations and rotations at monopile’s center of gravity

After the active gripper is introduced and analysed, the reader can see the results from
the simulation for the particular case in the following figures. As can be seen in Figure
6.17, the translations and rotations of the MP at the COG are derived. With a first glance,
one can notice that the motions are much better than the previous cases since the MP is
not influenced any more from the vessel motions due to current and waves.
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The MP rotations for both roll and pitch have fluctuations no more than 2◦ that are
deemed as very promising since with such small rotations, the loads on the crane are
within the acceptable margins.
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Figure 6.18: Sling connection translations

The MP translations at the COG were deliberately not discussed since Figures 6.18 and
6.19 show the SC and BP translations respectively that are much easier to comprehend
since at that points the maximum translations occur. It is very clear that the transla-
tions for both points are not influenced from the slow-varying motions of the vessel
considering that a stable fluctuation of approximately 1 meter is the result in surge for
both points. The variation in motions for sway on the other hand are within 1.5 meters
concluding in such way that this case has the most stable resulting motions of the MP
throughout the entire lowering operation.
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Figure 6.19: Bottom point translations
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6.4. MOORING/DOUBLE GRIPPER
The final gripper configuration that was derived from the functional design in Chapter
2 is the mooring/double gripper. This configuration is build up for testing alternatives
such as double fixed gripper and single fixed gripper in combination with a gripper that
follows the BP of the MP. Various simulations for the alternative gripper solutions were
performed considering different distance between grippers, different gripper stiffness
and damping coefficients and different lowering speeds.

Figure 6.20: Translations and rotations at monopile’s center of gravity for a mooring
gripper

In Figure 6.20, the resulting translations and rotations for the MP COG are shown. The
rotations of the MP for both roll and pitch vary between ±2◦, where the translations of
the MP are more understandable in the following figures that depict the SC point as well
as the BP of the MP.
From those two figures, it is clear that the bottom part of the MP has smaller variation in
motions both in surge and sway than the SC point. While the SC point has a variation in
surge motion of approximately 3 meters, the same translation for the BP has a variation
of 2 meters.
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Figure 6.21: Translations at sling connection point for a mooring gripper
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The same concept follows for sway motions as well, where the variation of motions for
the top point is 4 meters approximately and on the other hand, the sway variation are
between 3m. This is only logical since the gripper(s) are closer to the BP rather than the
top point of the MP, damping in such way the lower point motions more.
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Figure 6.22: Translations at bottom point for a mooring gripper

As one can see from those figures, even though the results are within acceptable mar-
gins, such results can also be produced from a single passive gripper. Through the sim-
ulations with a single fixed gripper, the results show higher translations and rotations
than the ones with double fixed or double hybrid gripper but the difference between the
alternatives is not that significant.
The reason that all the different gripper solutions other than the active gripper have sim-
ilar results, is that none of them compensates for the vessel motions which is the most
significant part of the disturbances. That means that whatever solution for a gripper is
presented, if it does not counteract for the forces that act on the MP through the vessel,
the results will be similar to any other passive solution.

6.5. MULTI-CRITERIA ANALYSIS
The final part of this research, is to perform a MCA to identify which of the different con-
cepts is the best suited for the lowering operation of the MP. Before explaining the proce-
dure of MCA, the reader can visualize the Simulink model that the the author created for
alternating between different gripper strategies in Figure 6.23. The user can easily switch
between methods to visualize results for numerous simulations.
After all the parts of the simulation model are created and all the different design strate-
gies are simulated, the MCA takes place to evaluate each one separately but compare
the alternatives as well. In order to perform a MCA, firstly the goal of the entire process
needs to be defined. That is the choice of a design strategy to control the MP throughout
the entire lowering operation of the erection process.
Furthermore, the criteria for a MCA need to be defined. The following criteria were de-
cided after trilateral discussions between the author, the company and the university.
The criteria are further divided in sub-criteria in order to give a clearer impression of the
important factors in such analysis and make sure that a correct strategy will be chosen
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Figure 6.23: Simulink model for alternative gripper configurations

that took into consideration those factors. The criteria and sub-criteria are shown and
explained below.

• Safety: This is the most important factor in such operation since the safety should
be the top priority for any stakeholder that is involved. This criterion will be eval-
uated based on the response of the complete simulation for each strategy. The
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Figure 6.24: Criteria and sub-criteria for evaluation of design strategies

safety is further sub-categorized in safety of personnel and equipment. The weight
factor of safety was chosen to be 30% since it is of great importance. Each sub-
criterion has a weight factor as well. Personnel has an assigned weight factor of
60% and for equipment the weight factor is 40%. It needs to be mentioned that the
weight factors of the sub-criteria should sum up 100% of each criterion and the
summation of the weight factors of all criteria should result to the same total.

• Performance: The way that the design strategy performs throughout the opera-
tion is of great importance. This criterion demonstrates the ability of the design
strategy to accomplish the required task in a manner that the requirements for the
operation are met. The total performance criterion gains a weight factor of 30% as
well and is sub-categorized in three parts. Firstly the environment sub-criterion,
which means the response that the design strategy has in the environmental con-
ditions such as the significant wave height and the peak period. Since this part
is very important, a weight factor of 40% of the total performance percentage is
assigned to it.

The next sub-criterion is regarding the MP. This holds the information for perfor-
mance of the design strategy for different MPs with a variation of lengths, diame-
ters and weights. A weight factor of 35% is assigned to that sub-criterion. Lastly,
the vessel integration is of great importance and is decided as a sub-criterion. This
involves the ease of integrating the design strategy in a floating vessel. This met-
ric is measured by the complexity of the individual design strategy since the more
complex the design strategy is, the more man-hours, space and modifications will
be needed to integrate it on the vessel. A weight factor of 25% is assigned to it.

• Reliability: A criterion that is very important for the attractiveness of any design
strategy is the reliability of the system. This is the ability of the system to perform
its intended function without degradation or failure. This is mostly based on the
moving parts that the system consists of. Thus, the reliability is not divided in sub-
categories but a weight factor of 25% is assigned to this criterion.

• Costs: The final criterion that is considered as important for the evaluation of the
process is how much it costs to be installed on a vessel as well as what are the
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daily expenses after installation. Thus, two sub-criteria are defined to complete
the costs metric. Firstly, the Capital Expenditures (CAPEX) which include the ex-
penses that a company needs to undertake in order to obtain the system. This
includes installation costs and modification costs for the existing vessels.

The second sub-criterion is the Operational Expenses (OPEX) which includes the
day-to-day expenses such as inventory costs, maintenance and insurance. This is
also a very important aspect of the criteria. The costs criteria has a weight factor
of 15%, the CAPEX sub-criterion has 40% of the total whilst the OPEX has 60%.
It needs to be mentioned that since the cost cannot be calculated in the current
phase of the MCPG development, it is based on the amount of steel that are needed
as well as the complexity of the design strategy.

In order to assess the strategies through a MCA, there is a need to perform numerous
simulations with different inputs and parameters that will lead to a clear indication on
each strategy’s score. Since safety, reliability and cost cannot be quantified at the current
phase of the analysis, only the performance metric is considered for the simulations.
That criterion is divided in three categories: Environment, MP and Vessel.
For the assessment of each strategy regarding the environment sub-criterion, the au-
thor considered different environmental conditions, in order to evaluate how suscepti-
ble each strategy is during the variation of the environmental conditions. The require-
ments that were deemed as most important for this assessment are presented below.

• The MP motions at the BP just before the touchdown. The position difference be-
tween the highest and lowest motions of that point is derived and then compared
with the maximum allowable tolerance of that point, which is 2 meters just before
touchdown.

• The crane’s off-lead and side-lead angles are the second metric. The absolute val-
ues of the maximum angles through the operation are derived and then compared
with the maximum allowable angle that is 3 degrees.

Thus, for the environmental sub-criterion, one can see in Figure 6.25, the performance
for different significant wave heights of all considerable strategies. On the left hand side
of that figure, the surge deviation from the referenced is shown for the MP’s BP, where on
the right hand side, the sway motions are presented. It is clear that the MP’s BP position
is not the bottleneck for the analysis. This is only logical since once the MP is lowered, its
motions gets damped as it was shown in previous sections. The waves do not influence
significantly the specific response but it is once again clear that the active compensating
gripper is the least sensitive from all the solutions even though all of the strategies lay on
acceptable margins.
As for the previously discussed figure, numerous simulations were performed to assess
the strategies’ response regarding the off-lead and side-lead angles metric. The simula-
tions had different significant wave heights as input, a wave peak period of 8 seconds and
an environmental heading of 150 degrees. The values for this metric are derived at the
initialization phase of the MP lowering since at that section the largest angles occur. The
reason for that is the crane wire’s length which is the smallest from the entire operation
and the motions of the MP have the biggest fluctuations at that phase.
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Figure 6.25: Performance of different strategies for horizontal translations of monopile’s
bottom point regarding significant wave height

The maximum allowable angle for both off-lead and side-lead is 3 degrees. From Figure
6.26 it is clear that the limitation to our operation for the variation of the significant wave
height comes from those angles instead of the MP’s BP motions near seabed. Another
significant observation can be established from this performance analysis that the side-
lead angles are higher than the off-lead angles and this is only logical due to the heading
of the environmental loads. The single fixed gripper finds its limitation at approximately
2 meters of significant wave height, where the mooring/double strategy is limited at ap-
proximately 2.25 meters. On the other hand, the active compensating gripper even for a
significant wave height of 3 meters is still operable.
Maybe the most significant remark for this performance analysis is that the single fixed
and mooring/double gripper have approximately the same slope. That means the
change of significant wave height influences the two strategies the same and this is only
logical since both concepts are rigidly connected to the vessel. Nevertheless, the moor-
ing/double strategy has more control of the MP through the changes since two con-
straints exist. In contrast, it is obvious that the active compensating gripper has a sig-
nificantly smaller slope. This shows that the strategy is less influenced by the change of
significant wave height than the other two concepts which is the expected result.
As it was discussed earlier, the second metric of the performance analysis is the envi-
ronmental heading. For the evaluation of the strategies for their performance regarding
the environmental heading, the author considered four different directions which are:
60◦,150◦,210◦,300◦. In Figure 6.27, one can see the conventions for the environmental
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Figure 6.26: Performance analysis for off-lead and side-lead angles regarding significant
wave height

headings. The same two requirements were considered for this metric as for the previous
one. Firstly, one can see in Figure 6.28 the BP surge and sway highest deviation from ref-
erence position for the different environmental headings. From this performance anal-
ysis, few observations can be derived.
It is observed that the highest motion deviation occurs for all strategies at 300◦ and the
lowest at 150◦. This is only logical considering the placement of the vessel, gripper and
MP. Furthermore, all of the strategies have responses that are within acceptable limits as
it was expected since it is often the case that the limitation occurs from the off-lead and
side-lead angles instead of the BP motions just before touchdown since those motions
get damped by the time that the MP lowering is almost finished.
In addition, the second metrics which are the crane’s off-lead and side-lead angles are
shown in Figure 6.29. As it was expected, the crane angles are the governing factors for
the operability of the strategies. For both metrics that were shown in this performance
analysis, a significant wave height of 2.5 meters and a wave peak period of 8 seconds
were considered. Both the single fixed and the mooring/double grippers surpass the
maximum allowable angle deviation making the operation in such way unsafe thus not
considered. It is also shown that their response follows the same path since the vessel
motions that influence the MP’s response are not compensated by any means.
Furthermore, the active compensating gripper is at all headings reliable and operable
concluding to the remark that this strategy is less sensitive to the change of environ-
mental heading. This remark is also supported from the fact that the steepness of the



6

90 6. MONOPILE CONTROL STRATEGIES

Figure 6.27: Convention of environmental headings

Figure 6.28: Performance analysis for horizontal translations of monopile’s bottom
point regarding environmental heading

strategy’s response is significantly smaller than the previous two concepts. It needs to
be mentioned that the vessel influences the operation in a way since the crane motions
that are a result of vessel motions are not compensated from the gripper. That means
that since the vessel motions are influenced from the environmental heading because of
its projected area, the active compensating gripper is influenced, even though it is in a
limited way, by the vessel motions implicitly.
In order to assess the MP sub-criterion, firstly the different MPs that are considered are
presented in Table 6.2. The particular MPs were chosen to cover a variety of dimensions
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Figure 6.29: Performance analysis for off-lead and side-lead angles regarding regarding
environmental heading

including both small and extreme cases to obtain a more realistic performance analysis.
Since in the previous analyses it was proven that the BP’s horizontal motions were not
the critical ones but the off-lead and side-lead angles are, this analysis is performed only
for those metrics.

Monopile Length [m] Weight [t] Diameter [m] Thickness Water depth [m]
Nr. 1 68.4 1057 8.5 0.066 30.7
Nr. 2 84.8 1280 7.8 0.078 39.3
Nr. 3 102.6 1550 8.75 0.095 45
Nr. 4 50.2 667 7.1 0.069 22.5

Table 6.2: Considered monopiles for the assessment
For the particular metric, all of the aforementioned MPs are considered, a significant
wave height of 2.5 meters, a wave peak period of 8 seconds and a heading for environ-
mental loads of 150◦. After establishing the performance analysis, it was clear that the
most critical metric was the side-lead angle due to the environmental heading. For this
reason, only this metric is shown in comparison with the variation of weights and lengths
of the MPs. In Figure 6.30 one can see the results from this analysis.

As it was expected, the MP’s weight has a significant impact on the response. While its
weight increases, the side-lead angle deviation reduces. This is due to the fact that the
inertia of the MP plays a significant role in the motions and makes the response to lay
in smaller fluctuations. On the other hand, when the length of the MP increases, the
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side-lead angle deviation increases too. This is also expected, since the moment arm
is increased and the gripper(s) have an increase in their distance between their acting
point and the SC point of the MP.
Another observation that can be derived from this figure, is the steepness of the grip-
pers’ response. While the single acting gripper and the mooring/double gripper have
approximately the same response, the active compensating gripper has a response with
less steepness than the other two concepts. That observation in extend implies that this
strategy is less susceptible to changes in MP dimensions.

Figure 6.30: Performance analysis for off-lead and side-lead angles regarding monopile
dimensions

After defining the criteria and sub-criteria that will be the foundation of the MCA, the
weight factors were assigned. Next, the design strategies are evaluated based on those
criteria, comparing the concepts amongst them and scoring them in a scale of 1− 10,
with 1 being a poor performance and 10 the best performance possible. The result of the
MCA can be seen in Table 6.3, where all the aforementioned parts are presented.



6.5. MULTI-CRITERIA ANALYSIS

6

93

Criteria Sub-criteria Weight factor Free hanging MP Fixed Mooring/Double Active
Safety - 0.3 - - - - -

- Personnel - 0.6 5 9 9 9
- Equipment - 0.4 4 7 8 9

Performance - 0.3 - - - - -
- Environment - 0.4 2 4 5 8
- Monopile - 0.35 3 7 7 8
- Vessel - 0.25 7 6 4 5

Reliability - 0.25 - 9 8 7 7
Cost - 0.15 - - - - -

- CAPEX - 0.4 9 7 4 5
- OPEX - 0.6 9 8 7 6

Score - 1 - 6.06 7.265 6.835 7.465

Table 6.3: Score for different design concepts
Taking into consideration all the different simulations and criteria, the aforementioned
analysis results to the winning strategy that is suggested to follow. The winning strategy
is the active compensating gripper that has the ability to compensate for the MP motions
and react on the vessel motions as well. The design strategy does not perform as well as
the others in the costs criterion since the cost of a more advanced system is only logical
to be more expensive than the simpler ones.
Furthermore, the concept of active gripper is ranked as moderately good in the reliability
criterion as well. The reason for this score is that the concept has significantly more parts
than the single fixed gripper and many more moving parts than the mooring/double
gripper strategy. The reason that the mooring/double concept scores the same with the
active gripper in the reliability criterion is due to the fact that two layers of rings are
needed. This means that all parts, moving and not, are doubled.
Even though the active compensating gripper scores moderately in two categories, the
concept compensates for the difference in the Performance criterion since it has a much
more flexible operation than the remaining concepts. Finally, the gripper performs re-
markably well in the safety criterion since by having such a small motion envelope it
constraints in a big fraction the margin for hazard.
After the scoring is established for all the different strategies based on all criteria and sub-
criteria that concluded to the wining strategy of active compensating gripper the author
considered to perform a sensitivity analysis to evaluate how susceptible the weight fac-
tors that were assigned to the criteria are to change on their values. Since the safety, reli-
ability and cost criteria are not evaluated based on quantified measurements but rather
qualitative assessment, only the performance criterion is considered for the sensitivity
analysis.
The aforementioned criterion is divided in the environment, MP and vessel sub-criteria.
Those three different parts are assigned with numerous weight factors and by maintain-
ing the score on all criteria fixed, the overall score of each strategy is reassessed and
presented in Figure 6.31. Since the vessel sub-criterion is not as important for the per-
formance as the environment and MP, it is considered that its weight factor can only vary
from 10% to 40% while the other two sub-criteria are flexible to a weight factor between
10% to 90% if possible.
The purpose of this sensitivity analysis is to check whether the wining strategy is affected
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Figure 6.31: MCA weight factors sensitivity

by the change of the weight factors since uncertainty is involved. As one can see from
this figure, the active compensating strategy is always the wining one except just one
case. That case is when the vessel’s weight factor is 40%, the MP’s weight factor 50% and
the environment weight factor just 10%. This case would be rarely to never considered
since the weight factors are unwise distributed. By performing this sensitivity analysis,
one can understand that the active compensating gripper that is the wining strategy will
always be the chosen one regardless of the weight factor distribution if that distribution
is sensibly divided to the sub-criteria. Another remark can be drawn from this sensitivity
analysis that in some cases, the single fixed gripper can be considered but under very
controllable and favourable circumstances.
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CONCLUSIONS AND

RECOMMENDATIONS

There is no real ending.
It’s just the place where you stop the story.

Frank Herbert

This chapter concludes the entire research. After analysing all the different components,
modelling all the parts of the scope and simulating the various control strategies, some
conclusive remarks are presented that were the outcome of the entire project and not just
the simulations part. In addition, some recommendations are presented to the reader for
future references in such projects.
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7.1. CONCLUSIONS
This thesis examined the lowering operation of a MP from a floating vessel through dif-
ferent design strategies. It integrated various different aspects in the analysis, in order to
make it more realistic. Beginning with a functional design, the problems that will be en-
countered through the operation were derived and it concluded with the possible design
strategies.
Next, the hydrodynamics part takes place, for the author to derive the required forces
formulas to model the MP, environment and vessel. Since a floating vessel is preferred,
a need for DP rises. Thus, a simplified system was developed to compensate for the hor-
izontal motions of the vessel through filtering and controlling. In addition, the system
integration part takes place, that models the possible design strategies in order to control
the MP motions and compensate for induced vessel motions that were going to affect the
MP behaviour.
Lastly a MCA is deployed, since a choice needs to be made between the design strategies
that will conclude to the suggested winning strategy to be followed in such operations.
In Figure 7.1, the reader can see the overall model that was created in MATLAB/Simulink,
which includes all the aforementioned parts.

Figure 7.1: Model overview in Simulink

By finishing this research, multiple conclusions are derived. Those conclusions result
from the overall analysis and modelling and not just from the outcome of the project.
The conclusions from the research are presented below and since those resulting re-
marks are of great importance, several changes and alternatives can be considered for
future research.
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• The active compensating gripper can cope with different headings of the envi-
ronmental loads as well as different peak wave periods but when it comes to sig-
nificant wave heights, the concept is more sensitive since this parameter affects
mostly the MP motions instead of the vessel motions.

• MP motions are reduced to a large extend with the use of the active compensating
gripper when the vessel is a great influence in the MP’s response.

• The active gripper is modelled with a PID controller, in order to regulate the flow
rate that the proportional valve sends to the hydraulic cylinder. Since there are
constantly fluctuations in the motions and the gripper-MP interface is continu-
ously changing its position through the entire lowering operation, a PID controller
with constant gains is not realistic and it can be misleading to an extend.

• Through the lowering operation, two connections exist through the vessel and the
MP; the gripper and the crane’s lift wire. In extension, there are two sources that
influence the MP motions, the BT point of the crane and the gripper that is inte-
grated to the vessel.

As it was discussed in a previous stage of the thesis, the vessel’s COG translations
and rotations are not very significant but when those motions travel to the BT,
the motions at that point become of great importance. Thus, it would be wise
that a motion compensating crane can be researched to assess the impact that it
could have in such operation since it might be a good alternative for controlling
the lowering operation of the MP erection process.

• If the significant wave height is smaller than 2 meters, the environmental heading
is favourable and the vessel induced motions are not of great influence, a fixed
passive gripper might be an option to consider for the lowering operation. In order
to consider the fixed passive gripper, extensive analysis should be made based on
the area of operation and environmental loads.

• Even if a fixed gripper can be considered for the lowering phase, an active com-
pensating strategy is absolutely essential to achieve a successful piling phase of
the MP since the translation and rotation tolerances in that phase are significantly
smaller than the ones in lowering.

• The gripper loses its influence throughout the lowering operation since the dis-
tance between the gripper and the MP’s COG becomes smaller, resulting in such
way to smaller moment arm, thus less influence from the gripper to correct the
MP motions.
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• Throughout the lowering operation, the MP motions become smaller since the
submerged volume of the MP increases and the MP gets more damping from the
water as the length from the BP of the MP to the waterline increases. Furthermore,
it was discussed in Chapter 3, that the forces beneath the waterline decrease while
the submergence level increases.

7.2. RECOMMENDATIONS
In order to conclude this thesis report, some recommendations are given that are de-
rived from this analysis. Those recommendations are essential aspects that have to be
examined if a realistic simulation of the MP installation process is required. The recom-
mendations that the author can suggest are presented below.

• While performing the functional design process of the analysis, some of the prob-
lems were considered to be out of scope and thus not analysed. It is critical that
those problems will be taken into consideration and checked in order to complete
the lowering analysis and to result in more realistic conclusions.

• It is wise to consider different vessels and gripper positions to assess the sensitivity
of location. Since such design will be integrated in various HLVs in the future, this
sensitivity analysis is also an essential aspect that has to be considered.

• An extensive elaboration on the MCA is also strongly recommended. The different
strategies have to be assessed and ranked based on the established criteria, sub-
criteria and weight factors. To achieve a realistic MCA, those parameters have to
be defined with more accuracy. Furthermore, the score of each strategy on the
MCA will need a revision that will be based on quantifying measurements instead
of qualitative assessments and assumptions.

• In addition, a better design of the active compensating gripper and its hydraulic
actuating system should be considered, that involves a more realistic representa-
tion of the parameters that are considered to achieve position control.

• Combining some of the conclusive remarks, a hybrid solution might be an option
to consider. That is, to use an active compensating gripper for the first part of the
lowering operation, that the motions are higher and for the second part to lock the
hydraulic actuating system, transforming the gripper in such way to a fixed passive
one.

Since the gripper loses its influence and the motions become smaller throughout
the lowering operation, this solution can be a considerable option for power man-
agement and more efficient system that will add value to the concept.
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• It was mentioned before that a simplified and ideal DP system was deployed in
the research. It would be of great importance to implement a more sophisticated
control system including thrust allocation and power management system in or-
der to assess the required power that will be needed in such operations and to get
a better impression on a more realistic simulation of such operation.
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