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Summary

This thesis is done in collaboration with the Hearing protection company, ALPINE. The earplug de-
velopment followed in ALPINE is a trial and error method. Due to which a large number of earplug
samples get wasted, and the entire process is time-consuming and expensive. So, the objective of this
thesis is to ease the error earplug development process by implementing a prediction model. The model
must be able to predict the noise attenuation provided by an earplug based on the material and design
specifications.

Firstly, the factors that influence the sound attenuation in an earplug are researched so that those factors
can be included in the dataset. The dataset is separated into two: Venturi and Mesh datasets due to
the diversity in the earplug design configurations. Both datasets are multidimensional due to several
factors that influence the earplug noise attenuation. Eventually, the venturi dataset is built with 1160
data points and the mesh dataset with 1003 data points.

The noise attenuation data of all the earplugs in ALPINE are analysed to estimate the contribution of
each earplug component. The component contribution analysis helped in understanding which compo-
nent in an earplug actually works and provides sound attenuation.

Finally, to implement the most suitable prediction model, different regression models are analysed.
With the available data and based on the analysis, Gaussian Process Regression (GPR) model is se-
lected. With RBF kernel function and hyperparameter optimization, the GPR model is trained and
tested on both datasets. A Mean Absolute Error of 3.5 and 3.26 is observed in venturi and mesh
datasets respectively.

The main finding during the course of this thesis is that noise attenuation provided by an earplug is
highly subjective. Testing the same earplug on two different target populations with different ages,
gender, and ethnicity resulted in entirely different noise attenuation levels (A difference of 10 dB is
noted). Sound perception is crucial in earplug design. Even though the most ideal sound attenuation
prediction model for earplugs can be developed, in the end, everything relies on individual sound
perception. Due to individual sound perception, prediction of noise attenuation in earplugs has higher
level of uncertainty. However, if we have accurate age, gender, and ethnicity information, the earplugs
can be modelled and designed for each group. In such cases, the sound attenuation prediction model
can be developed with higher certainty.

The work done in this thesis should be considered the first step in developing a model for predicting
noise attenuation levels in earplugs. For model validation, the earplugs have to be manufactured from
scratch with new design specifications and it will take much longer than this thesis period. So model
validation is suggested as an extension to this thesis.
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Introduction

World Health Organization estimated around 430 million people with hearing loss [1]. This hearing
loss is mainly due to noise pollution [2]. The commonly used solution to protect people from over
noise exposure is by using hearing protection devices such as earplugs and earmuffs [3]. Hearing
protectors reduce the risk of hearing loss and the noise exposure level. The earplugs are designed for
several applications such as Sleeping, Concerts, Motor Sports, etc and so each earplug is designed to
provide a certain level of protection based on the application. ALPINE is one of the hearing protection
companies that manufacture earplugs for the aforementioned applications [4]. However, the earplugs
in ALPINE are developed by trial and error methods which have their own disadvantages and the main
idea of this thesis is to overcome the disadvantages faced by the company due to the trial and error
method of earplug development.

The following sections explains the current way of earplug development in ALPINE, the problems
associated with it and the solutions to overcome it in order to understand the main objective of this
thesis.

1.1 Current way of earplug development in ALPINE

The current way of earplug development is shown in Figure 1.1. The research and development team
in ALPINE, first conceptualise the earplug design along with some prior knowledge. After analysing
and designing the earplug for a certain application, the earplug samples are prototyped. Then these
earplugs are tested on subjects and on ear simulators to assess the attenuation level. If the earplug
doesn’t achieve the required attenuation level, then these earplugs are discarded and redesigned until
the required noise attenuation level is achieved. Hence, the earplug development in ALPINE is entirely
a trial and error process. The disadvantages of this process are explained in the next section.
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Figure 1.1: During the earplug designing phase, the earplugs are conceptualised, analysed and prototyped. Then these

earplug are tested on subjects and on ear simulators to assess the attenuation level to check if the earplug provides the

required attenuation level. If not, these earplugs are discarded and a new earplug is redesigned until the required noise
attenuation level is achieved. Hence, the earplug development and testing process iterative and is a trial and error method [4]

1.2 Downsides of trial and error testing method

As mentioned in Section 1.1, the drawbacks of earplug development and testing methods carried out in
ALPINE are as follows: For testing the samples on subjects, the earplugs are tested on 16 or 20 subjects.
Since this process is iterative, it becomes expensive to do the testing on subjects and ear simulators for
every iteration. The earplug design goes through several iterations of testing phase until it provides the
required attenuation level. Hence, large number of samples get wasted and it is expensive. Another
major downfall is that the entire process is time-consuming.

1.3 A Prediction model over trial and error testing method

To overcome the challenges mentioned in Section 1.2, a noise attenuation prediction model can be
implemented. This model should be able to predict the noise attenuation level of the earplug given
the material specifications and earplug designs. Based on the predicted noise attenuation level from
the model, the product developers can fine-tune the earplug design before prototyping the samples and
sending it to the testing laboratories. In this way the the number of iterations taken for earplug develop-
ment process is drastically reduced and can easily overcome the downsides mentioned in Section 1.2.

1.4 Objective

The objective of this thesis is to

* Study the factors that influence the noise attenuation level in an earplug.

* Analyse the noise attenuation data to find how much each of the earplug component contributes
to the total attenuation

* Analyse different prediction models

* Implement the most suitable prediction model that can predict the noise attenuation level of
the earplugs given the parameters that has an influence on noise attenuation such as material
specification and earplug design

1.5 Model Validation
It has to be noted that the newly developed model proposed in this thesis will be implemented and tested
with the available data from the company. However, to validate the developed model, the earplugs have
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to be manufactured from scratch with new design specifications. The time involved in validating the
model will take longer than the time allocated to carry out this thesis. Hence, the work done in this
thesis should be considered as a first step in developing a model for predicting noise attenuation level
in earplugs. The validation of the model is proposed as an extension of this thesis.

1.6 Thesis structure

This report is organised as follows; Chapter 2 first gives the preliminary background information re-
quired for this research such as testing method involved in an earplug testing, factors that influence the
attenuation level in an earplug. Then various literature based on ear anatomy and physiology of hear-
ing, material properties used for sound dampening are reviewed. Finally different prediction models
are analyzed and compared. Chapter 3 explains data analysis along with how the earplug components’
contribution to attenuation are calculated, why and how the Gaussian process regression model is used
for predicting the attenuation of earplugs. Chapter 4 explains the analysis of data and the associated
findings are presented. Finally the results of the predicted model are shown and analysed. Chapter 5,
summarises the thesis and the future research prospects are given.



Preliminary Review

This chapter focuses on reviewing various literature on the factors that influence the noise attenuation
level in earplugs (other than earplug components) and various regression models. However, to un-
derstand various terminologies associated with the earplugs, this chapter first introduces the required
preliminary information to the reader. The basic information such as the earplug testing methods, con-
struction of an earplug and its effect on providing sound attenuation are explained. Then the review
starts by exploring the ear anatomy, physiology of hearing followed by the material properties that
influences the sound dampening and the earplug performance in real world.

As mentioned in Section 1.5, since we cannot validate the developed prediction model, various predic-
tion models are analysed in this chapter. By considering the advantages and disadvantages of those
prediction models, the most suitable model for this application is selected.

The motivation of this chapter is summarised as follows:

* To understand which of the factors influence the noise attenuation level in earplugs

* To analyse different prediction models

2.1 Earplug Testing methods

Since this thesis revolves around earplug development and testing methods, it is important to understand
how those earplugs are tested. The amount of noise reduction provided by an earplug is referred as its
attenuation [5]. Hence, the earplug manufacturers provide the noise attenuation value in decibels (dB)
for different frequencies in hertz (Hz). The EN352-2:2020 standards mentions the construction, design,
performance and the minimum attenuation requirements for earplugs [6]. As per these standards, these
earplugs are tested on 16 subjects for the frequencies 63, 125, 250, 500, 1000, 2000, 4000, 8000 Hz.

The Real Ear-Attenuation at Threshold (REAT) is the subjective earplugs testing method and some-
times referred as the gold-standard since it is used in many parts of the world [7]. The REAT measures
the attenuation by determining the subject’s binaural threshold of hearing without an earplug and then
remeasure the subject’s binaural threshold of hearing with an earplug [5]. Then the difference between
the two hearing level is taken. This difference gives the attenuation level of the earplug (for the afore-
mentioned frequencies) which is called the Insertion Loss (IL). Insertion Loss (IL) is the difference
between sound pressure levels (SPL) that is measured at reference before and after a noise reduction
treatment (in our case is the Earplugs) [5]. The subjective test method setup is shown in the Figure 2.1.
The subject is seated at the centre of four loud speakers. The subject is given a button to press when he/
she first hears the sound that is played at a particular frequency and it is his/ her threshold of hearing.
This testing is carried out one by one for all 16 subjects.
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Figure 2.1: This is picture is taken from the PZT testing laboratory and certification body in Germany. This setup shows the
subjective testing method where the subject is seated at the centre of four loud speakers. The subject is given a button to
press when he/ she first hears the sound that is played at a particular frequency and it is his/ her threshold of hearing. The
hearing threshold is measured with and without the earplugs. This testing is carried out one by one for all 16 subjects.

Once the earplugs are tested for 16 subjects, the standard deviation of the attenuation is subtracted from
the mean, which gives the Assumed Value Protection (AVP) level for each frequency of that particular
earplug.

Another method of testing is the objective method called as an Acoustic/ Hearing protector test fixture
(Artificial ear). This method incorporates a microphone with a diaphragm, and measures the insertion
loss by measuring the sound pressure level with and without the earplug. The earplug attenuation data
provided by the acoustic test fixtures does not match with human earplug attenuation data. This might
be because the objective methods do not directly account for all of the sound paths to the occluded
ear, however bone conduction is either accounted through post measurement adjustments or ignored
completely [S]. The objective tests are mostly done by the company during the product development
phase to check if the earplug designed reached the required attenuation level. However, it has to be
taken into account that most of the attenuation data in some frequencies are greater than the subjective
test data. The Acoustic Test Fixture is shown in the Figure 2.2 and the small circular section is where
the earplugs are fitted and tested.

Figure 2.2: This figure shows the Acoustic Test Fixture with a microphone that measures the insertion loss by measuring the
sound pressure level with and without the earplug. The earplug is inserted into the small circular opening in the middle [8].
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2.2 Factors that influence the noise attenuation in earplugs

In Section 2.1, the methods of earplug testing are explained in brief. Now to implement a prediction
model, first it is important to understand how the earplugs are designed to filter the unwanted noise.
The sound that hits the earplugs can be absorbed, reflected or transmitted and it depends on the type of
medium the sound travels through. Hence the construction and composition of earplug materials play
a major role in sound attenuation. Earplugs consists of two main components: Thermoplug and Filters
as seen in the Figure 2.3. The noise attenuation in the earplugs is greatly influenced by the thermoplug
and filter. Based on the thermoplug material and the type of the filter used, the noise attenuation can be
increased or decreased.

Filter

@ T3

Thermoplug

Figure 2.3: This figure shows the components in an earplug produced by the company ALPINE [4], where the outer shell
like part is the thermoplug and the filter is inserted inside the thermoplug

2.2.1 Thermoplug Material

As mentioned in Section 2.2, the sound is either absorbed or reflected and it depends on the material
used. The thermoplug is made up of rubber-like, soft material that is easily fitted into the ear canal of
an individual. At first, it might seem to be just a material to hold the filter in place and fit the earplug
into an ear. But thermoplug provides some sound dampening, and it can be confirmed by the noise
attenuation test results of just the thermoplug without any filter inside (just air) which can be seen from
the Figure 2.4. The x-axis is the Frequency in Hertz (Hz) and y-axis is the Noise attenuation in Decibels
(dB). From the Figure 2.4, it can be seen that some sound dampening is provided by the thermoplug
especially between 1000 - 4000 Hz. Between 125-500 Hz, attenuation is in negative decibels , this is
because the equation for calculating the sound pressure level is relative to the threshold of hearing. The
equation for calculating sound pressure level is given in Equation 2.1

SPL = 20log P Q2.1
P,

where P is the sound pressure of interest and P, is the reference sound pressure of 0.00002 pascals = 0
dB the threshold of hearing [9]. Since sound pressure of interest is relative to reference sound pressure,
if reference pressure P, is larger than P, we end up in negative values. It means the sound pressure we
measured is lesser than the threshold of hearing.
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Figure 2.4: This graph shows the sound attenuation provided by the thermoplug component produced by the company
ALPINE [4]. The thermoplug is tested without any filter inserted inside it (just an open area filled with air). The x-axis
denotes the frequency in Hz and y-axis denotes the attenuation level in dB. It is observed that the thermoplug itself provides
some sound dampening between 1000 - 4000 Hz

The sound dampening provided by just the thermoplug is because of the sound transmission and absorp-
tion properties of the material used. The thermoplug material used in ALPINE is a blend of polymers
(both rubber and plastic). This material is widely used as damping materials because of the viscoelas-
tic polymer phases (elastic behaviour, ability to recover after deformation) isolated from stiff polymer
matrix (stiff segment, ability to resist the deformation) that can attenuate energy and dissipate it to heat
[10].

2.2.2 Filter types

In Section 2.2.1, it was mentioned that the thermoplug offers sound dampening to certain extent due
to its material properties. Also, the construction of filter inside the thermoplug contributes to sound
dampening. One type of filter can be thought of as a cylindrical tube with a small opening (hole) of
a certain diameter. So as this diameters increases, more sound waves are transmitted through the filter
which results in less sound dampening. On the other hand, as the diameter of the opening decreases,
less sound waves are transmitted and more sound dampening is achieved. This filter type, from now on
will be mentioned as Venturi filter.

The second type of filter comprises mesh (with many small openings). As the size of openings is large,
more sound waves are transmitted, therefore it results in less attenuation and vice versa. This filter type
will be mentioned as a Mesh filter in the rest of the report.

2.2.3 Other factors

The noise attenuation level of the earplug is basically a number given by a laboratory tested on a group
of subjects under ideal conditions. The noise attenuation is a frequency dependant, subjective random
process. So, no two noise attenuation measurements for the same earplug tested on two different person
will be the same. It is because, the ear shape and the hearing level differs from person to person. So
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the way each individual perceive sound might be different. Also, from the sound attenuation report
provided by the testing laboratory, it can be seen that the sound pressure level measured in decibels
differs per frequency. Hence, this has to be taken into account while predicting the noise attenuation
level of the earplugs.

Based on analysing the sound attenuation data and studying the construction of the earplug from
ALPINE, the factors that has an influence on noise attenuation level in earplug are shown in Figure 2.5.
The noise attenuation provided by an earplug has a higher level dependency on subjects and frequency.
Further, per subject and per frequency the noise attenuation depends on the earplugs components such
as thermoplug and filter.

Noise attenuation depends on

Subjects /\’ Frequency

iyl ARSI
]

Earplugs components

Thermoplug | Filter type

L ilter

Figure 2.5: The noise attenuation provided by an earplug has higher level dependency on subjects and frequency. Further,
per subject and per frequency, the noise attenuation depends on the earplugs components such as thermoplug and filter.

Hence the effects of the earplug components are mainly analysed to understand how much each of the
components contribute to the total attenuation based on prior data available from the company. This
analysis is further explained in Chapter 3

2.3 Ear Anatomy

In Section 2.2, the factors that provide noise attenuation in earplugs are explained. Apart from that, it
is also important to understand how hearing works in humans which is useful in designing an earplug.
If an earplug is designed in a such a way that is neither easily inserted into the ear canal nor sufficiently
protective, it might not provide the level of noise attenuation proposed by the product manufacturer
[11]. Earplug insertion and comfort are dependent on the external auditory canal shape, which may be
represented in a variety of shapes and sizes in humans [11]. Hence, it is important to explore the ear
anatomy and how it influences the earplug.

The parts of the ear are external, middle and inner as shown in Figure 2.6. Firstly, the external ear
comprises of the pinna, ear canal and ear drum. The middle ear has three small bones called malleus,
incus and stapes and these bones are collectively called as the ossicles. The ear drum connects to the
malleus, and the stapes connects to the inner ear. The inner ear is mainly focused on hearing and
balance. Cochlea is filled with special fluids and is responsible for the hearing. It has sensory hair cells
which are connected to the central hearing system by auditory nerve [12].
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Figure 2.6: Ear Anatomy depicting the sound propagation from outer ear to inner ear [13]. The sound waves are collected by
the pinna in the outer ear. These waves travels through the ear canal, hits the eardrum and causes the eardrum to vibrate. This
vibration of eardrum moves the ossicles in the middle ear thereby transferring the sound vibration into the inner ear [12].
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Now that we have seen the anatomy of the ear, it is important to understand the physiology of hearing
and the auditory function because it helps in designing an earplug focusing on attenuation in a particular
frequency range.

2.3.1 Physiology of hearing

The sound waves are collected by pinna. Pinna focuses the sound energy into the eardrum. These
sound waves travel through the ear canal and hits the eardrum and causes the eardrum to vibrate. This
vibration of eardrum moves the ossicles thereby transferring the sound vibration into the cochlea. As
the stapes vibrates, the fluids in cochlea moves in a wave-like manner thereby stimulating the hair
cells [12]. The hair cells are arranged in such a way that it responds to different sounds based on the
frequency. High frequency sounds stimulates the lower part of the cochlea and low frequency sounds
stimulates the upper part of the cochlea. Figure 2.7 shows how the hair cells in cochlea detects different
frequency ranges. Based on the stimulation of the hair cells in the cochlea with respect to the frequency
of the sounds, the hair cells sends nerve impulses through the auditory nerve that reaches the central
hearing system called the auditory cortex. Auditory cortex is where the nerve impulses are converted
into meaningful sound [12].
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Figure 2.7: Cochlea depicting how the hair cells in cochlea detects different frequency ranges. High frequency sounds
stimulates the lower part of the cochlea and low frequency sounds stimulates the upper part of the cochlea [13].

There are some important auditory functions which might be useful in designing an earplug for a
particular application and it is stated as follows:

* The ear canal amplifies the incoming sound waves around 3000 Hz (Common human speech
range) [14]
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* The outer ear amplifies the incoming sound in the frequency range of 1500-7000 Hz about 10-15
dB [15]

* The outer and middle ear together amplifies the incoming sound about 30dB [16]

* The ear is most sensitive to the frequency around 3000-4000 Hz because of the aforementioned
amplifying mechanism and so an intense stimulus is produced at these frequencies and the hair
cells which responds to these frequencies are at high risk from damage [16]. It has to be noted
that hearing loss caused by the noise exposure first occurs at 3000-4000 Hz and this is because
of this amplifying mechanism [16]

Based on the aforementioned amplifying mechanisms of ear, it is seen that ear is most sensitive around
3000-4000Hz and the damage occurs first that frequency range. So, it is an important point to be
noted while designing an earplug, where the focus must be on choosing an earplug material and
designing an filter in such a way that an earplug provides more attenuation around 3000-4000
Hz.

2.3.2 Ear Canal length

The ear canal is curved and it is about 2.5 cm (approximately 25mm) long [17]. Figure 2.8 shows
the ear canal as a straight tube [18]. The ear canal has two bends, first bend around 8mm and second
bend around 15mm. The narrowing of ear canal is between the first and second bend [19]. When the
earplug is fitted deeply enough, the narrowing between the first and second bends facilitate an airtight
seal [20]. Based on the experimentation results given in [21], it was observed that attenuation increased
with canal segment length at a rate of approximately 1.5 dB/mm up to a length of 14 mm. Also, it was
also observed that the second bend is around 15mm, and by inserting an earplug up until 15mm the
attenuation increased [21]. So from the aforementioned research, it is inferred that designing an
earplug with longer canal segment which reaches the second bend of the ear canal, increases the
attenuation.

Start of ear canal
0mm 10 mm 20 mm

30mm
Lo bbbl bty

End of ear canal

Narrowing

y 95
First bend mm Second bend Ear canal length = approx. 25 mm

7.6mm 14mm

Figure 2.8: Ear canal elongated as a straight tube, showing the first and second bend of the ear (yellow shaded region) and
the airtight seal provided by the narrowing of the tube between first and second bend [18].

The aforementioned factors such as ear canal length, earplug size and earplug length involves a diverse
and highly varying values since these parameters vary from person to person. There are not many data
available from the company regarding the earplugs that has different ear canal length, earplug size and
earplug length. Hence, it is assumed that these factors does not affect the predictions. So, these factors
are not included as input features in the dataset. However, these factors were given as earplug design
suggestions to the company, ALPINE.
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2.4 Material Properties

In Section 2.3, the Ear anatomy is explored in detail to understand the working of a human ear and to
make earplug design considerations based on that. Additionally, material selection plays an important
role not only in providing comfort to the user but also in noise attenuation. To the best of my knowl-
edge, there are not many studies conducted on the material selection of earplug which provides noise
reduction. However, with the focus on reducing noise pollution, there are various materials available for
soundproofing and sound dampening in buildings and acoustic rooms. These materials work mainly on
the sound absorption technology which transforms the vibration energy of the sound into heat. Hence,
these studies can be used to understand the material properties of earplugs.

ALPINE focuses on using materials that don’t affect the comfort of the user i.e. it should be easily
fitted inside the ear, doesn’t cause any discomfort while using it and so soft rubber-like materials are
used. Thermoplug is the part that goes into the ear canal hence, the thermoplug material should be
made of soft rubber-like material. Then, depending upon the application the filter varies. For example,
in the case of developing an earplug for sleeping, then the entire earplug should not have any hard
part since it might cause discomfort to the user because of the sleeping posture (the ear is squeezed
while sleeping). In such a case, the filter can be made of a soft material. In other applications, such as
developing an earplug for concerts, the user might be mostly in an upright posture and in such a case
the filter material does not need to be soft. So, the filters is made up of hard materials such as plastic.
Now we can see that the thermoplug is made of soft materials and the filter is made of either soft or
hard materials depending on the application. So, to understand how these materials contribute to sound
dampening, it is important to understand the mechanisms of sound propagation in materials.

2.4.1 Mechanism of Sound propagation

As the sound energy hits a surface (Incident energy), part of its energy is reflected (Reflected energy)
and the non-reflected part is absorbed (Absorbed energy) by the material and the rest is transmitted
(Transmitted energy). Hence, the incident energy is given as the sum of reflected energy, absorbed
energy and transmitted energy. If more energy is absorbed then less energy is transmitted and vice
versa [22]. Absorbent materials are mostly elastic, and these materials are soft or fibrous [22]. If
the sound wave hits a soft material sound energy is absorbed due to the deformation of the material
and if the material is porous, the sound wave is absorbed due to the vibration of the air inside the
pores thereby losing the energy by friction against the edges [22]. In ALPINE, elastomers are used
for thermoplug and amorphous polymers are used for the filter. In [23], it has been mentioned that
typically the elastomers and amorphous polymers show higher sound absorption properties . So, the
inference is that the materials used for thermoplug and filters in ALPINE provide noise attenuation by
sound absorption. In the case of hard materials used in filters, general idea is that hard materials reflect
sound [24]. But, a hard material like plastic which is below 10 millimetres in thickness cannot reflect
sound [25]. The filter material used by ALPINE falls under amorphous type polymers and based on the
paper [23], these types of hard polymers have sound absorption properties. So it is concluded that the
hard polymers used for filter manufactured in ALPINE provide noise attenuation by sound absorption.

It is now clear that the two types of materials used for earplugs in ALPINE are hard polymers
and soft, flexible elastomers. These two materials provide sound attenuation mostly by sound
absorption.

The study on material properties is done to understand how the material contributes to sound attenuation
and it will be useful information for the company to design further products based on this study.
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2.5 Performance of earplugs in Real world

In Section 2.4, an explanation to sound attenuation due to material properties is given. We design an
earplug and test it in laboratories expecting the earplug to provide a certain level of attenuation. How-
ever, laboratory attenuation measurements and real-world field measurements are not the same [26].
Since the Noise Reduction Rating (NRR) (in our case it is a Single Number Rating) is based on labora-
tory testing, it does not take into account the loss of protection that occurs when hearing protectors are
not fit properly or when they are not worn for the entire time that the wearer is exposed to noise [27].
For most wearers, the Single Number Rating identified on the current product label significantly over-
estimates the protection of the hearing protector in the workplace [27]. The results of the experiments
done in [28], confirm the overestimation of the values indicated by the manufacturers. From 3 to 5 dB
at high frequencies, the discrepancy reaches up to 8 to 10 dB at medium and low frequencies. Health
and Safety Executive (HSE) recommends derating the attenuation of hearing protection by 4dB when
estimating attenuation provided under real-world conditions [29]. Hence based on the aforementioned
study on the performance of earplugs on real-world, a suggestion to ALPINE is that while designing
an earplug, the company must take into account the real-world issues and design an earplug that
might be 4dB higher than the attenuation required for a particular application. This ensures that
the user can wear an earplug without having to worry about real-world discrepancies.

2.6 Analysis of Prediction models

The goal of this thesis is to predict the noise attenuation provided by the earplugs based on design
specifications. So, a prediction/ regression model is required. The selection of a particular regression
technique depends on the relationship between input and output variables, the output variable type, the
number of input variables and so on. As mentioned in Section 1.5, it is not possible to validate the
developed prediction model in this thesis. So, to use a prediction model for our application with a
certain degree of trustability, various prediction models are reviewed in this section. By analysing the
advantages and disadvantages of those prediction models, the most suitable model for this application
is selected.

2.6.1 Linear Regression

The most commonly used regression model is the Linear Regression, wherein the relationship between
input and output variables is linear as shown in Figure 2.9a. The linear model makes predictions by cal-
culating a weighted sum of input features plus a constant [30] and the equation is given in Equation 2.2

y=200+01x; + Ox; +..... + 6,x, 2.2)

where, ¥ is the predicted value, 7 is the number of input features, x; is the ith input feature value, 0y is
the constant term and 6; is the 7 model parameter (input feature weights).

In linear regression, the input feature weights are set in such a way that the model best fits the data, so
that we have accurate predictions. Though linear regression is a simple technique that is implemented
easily, this method can easily underfit, meaning linear regression assumes a linear relationship between
the input and output variables. In such a case, if the relationship between the input and output
variables is not linear or if the dataset is complex then the model fails to capture the relationship
and results in low accuracy prediction [31]. Also, in some cases the inputs variables are not
independent (multicollinearity), but linear regression assumes that the input data is independent
and so the correlation between the input variables must be removed before using linear regression
technique [31].
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Figure 2.9: Plots showing how the data points are fitted with Linear and Polynomial Regression [30]

2.6.2 Polynomial Regression

In case of a non-linear relationship between the input and output variables, the linear regression cannot
capture the data relationship in such cases polynomial regression can be used as shown in Figure 2.9b.
Polynomial regression is a way of using a linear model to fit non-linear data. This method adds powers
to each input feature as shown in Equation 2.3

y=0p+ O1x+ 92)62 (2.3)

where, § is the predicted value, x is the input feature value, 6y is the constant term and 6, 6, is the
model parameter (input feature weights).

In this equation, the weights are still linear however the curve that fits the data is quadratic in nature.
We can further increase the degree from 2 to how much ever we want so that the curve best fits the
data. But high degree polynomial regression sometimes overfits the data [30], which means the model
captures the noise/ outliers in the data. To avoid this we can increase the number of training data. In
the case of multivariate polynomial regression i.e. multiple input features, the problem is again
multicollinearity [32] as in linear regression. Also, if the number of input features in the dataset is
high, then multivariate polynomial regression gets quite complex.

2.6.3 Ridge Regression

Overfitting is a serious issue and it is reduced by regularization i.e. to constrain the degrees of freedom
a model has, In polynomial regression, to regularize it, we reduce the number of polynomial degrees
and in linear regression we constrain the weights of the model [30]. Ridge regression is a regularised
version of Linear regression meaning a regularization term is added to the cost function, by which the
model not only fits the data but also constrains the weights to be as small as possible [30]. The ridge
regression cost function is given by Equation 2.4

_ A\ 2
J(6) = MSE(0) + 5 i;el (2.4)

where MSE is the mean square error between the true target values and predicted values and it is a
function of 6, and 0 is the model parameter, « is the hyperparameter/ the penalty term which controls
how much we want to regularize the model. When data has multicollinearity, the & solves it [33]. By
changing a values, the penatly term is controlled. If « is large, penalty increases and the magnitude of
weights decreases and ends up close to zero [30], [34]. As o increases the bias increases and variances
decreases.

If we have a vector of input feature weights, the the regularization term is given by Equation 2.5 [30]

J(0) = MSE(6) + 7 |/ 2.5)
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where ||x]|2 is the I norm of the weight vector.

2.6.4 LASSO Regression

LASSO regression is same as ridge regression but the regularization term uses /; norm of the weight
vector [30] and it given by Equation 2.6

7(6) :MSE(6)+azn:\0i| (2.6)
i=1

where MSE is the mean square error between the true target values and predicted values and it is a
function of 0, and 6 is the model parameter/ weight vector, ¢ is the hyperparameter/ the penalty term
which controls how much we want to regularise the model.

LASSO regression, eliminates the weights of less important input features in the dataset [30]. The
selection of input features is arbitrary in nature and usually, prediction performance is worse than ridge
regression [35]. Figure 2.10a shows polynomial regression with ridge regularization, where, as o
increases, the predictions become more flat and reasonable, with reduced variance and increased bias.
Figure 2.10b shows polynomial regression with LASSO regularization with smaller ¢ values. From
Figure 2.10, it can be seen that at o@ = 1e — 05, the prediction accuracy is better in ridge regularization
when compared to LASSO.
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(a) Polynomial regression with ridge regularization, (b) Polynomial regression with lasso regularization,
where, as o increases, the predictions become more flat where, as o increases, the predictions become
and reasonable completely flat

Figure 2.10: Plots showing how the data points are fitted with Ridge and Lasso Regression [30]

2.6.5 Decision trees Regressor

Decision trees are capable of performing regression on complex datasets [30]. It is a tree-structured
regressor with a Root node, Interior nodes and finally Leaf nodes. The root node represents the entire
sample and it gets split up into interior nodes which represent the input features of the dataset. The
branches are the decision rules and finally, the leaf nodes represent the output. The leaf node is reached
by answering yes/ no questions from the root node. If the leaf node cannot be split up anymore, then
that particular leaf node is taken as the final prediction. The final predicted value is the average of the
value of the output in that the particular leaf node and this goes through multiple iterations [36]. For
example, Figure 2.11 shows the dataset and related decision tree regressor where the Root node i.e.
Outlook has three branches of interior nodes namely Sunny, Overcast and Rainy. Each of the interior
nodes is further split up into the interior nodes based on the dataset, The leaf node represents the output/
target variable [37]. Decision trees are easy to interpret and such models are called white-box models
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[30]. It can handle both categorical (names) and numerical variables. Also, decision tree is not affected
by missing values. However, when the input variables are uncorrelated, this regressor does not
work well [35]. Also, this algorithm can be inadequate for predicting continuous values. The main
issue with the decision tree algorithm is that it is very sensitive to small variations in the dataset [30]
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Figure 2.11: On the left, an example dataset with predictors and target is shown. On the right, related decision tree regressor
with root node, interior nodes and the leaf nodes (predicted values) is shown [37]

2.6.6 Random Forests

Decision trees are the fundamental concept of random forests and random forests are an ensemble of
decision trees and each tree is different as shown in Figure 2.12. Each tree makes its own prediction
and the final prediction is the average of all prediction output values from all the trees. Decision tree
searches for best input feature while node splitting whereas random forest splits then node randomly
which results in great tree diversity and has high bias and low variance [30]. Random forests are
considered to be a black box approach and it becomes hard to explain why those predictions were
made [30]. Random forests can overfit the data and might not work with small dataset.
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Figure 2.12: An example of Random Forest Regressor is shown, which is an ensemble of decision trees where each tree
makes its own prediction and the final prediction is the average of all prediction output values from all the trees [38]

2.6.7 Bayesian Inference for Gaussian Process Regression

The goal of any regression model is to best fit a line/ curve through the given data and use it for
prediction purposes. In such cases, for example in linear regression y = 6y 4 0;x; + 6,x,, the goal is to
estimate the weights i.e. 0 that best fits the data. Here, 6 is the unknown parameter, and so we have to
estimate it.

Based on the mathematical treatments of the unknown parameters in the model, the machine learning
models are categorized into deterministic/ Frequentist method and Random/ Bayesian method [39]. In
frequentist approaches the unknown parameters that have to be determined are considered to be non-
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random variables and the goal is to estimate a single value for them [39]. In the Bayesian approach, the
unknown parameters are random variables and the goal is to estimate the probability distributions of
them [39]. Usually, the Bayesian approach allows us to incorporate prior knowledge that we have on
our data into the model, unlike the frequentist approach which works on hypothesis and not considering
prior beliefs.

Bayesian statistics works based on Bayes’ Theorem and it calculates conditional probability (Probabil-
ity of one event given another event). Assume X, 0 are statistically dependant random vectors, then
Bayes’ theorem is given by the Equation 2.7

p(X[0)p(6)
p(X)

where p(0) is the prior distribution which is the prior knowledge we have on 0, p(X]0) is the likelihood
function and p(X) is called the evidence i.e. the probability of the input data X also called as the
marginal probability which means the probability of particular event irrespective of the other random
variables’ outcome. Finally, p(6|X) is the posterior distribution

p(0[X) = .7

In short the Bayes’ theorem is given as
L * Py,

E

where, Py, is the Posterior function, L is the likelihood function, P,, is the prior function and E is the
Evidence or the Marginal probability.

Py, =

So Bayesian workflow is given as follows:

* Prior Distribution: Capturing the prior knowledge available about a given parameter [40].

* Determine Likelihood Function: This is determined using the parameters’ information in the
observed data [40].

* Posterior Distribution: Combines the prior distribution and likelihood function using Bayes’
theorem. Posterior distribution updates one’s knowledge on a particular problem using the prior
knowledge [40].

Reasons to choose Bayesian Inference over Frequentist approach:

* As mentioned earlier, if we have some knowledge about our data, we can encode this information
directly into the prior distribution.

* In case, if we have a small dataset, the frequentist approach can incorrectly fit the data. However,
in Bayesian inference, prior distribution over the parameters helps to prevent incorrect fit and
this prior distribution acts as a regularization term [41].

» Bayesian inference captures the uncertainty in our data. With the 95% confidence intervals, we
can say that we are 95% sure that the unknown parameter that we estimated lies between some
data values [41].

Gaussian Process Regression (GPR)

A Gaussian process is a stochastic process and it is characterised by the mean and covariance function
[42]. The parameter definitions and equations in this section follow the textbook [42].

If we have two or more random variables that follows Gaussian distribution, then it is said to be Mul-
tivariate Gaussian distribution. If a vector Y € R has a multivariate Gaussian distribution, then it is
given as

Y ~ Na(p,X)
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where, i € R? is the mean vector and ¥ € R?*¢ is the covariance function.

The probability density function for multivariate Gaussian distribution is given as follows:

Pl ) = = 2m)Fexp (-~ (x-0) x) )

where d is the number of dimensions, x is the vector of input variables, tt is the mean vector and X is
the d x d covariance matrix.

A multivariate Gaussian regression function is given as follows:
p(fIX) = N(f|u, K)

where X = [x,X2,....,x,] is the vector of input features/ data points, f = [f(x1), f(x2),..., f(xn)] is the
latent, u = [m(x1),m(x2),...,m(x,)] is the mean function and K;; = k(x;,x;) is the covariance/ kernel
function.

Figure 2.13, shows the GPR, where Figure 2.13a shows sample functions drawn at random from prior
distributions specified by Gaussian process [42]. Let us say we have no knowledge of our data, so we
assume the mean to be zero. The shaded region in Figure 2.13a, denotes the prior covariance we have
assumed and in this example, the prior covariance does not depend on x [42]. Let’s say we observe
two data points (x1,y;), (x2,y2). From Figure 2.13b, we see that the function passes through the two
data points exactly and solid line is the mean values of the prior functions. The uncertainty is reduced
near the data points and the shaded region depicts the uncertainty is observing the points other than the
given data points [42].
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(b) The function passes through two new data points.
(a) Sample functions drawn at random from prior distributions Uncertainty reduces near the two data points. Uncertainty
specified by Gaussian process with zero mean and shaded (shaded region) is large where the data points are not observed.
region being the covariance function Solid line is the mean values of the prior functions

Figure 2.13: Gaussian Process Regression with prior and posterior distributions [42]

Covariance/ Kernel functions

Covariance function is a similarity measure between two different target values and it determines the
nature of the Gaussian process [42]. The parameter definitions and equations in this section follow the
textbook [42]. The covariance function is given by

k(x,x') = cov (y(x),y(x’))
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where cov is the covariance function, y(x) is the target value of at x and y(x) is the target value at x’
The properties of the covariance function are:
* k must be symmetrical and positive semi-definite function
* kis assumed to be stationary i.e. covariance function depends on the distance between the inputs
ie.

cov(y(x), y(x)) = k(x —x')

* Sometimes, covariance function is assumed to be isotropic, which means covariance only de-
pends on the magnitude of the distance and not on the direction.

¢ If input data has more than two features, the multidimensional covariance function is a product
of one dimensional covariance function for each of the input feature.

Types of kernel functions are

* RBF/ Squared exponential kernel function: It is a squared distance between two input values.
It is most commonly used kernel function and given by:

/ 1 (x — xl)z
k(x,x") = exp <_le> (2.8)
where [ is the length scale parameter and it determines the length in which the function should
vary. If [ =1, the curves vary at the distance of 1. As the length scale decreases, the kernel
function becomes more wiggly as shown in Figure 2.14a and Figure 2.14b. &7 is the variance
which scales the y-axis as variance increases as shown in Figure 2.14a and Figure 2.14c. RBF
kernels are infinitely differentiable, if we know the value at one location and all the derivatives
then we will know the function value everywhere [42].

length scale=0.25, variance =1

length scale=1, variance =1
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(b) Random functions drawn from Gaussian process
(a) Random functions drawn from Gaussian process with RBF kernel with lengthscale =0.25, variance=1
with RBF kernel with lengthscale =1, variance=1 [42] [42]

length scale=1, variance=100

(¢) Random functions drawn from Gaussian process
with RBF kernel with lengthscale =1, variance=100
[42]

Figure 2.14: Random functions drawn from Gaussian process with RBF kernel with with varying lengthscale and variance
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* Matern kernel function: Often, it is not required to use the models that are so smooth like RBF
kernel functions. So in such cases, Matern kernel function is used and it is given by:

2t <\/2v|x—x’ \/2V|x—x’|>
l

k(x,x') = T(v) ; VWEKy(

2.9)

k(x,x') ~ (14 [x—x|)exp (- |xl—2x'\ ))

where K, is a modified Bessel function, / is the length scale and v is an hyper parameter that
determines the smoothness of the function and says how many times the kernel function can be
mean square differentiated. Making v = oo in Equation 2.10 will then make it a RBF kernel.
The equation for Matern 3/2 is given in Equation 2.10 and can be mean square differentiated
only once. The equation for Matern 5/2 is given in Equation 2.11 and can be mean square
differentiated twice.

o o
kysp(x,x) = <1+ﬁxlx|)exp(—ﬁ’xlx|> (2.10)
o 2 —
ky—s o (x,2) = <1+\@xlx|+§;2)exp(—‘6’xlx|> 2.11)

The kernel becomes one when two inputs are the same and become zero if the distance between two
inputs is big. The prior distribution has to be specified in GPR. This prior is specified by the covariance
function.

Choosing the hyperparameters is the crucial step in choosing a kernel function. In RBF and Matern
kernel functions, the hyperparameters are the process variance and the lengthscale. Hence, to choose
the best hyperparameter that best fits the data, hyperparameter optimisation is done. The optimal hy-
perparameters are chosen by log marginal likelihood [42] by maximising the log of the likelihood
function. Once the hyperparameters are found, the predictions are done. The covariance function for
our application will be selected based on the nature of our dataset and its performance on the model.

To summarise, GPR is used in many machine learning applications because of its flexibility and un-
certainty measures over predictions [43]. If we have a small dataset with lots of uncertainty in the
measurements and we have some prior knowledge on our data then GPR can be a viable option to use
as a model for making predictions.

The following section will compare and analyse the advantages and disadvantages of reviewed predic-
tion models. Based on the analysis, the most suitable model will be selected for the noise attenuation
prediction in earplugs.
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2.7 Advantages and Disadvantages of reviewed prediction models

Table 2.1: Advantages and Disadvantages of reviewed prediction models

Prediction Models

Advantages

Disadvantages

Linear Regression

Simple Technique

Prone to underfitting. If the input-
output relationship is not linear and
complex then it results in low accuracy
predictions. It assumes that the input
data is independent

Polynomial Regres-
sion

Fits non-linear data

Prone to overfitting. Sensitive to out-
liers and it assumes that the input data
is independent

Decision Tree

Handles both categorical and numeri-
cal values. Not affected by missing val-
ues.

Does not work well if the input vari-
ables are uncorrelated [35]. Insufficient
for continuous value prediction. Sen-
sitive to small variations in the dataset
[30]

Random Forest

Works well with non-linear data. Han-
dles both categorical and numerical
variables. Not sensitive to outliers

Black box approach. Prone to over-
fitting and works well only with large
dataset. Might be biased to categorical
variables [44]

Gaussian  Process
Regression

Non-linear regression and a non-
parametric model. Gives uncertainty
measures over predictions. Works well
on small dataset. Incorporates prior
knowledge. Different kernels can be
specified [45]

Kernel tuning [46].

2.8 Main Inferences
The main inferences based on the review of the existing literature related to this thesis are summarised

by the following points

 Ear is most sensitive at 3000-4000 Hz and the damage occurs first at this frequency range. Hence,
an earplug can be designed in such a way that it provides maximum protection around 3000-4000

Hz [16]

* Studies show that an earplug with a longer ear canal segment that can reach up until the second
bend of the ear provides high attenuation [21]. Hence, an earplug can be designed with an ear
canal segment of length around 14/ 15mm. However, comfort should be taken into account while
doing so, since earplugs with longer ear canal segments might be uncomfortable for the user to

wear

* Based on the review of various prediction models, GPR might work well for the data avail-
able. Since, the input-output relation is non-linear, the gathered dataset is small and it has high
subjective uncertainty in the noise attenuation measurement, GPR might be the optimal choice.
Detailed explanation on the dataset and GPR model is given in Chapter 3

2.9 Research Questions
1. What is the contribution of each earplug component to the total attenuation?
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2.

3.

Due to high subjective uncertainty in the noise attenuation measurements in earplugs, is it possi-
ble to predict the noise attenuation of earplugs?

How the noise attenuation level in the earplugs can be predicted?

2.10 Goals and Objectives

1.

5.
6.

Analysing the noise attenuation data of different products tested on both subjects and artificial
ears provided by the company

Estimating the contribution of each earplug component i.e. Thermoplug contribution and Filter
contribution to the total attenuation in percentage

Building a dataset with noise attenuation per frequency for different products and its related
material specifications

Running the dataset through the Gaussian process prediction model to check if it produces viable
prediction results

Testing the dataset
Analysing the prediction results

The next chapter, Chapter 3 presents the data analysis, explains the calculations involved in estimating
the contribution of the earplug components to the total attenuation and results of estimated earplug
components’ contributions. Finally, the dataset with the input features that are selected based on the
factors that influence the noise attenuation is shown along with an explanation to GPR.



Methodology

This chapter explains how the dataset is built and the selected input features based on the factors that
influence the noise attenuation. The first research question 1, revolves around finding the contribution
of each earplug component. So, the noise attenuation data of various products in ALPINE is analysed.
Then, based on the data analysis, the calculations involved in estimating how much each of the earplug
components contributes to the total attenuation are shown along with the estimated contribution result
plots (in %). The second research question 2 and third research question 3, are about the prediction
model. Based on the analysis of the prediction models 2.8 in Chapter 2, it is inferred that the GPR
model is suitable for our application. So, in this chapter, a brief explanation of GPR based on Bayesian
inference is given. Finally, the steps involved in the regression task along with the framework used to
perform the regression are explained.

The motivation of this chapter is given as follows:

* To build the input dataset based on the factors that influence the noise attenuation

 To analyse the noise attenuation data of different earplugs in ALPINE and estimate the contribu-
tion of the earplug components individually

* To implement the GPR model and make predictions

3.1 Building the Dataset

The first step in developing a prediction model is to build the dataset. The test results usually have the
noise attenuation value (in dB) per frequency (Hz) for 16 subjects. The average of the noise attenuation
value per frequency is taken and the standard deviation is subtracted from the mean value to calculate
the final Assumed Protection Value (APV). Instead of taking this APV value in the dataset, the atten-
uation values of all 16 subjects per frequency are accounted in the dataset to capture the subjective
variations. So, for each product and each frequency, the noise attenuation values of 16 subjects are
present. An example of the noise attenuation values provided by the testing laboratory is given in Ta-
ble 3.1. Actual noise attenuation values are not mentioned in the table due to confidentiality purposes.

22



3.1. Building the Dataset 23

Table 3.1: Sound attenuation report provided by the laboratory after testing the earplugs on 16 subjects per frequency. The
values in the table are interpreted as follows: For Subject 1, at 63 Hz the noise attenuation of the earplug is 20 dB. StD
refers to the standard deviation and APV is the Assumed Protection Value. Actual noise attenuation values are not
mentioned in the table due to confidentiality purposes

. Frequency(Hz)| ¢ 125 | 250 |500 | 1000 | 2000 | 4000 | 8000

Subjects

1 20 26 27 26 25 30 25 28
2 2 28 27 27 2 31 35 18
3 24 29 19 25 24 29 32 20
4 25 25 20 24 26 32 26 30
5 19 27 26 26 27 28 34 20
6 19 28 21 27 31 33 36 31
7 23 30 25 30 23 27 25 25
8 8 31 23 2 30 30 26 29
9 2 24 24 19 29 31 27 19
10 18 25 18 31 27 28 30 20
1 21 26 19 21 28 29 31 31
2 2 27 26 21 25 33 28 17
13 26 31 27 23 25 30 29 19
14 25 28 28 25 24 28 35 25
15 20 29 25 26 19 18 27 27
16 19 24 18 27 20 31 28 25
Mean (dB) 214 | 274 | 233 |25 253 | 293 | 296 |24
StD (dB) 26 |23 |36 |32 |34 [35 |38 |49
APV (dB) 188 | 251 | 197 |21.8 |219 |258 |258 |19

The thermoplug and filter material specifications are collected for each product. As mentioned in
Section 2.2.2, there are two types of filter; Venturi and Mesh. The dataset is separated for these two
types of filters since there are lots of variations in the product design, and it is hard to combine these
two filter types in one dataset. Hence, the prediction models are separately applied for each of these
two datasets.

3.1.1 Venturi type earplugs’ Dataset

In the Venturi type dataset, there are two filter materials; Soft and Hard. As mentioned in Section 2.2.2,
the venturi filter diameter plays an important role in noise attenuation and so it is considered as an
input feature in the dataset. In the venturi earplug type, only the filter material varies and for all the
products same thermoplug material is used. The thermoplug material is not taken as an input feature
in the dataset since it is the same for all the products and do not contribute much. However, the canal
in which the filter is inserted inside the thermoplug differs in diameter. Also, from Section 2.2.3, it is
observed that sound pressure level differs per frequency, so it is taken as an input feature as well. To
sum up, the following input features are considered in the venturi dataset:

* Frequency
¢ Filter material
e Filter diameter

* Thermoplug canal diameter

The final dataset with input features for a few data points of venturi type earplugs is shown in Figure 3.1
and the dataset has a total of 1160 data points. Each frequency has attenuation values of 16/ 20 subjects
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so it is possible for the model to capture the subjective uncertainty. The Figure 3.1 shows an example of
how the venturi dataset looks. The exact values of each input feature are not given due to confidentiality
reasons. The target variable i.e the output is the attenuation values of all the products.

Product Frequency(Hz) dif)”r:\eert(e::nmi) Filter Material Filter Type l;“—‘:i;:rudnr:;s-(ssc:zf diar:::::l(rri'lm)
Product 1 63 k Material 1 Venturi yA X
Product 1 125 k Material 1 Venturi yA X
Product 1 250 k Material 1 Venturi yA X
Product 1 500 k Material 1 Venturi yA X
Product 1 1000 k Material 1 Venturi yA X
Product 1 4000 k Material 1 Venturi yA X
Product 1 8000 k+1 Material 1 Venturi yA X
Product 2 63 k+1 Material 2 Venturi zR x+0.10
Product 2 125 k+1 Material 2 Venturi zR x+0.10
Product 2 250 k+1 Material 2 Venturi zR x+0.10
Product 2 500 k+1 Material 2 Venturi zR x+0.10

Figure 3.1: Each frequency has attenuation values of 16/ 20 subjects so it is possible for the model to capture the subjective
uncertainty. The input features are Frequency (Hz), Filter material, Filter diameter (mm), and Thermoplug canal diameter
(mm)

3.1.2 Mesh type earplugs’ Dataset

As mentioned in Section 2.1, the tests are done either on ear simulators (Objective tests) or subjects
(Subjective tests). In the Mesh dataset, we have both of these two noise measurement data values. The
attenuation values from the subjective test and objective tests are not always the same and there is a
difference of a maximum 10 dB. This difference in values varies per frequency and the product. So,
it is hard to generalise and come up with a certain value per frequency. Hence, to account for this
difference, the test method is given as an input feature in the dataset. This test method takes two values:
Subjective and Objective.

Since sound pressure level differs per frequency as seen in Section 2.2.3, it is taken as an input feature.
The thermoplug material and the canal in which the filter is inserted are the same. Since it does not
vary, it is not taken as an input feature in the mesh filter type dataset. In mesh filter type, the entire
earplug is a composition of 3 layers including the mesh filter. However, due to the product design
confidentiality of the company, the other layers cannot be explained in this report. However, those
layers are named Layer 1, Layer 2 - The Mesh filter and Layer 3. Since the mesh filter contributes to
noise attenuation as seen in Section 2.2.2, the mesh opening percentage and material are taken as input
features. Additionally, the specification of Layers 1 and 3 are accounted in the dataset as well since
they vary for different products and contribute to noise attenuation which is seen in Section 3.2.2.

To summarise, the following input features are considered in the mesh dataset:
* Test method
* Frequency

* Layer 1 type
* Layer 2 - Mesh material
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* Layer 2 - Mesh opening percentage
* Layer 3 material
* Layer 3 thickness

The final dataset with input features for a few data points of mesh earplugs is shown in Figure 3.2. This
dataset has total data points of 1003. Each frequency has attenuation values of 16/ 20 subjects so it
is possible for the model to capture the subjective uncertainty. The Figure 3.2 shows an example of
how the mesh dataset looks. The exact values of each input feature are not given due to confidentiality
reasons. The target variable i.e the output is the attenuation values of all the products.

Product Test method Frequency(Hz) Layer 1 type Mesh Material Meshggenmg Layer 3 Material ey [3":::)ckness
Product 1 Objective 125 A100 P20 Mesh LD20 X
Product 1 Objective 250 A100 P20 Mesh LD20 X
Product 1 QObjective 500 A100 P20 Mesh LD20 X
Product 1 QObjective 1000 A100 P20 Mesh LD20 X
Product 1 QObjective 4000 A100 P20 Mesh LD20 X
Product 1 QObjective 8000 A150 P20 Mesh LD20 X
Product 2 Subjective 125 A150 H2 Mesh LD50O x+10
Product 2 Subjective 500 A150 H2 Mesh LDEO x+10

Figure 3.2: Each frequency has attenuation values of 16/ 20 subjects so it is possible for the model to capture the subjective
uncertainty. The input features are Test method, Frequency (Hz), Layer 1 type, Layer 2 - Mesh material, Layer 2 - Mesh
opening (in %), Layer 3 material, and Layer 3 thickness

3.2 Earplug components’ contribution to total attenuation

To answer the Research Question 1, it is important to know how much each of the components in the
earplug contributed to the total attenuation separately. So, with the available noise attenuation data from
objective and subjective tests, the contribution of each component is calculated. The following sections
explain the data analysis and the calculations involved in estimating the component’s contribution in
both venturi and mesh earplugs.

3.2.1 Venturi type Earplug components’ contribution to total attenuation
Venturi earplug type has two components; Thermoplug and the filter. ALPINE has conducted some
tests on just the thermoplug to know how the thermoplug attenuates the incoming sound by itself as
mentioned in Section 2.2.1. Hence for this test, just the thermoplug without the filter is taken and tested
in the ear simulator. The sound attenuation values for just the thermoplug are reported in decibels per
frequency as shown in Table 3.2. The values in the table are for representation purposes only.
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Table 3.2: ALPINE tested the thermoplug without any filter in an ear simulator (Objective test). The table below shows the
sound attenuation provided by just the thermoplug in dB for various frequencies.

Frequency (Hz) | Attenuation (dB)

125 0.1

250 0

500 -1.3

1000 1
2000 13.1
4000 26

8000 5.6

As shown in, Table 3.2, the attenuation value is reported to be 0 dB and it also has negative values. It is
because, from the sound pressure level equation Equation 2.1 it can be seen that the sound pressure of
interest is relative to reference sound pressure and so if the sound pressure of interest is larger than the
reference sound pressure, we will end up in negative values. If the sound pressure of interest is equal
to the reference sound pressure, then we end up at O dB.

From the company we have thermoplug attenuation data from objective tests, however, there are no
subjective tests conducted on just the thermoplug. Also, there are no objective and subjective tests con-
ducted on just the filter. But we have subjective tests conducted on the entire earplug (Thermoplug with
the filter). So, by comparing the objective test results of the thermoplug and the subjective test results
of the earplug, the thermoplug and filter contribution are estimated. Here the comparison is between
objective and subjective test methods. Because, in the objective test we use a digital machine to find
the noise attenuation and in this case, the measured attenuation data does not vary much. However, in
subjective tests, attenuation data is highly random. Also, the objective and subjective test results are not
always the same as mentioned in Section 2.1. From the data, it is observed that mostly the objective test
results are higher than the subjective test results. But due to inadequate data in hand, we assume that
both the objective and subjective data can be compared and used for component contribution estimation.

Goal: To find the thermoplug and filter contribution(in %) of all the earplugs in ALPINE

Data available:

* Thermoplug attenuation data from objective tests
* Earplug (Thermoplug with filter) attenuation data from subjective test

Assumption: Objective and Subjective test data can be compared and used for component contribution
estimation

The attenuation values are on a decibel scale. Direct mathematical operations such as addition, and
subtraction cannot be performed on the decibel values. So, the decibel values have to be first converted
into linear scale i.e. the decibel values must be converted into sound pressure values in pascals. From
the sound pressure level equation, the sound pressure of interest in pascals is found by keeping the
reference pressure as 20 pascals(threshold of hearing). The equations are given in Equation 3.1.

P
SPL =20log
Pref (3.1

SPL
P= (10 20 )*Pref

where SPL is the Sound Pressure Level in decibels, P is the sound pressure of interest in pascals, Py s
is the reference pressure in pascals.
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Let’s see the components contribution calculation with an example. The table in the Figure 3.3, shows
the attenuation value of just thermoplug A in decibels (second column) and the sound pressure of
interest in pascals (third column) calculated using the Equation 3.1 at 125 Hz and the attenuation
value of an earplug i.e. Product 1 in decibels (second column) and the sound pressure of interest in
pascals(third column) calculated using the Equation 3.1 at 125 Hz.

s o e
Fiter
Thermoplug attenuation value Product 1 attenuation value
Sound Sound
Fre(q:ze)ncy Attenuation(dB) pressure Frequency Attenuation(dB) preos:szre
(Pascals) (Hz) (Pascals)
125 0 20pPa 125 20 200pPa
(a) Conversion of sound attenuation value (b) Conversion of sound attenuation value
in decibels to pascals of Thermoplug A. in decibels to pascals of Product 1. The
The table shows the attenuation value of table shows the attenuation value of an
thermoplug A in decibels (second earplug i.e. Product 1 in decibels (second
column) and the sound pressure of column) and the sound pressure of
interest in pascals (third column) interest in pascals (third column)
calculated using the Equation 3.1 at 125 calculated using the Equation 3.1 at 125
Hz Hz

Figure 3.3: Conversion of sound attenuation values in decibel values to pascals (Linear scale)

By using the data given in the Figure 3.3, the contribution of thermoplug A to the total attenuation of
product 1 is calculated using the following equation,

Py
TA = | — | *C
(Pm)

201 (3.2)
Ty=(——
g (200u) "
Ty = 10%

where Ty is the contribution of thermoplug A, Py is the Sound pressure in thermoplug A, Pp; is the
Sound pressure in Product 1 and ¢ = 100.

The thermoplug contribution is then normalised between 0-100. We have taken the total contribution
to be 100%. The venturi earplug only consists of two components, so the thermoplug A contribution is
subtracted from the total contribution to find the filter contribution.

F=T. T
F,=100—-10 (3.3)
F, =90%

where F; is the venturi filter contribution in %, T is the total contribution of a product which is always
100% and Ty is the contribution of thermoplug A.

From the results, it is inferred that thermoplug A contributes only 10% to the total attenuation and the
filter contributes 90% to the attenuation of product 1 at 125Hz.

In Venturi filter type of earplugs, ALPINE has 6 products. Let’s name those products as Product 1,
Product 2, Product 4, Product 5, and Product 6 (for confidentiality purposes). The Same thermoplug
i.e. Thermoplug A is used for Products 1 to 5, but only the filter diameter varies. Using the thermoplug
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A attenuation data, the thermoplug A contribution (in %) is estimated for all the products separately for
all the frequencies. Likewise, the filter contribution is also found.

Product 6 has a different thermoplug, let’s say thermoplug B. Product 6 has three filter variations of
different diameters. There are no tests conducted separately on the filter for this product. However,
ALPINE has conducted some tests to find how much thermoplug B attenuates the incoming sound. So,
the calculation for finding the thermoplug B and filter contribution is similar to Equation 3.2 and Equa-
tion 3.3. Using the Thermoplug B attenuation value and Product 6 attenuation value, the contributions
are estimated as follows:

Tg = -2 xe (3.4)

where Tp is the contribution of thermoplug B, P is the Sound pressure in thermoplug B, Ppg is the
Sound pressure in Product 6 and ¢ = 100.

F,=T —Tp 3.5

where F; is the venturi filter contribution in %, T is the total contribution of a product which is always
100% and Tp is the contribution of thermoplug B.

All these calculations are done per frequency, because the sound pressure varies per frequency. The
contributions of each components for Products 1 to 4 (Soft range filters) is shown in Figure 3.4 and
Figure 3.5. The x-axis is the frequency in Hz and y-axis is the estimated contribution of earplug
components in %. The green curve is the thermoplug contribution and the blue curve is the filter
contribution.

PRODUCT 1 - Thermoplug A, Soft Filter PRODUCT 2 - Thermoplug A, Soft Filter

Thermoplug A Filter {Diameter=x mm) Thermoplug A Filter (Diameter=x+0.10 mm)

=]
&

100

(5]
u

Contribution of earplug components (%)
Contribution of earplug components (%)

125 250 500 1000 2000 4000 8000 125 250 500 1000 2000 4000 8000

Frequency(Hz) Frequency(Hz)

Figure 3.4: Contributions of thermoplug A and soft filter of the Products 1 and 2. The filter diameter of Product 1 and 2
varies by 0.10 mm. The x-axis is the frequency in Hz and y-axis is the estimated contribution of earplug components in %.
The green curve is the thermoplug contribution and the blue curve is the filter contribution. At 4000 Hz most of the sound

attenuation is from the thermoplug. Between 125 - 500 Hz and around 8000 Hz most of the contribution to sound
attenuation is provided by the filter.
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PRODUCT 3 - Thermoplug A, Soft Filter PRODUCT 4 - Thermoplug A, Soft Filter
Thermoplug A = Filter (Diameter=x+0.10 mm) Thermoplug A = Filter (Diameter=x mm)

100 100
- -
g g
2 2
I~ i~
7] @

5 75 57
Q =%
£ £
Q (=]
L] w

E 50 S 50
[~] [~}
@ @
b b
= i~
2 o

g 2 5
2 2
= s
5 S
Q O

0 0

125 250 500 1000 2000 4000 8000 125 250 500 1000 2000 4000 8000
Frequency(Hz) Frequency(Hz)

Figure 3.5: Contributions of thermoplug A and soft filter of the Products 3 and 4. The x-axis is the frequency in Hz and
y-axis is the estimated contribution of earplug components in %. The green curve is the thermoplug contribution and the
blue curve is the filter contribution. The filter diameter in these two products varies by 0.10 mm. Like Product 1 and 2, at
4000 Hz most of the sound attenuation is from the thermoplug. Between 125 - 500 Hz and around 8000 Hz most of the
contribution to sound attenuation is provided by the filter.

The contributions of each components for Products 5 and 6 (Hard range filters) can be seen in Fig-
ure 3.6.

PRODUCT 5 - Thermoplug A, Hard Filter PRODUCT 6- Thermoplug A, Hard Filter
Thermoplug A = Filter (Diameter=x mm) Thermoplug A = Flter (Diameter=x + 0.10mm)
100 —— 100
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Figure 3.6: Contributions of thermoplug A and hard filter of the Products 5 and 6. The x-axis is the frequency in Hz and
y-axis is the estimated contribution of earplug components in %. The green curve is the thermoplug contribution and the
blue curve is the filter contribution. The filter diameter in these two products varies by 0.10 mm. Like the soft range filters,
most of the sound attenuation from the thermoplug is at 4000 Hz. Most of the contribution to sound attenuation provided by
the filter is between 125 - 500 Hz and 8000 Hz

The contributions of each components for Products 7(three variations) can be seen in Figure 3.7.
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PRODUCT 7 - Thermoplug B, Hard Filter PRODUCT 7 - Thermoplug B, Hard Filter PRODUCT 7 - Thermoplug B, Hard Filter
Thermoplug B Filter (Diameter=x=0.15 mm) Thermoplug & Filter (Diameter=x+0.1 mm} Thermoplug B Filter {Diameater=x mm
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Figure 3.7: Contributions of thermoplug B and hard filter of the Product 7. The x-axis is the frequency in Hz and y-axis is
the estimated contribution of earplug components in %. The green curve is the thermoplug contribution and the blue curve is
the filter contribution. The filter diameter in these three products are x mm, x+0.1 mm and x+0.15 mm. Like the previous
products, most of the sound attenuation from the thermoplug is at 4000 Hz. Most of the contribution to sound attenuation
provided by the filter is between 125 - 500 Hz and 8000 Hz

From the graphs, it is clear that at 4000 Hz most of the sound attenuation is from the thermoplug.
Around 125-500 Hz and 8000 Hz, the minimal contribution is provided by the thermoplug. This be-
haviour is supported by comparing the actual attenuation values of the thermoplug and product 1. From
Figure 3.8, it is seen that the attenuation provided by just the thermoplug A and product 1 (thermoplug
A with filter of x mm diameter). Most of the attenuation at 4000 Hz is from the thermoplug (Blue
curve).
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Figure 3.8: Sound attenuation provided by just the Thermoplug A (without filter) vs Sound attenuation provided by Product
1 (Thermoplug A with filter of x mm diameter). he x-axis is the frequency in Hz and y-axis is the sound attenuation in dB.
The blue curve is the sound attenuation provided by the thermoplug A and the green curve is the sound attenuation provided
by Product 1. Most of the attenuation in Product 1 is from the thermoplug at 4000 Hz
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The estimation of components’ contribution is carried out to understand how much each of the com-
ponents in an earplug contributes to the total attenuation. Hence, it will be useful for the company to
understand the functioning of each component per frequency and modify the design if needed.

3.2.2 Mesh type Earplug components’ contribution to total attenuation
In this section, the component contribution is calculated for mesh earplugs. Unlike Venturi earplugs,
in mesh type of earplugs, the entire filter part is a composition of three layers. In ALPINE, the mesh
earplugs are designed to achieve flat attenuation i.e. providing the same attenuation at all frequencies.
Hence, multiple layers are added to achieve that goal. So here the aim is to find the contribution of
all those layers namely, Thermoplug, Layer 1, mesh filter layer and Layer 3 to the total attenuation
provided by the products. Thermoplug B is used for all the products in this mesh type. The other layers
have quite a lot of variations. The number of variations in each layer is as follows:

* Layer 1 has two variations, namely A100 and A150
* Mesh filter layer has three variations, namely Mesh H2, Mesh P3, and Mesh P20
» Layer 3 has seven variations, namely LD20, LD50, LD80, FO, LA6, LA20, and LA250

Hence, mesh type earplugs’ composition is Thermoplug B + Layer 1 + Mesh layer + Layer 2. There
are several products based on the different variations of each layers. Firstly, it is important to calculate
the contribution of each of these layer’s variations. Based on the data analysis it is found that following
objective test attenuation data are available from ALPINE and the components of each product is given
in Table 3.3.

Table 3.3: Components list of each product in mesh type of earplugs

Product Components

- Thermoplug B

Product 1 Thermoplug B + Mesh P20

Product 2 Thermoplug B + A100 + Mesh P20

Product 3 Thermoplug B + A100 + Mesh P20 +
LD20

Product 4 Thermoplug B + A100 + Mesh P20 +
LD50

Product 5 Thermoplug B + A100 + Mesh P20 +
LD8O0

Product 6 Thermoplug B + A100 + Mesh P20 + FO

Product 7 Thermoplug B + A100 + Mesh P20 + LA6

Product 8 Thermoplug B + A100 + Mesh P20 +
LA20

Product 9 Thermoplug B + A100 + Mesh P20 +
LA250

Product 10 Thermoplug B + A100 + Mesh P3

Product 11 Thermoplug B + A100 + Mesh H2

Product 12 Thermoplug B + A150 + Mesh P20 + LA6

There are no tests conducted separately on each of these layers and each layer is always in combination
with another layer. So, before calculating the contribution of each component in percentage, it is first
required to calculate the effects of each layer i.e. How much each of these layers is attenuating. Before
doing any mathematical operations all the attenuation data in decibels must be converted into linear
scale i.e. Pascals (Pa).
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The thermoplug B effects are already available from the objective tests. So there is no requirement to
calculate it separately. Firstly, the effects are A100 (Layer 1) are calculated. Product 2 is a combination
of Thermoplug B, A100 and Mesh P20 and Product 1 is a combination of Thermoplug B and Mesh
P20. So, by subtracting the sound pressure value of product 2 from product 1 we get the A100 sound
pressure value i.e. A100 effects. The calculations are as follows:

Ajo0 = Ppr — Ppy

(3.6)
A1oo = (Tg +A100 + Pao) — (T + Pr)

where Ajqg is the sound pressure of A100 layer, Ppr and Pp; is the sound pressure of Product 2 and
Product 1. Tp, A100, and Pyg is the sound pressure of thermoplug B, A100 layer, and Mesh P20 layer
respectively.

The effects of Mesh filter layer P20 is calculated as follows:

Pyy=Pp1 —Tp

3.7
Py = (T + Py) — (T3) G

where Pp; is the sound pressure of Product 1. T, and P is the sound pressure of thermoplug B, and
Mesh P20 layer respectively.

Likewise, based on the product compositions, the effects of each layer is found. The calculations for
finding the effects of different layer 3 are as follows:

LD>y = Pp3 — Pp2

LDso = Pps — Pp>

LDgy = Pps — Pp>
FO = Ppg— Pp) (3.9)

LA¢ = Pp7— Pp

LAy = Ppg — Pp>

LAsso = Ppg — Pp
where LD»q, LDsgy, LDgy, FO, LAg, LAy and LAjsg is the sound pressure of LD20, LD50, LD80, FO,
LA6, LA20 and LA250 Layer 3 variations respectively. Ppy, Pp3, Ppa, Pps, Ppg, Pp7, Ppg and Ppy is the

sound pressure of Products 2, 3, 4, 5, 6, 7, 8 and 9 respectively.

To find different Mesh filter layer effects, the sound pressure of Ajqp is calculated from Equation 3.6
and the following calculation is done

Py = (Ppio) — (Tg +A100)
Hy = (Pp11) — (Tg +A100)

where P3, H, Pp1g and Ppy; is the sound pressure of Mesh layer P3, Mesh layer H2, Product 10 and
Product 11 respectively.

To find A150 effects, sound pressure of Mesh P20 layer calculated from Equation 3.7 and sound pres-
sure of LAG6 layer calculated from Equation 3.8 are used and the calculations are as follows:

Aiso = Ppio — (T + Py + LAg)

where Ajsg is the sound pressure of A150 layer, Ppj is the sound pressure of Product 12.
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However, by doing the aforementioned calculations, there is a problem of ending up in negative sound
pressure values. For example, let’s take the sound pressure value of Product 1 = 0.0193 mPa and
Product 2 = 0.0189 mPa at 125 Hz, so as per Equation 3.6,

Ajoo =0.0189 -0.0193

(3.9
A100 = —0.0004 mPa

Since the value of Product 2 is lesser than Product 1, it results in a negative value as shown in Figure 3.9.
However, the negative sound pressure value does not make any sense. Such a small value does not
contribute to hearing as well. Hence, this value is approximated to 0. So, while finding the effects of
each layer in the earplug, if it results in a negative value, then it will be approximated to zero as shown
in Figure 3.10 (Values in the figure are for representation purposes only).
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Thermoplug B
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A100 effects(mPa)

Mesh P20
effects(mPa)

L20 effects(mPa)
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-0.0007

0.3666

Figure 3.9: Since the sound pressure value of Product 2 is lesser than Product 1, it results in Negative sound pressure values
(highlighted box in grey)
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J Approximation
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Figure 3.10: Negative sound pressure value does not exist and contribute to hearing. Hence, this value is approximated to 0
(highlighted box in grey)

Based on the aforementioned calculations, the effects of each layer are found. Using these effects, the
contributions of each component in the mesh earplugs are calculated. The contribution of each com-
ponent is calculated for each product per frequency. For example, the contribution of the components
for product 3 is calculated. Firstly, the contribution of thermoplug B is calculated in the same way as
Equation 3.2 and the equation is given as follows:

P
TB; = g*c (3.10)

P3

where TBj is the contribution of thermoplug B (in %) in Product 3, Prp is the sound pressure of
Thermoplug B, Pp3 is the sound pressure of Product 3 and ¢ = 100.
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To find the contribution of Layer 1, Mesh and Layer 2 in product 3, A100 effects, Mesh P20 effects and
LD20 effects are used in the calculation and they are calculated as follows:

A
A1003 = *C (3.11)

P3
where A100; is the contribution of A100 layer (in %) in Product 3, Ajqg is the sound pressure of A100
layer, Pp3 is the sound pressure of Product 3 and ¢ = 100.

P
P20; = -2 xc (3.12)
Pp3
where P20 is the contribution of Mesh P20 layer (in %) in Product 3, P» is the sound pressure of Mesh

P20 layer, Pp3 is the sound pressure of Product 3 and ¢ = 100.

LD203; = *C (3.13)

where LD203 is the contribution of LD20 layer (in %) in Product 3, LD is the sound pressure of LD20
layer, Pp3 is the sound pressure of Product 3 and ¢ = 100. Likewise, the contribution of components is
estimated for all other mesh type of earplugs.

The contributions of components in product 3, 4, and 5 are shown in Figure 3.11, the products have
different 3rd layer and all other layers, i.e. Thermoplug, Layer 1 and Layer 2 are the same. From,
the graphs, it is seen that at low frequencies, Layer 3 contributes the most to the total attenuation
of the earplug and at 4000 Hz, mostly thermoplug contributes and finally around 8000 Hz, Layer 1
contributes the most. Also, the mesh filter layer’s contribution to the total attenuation is very minimal
when compared to all other components in products 3, 4 and 5.
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Thermoplug B~ A100 = MESH P20 = LD20
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(a) Contribution of Thermoplug, Layer 1 - A100, Layer 2 - Mesh filter P20 and Layer 3 - LD20 in
Product 3

Thermoplug B~ A100 = MESH P20 = LD50
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(b) Contribution of Thermoplug, Layer 1 - A100, Layer 2 - Mesh filter P20 and Layer 3 - LD50 in
Product 4
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(c) Contribution of Thermoplug, Layer 1 - A100, Layer 2 - Mesh filter P20 and Layer 3 - LD80 in
Product 5

Figure 3.11: Plot shows the contribution of Thermoplug (Green curve), Layer 1 - A100 (Yellow curve), Layer 2 - Mesh
filter P20 (Red curve) and Layer 3 - LD20 (Black curve) in Product 3, 4 and 5. The x-axis is the frequency in Hz and y-axis
is the contribution of mesh earplug components in %. At low frequencies, Layer 3 contributes the most to the total
attenuation of the earplug and at 4000 Hz, mostly thermoplug contributes and finally around 8000 Hz, Layer 1 contributes
the most. The mesh filter’s contribution to the total attenuation is very minimal when compared to all other components.
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From Figure 3.12, it can be seen that most of the contribution to total attenuation is from FO layer when
compared to all other components.

Thermoplug B~ A100 = MESH P20 = FO
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Figure 3.12: Contribution of Thermoplug (Green curve), Layer 1 - A100 (Yellow curve) , Layer 2 - Mesh filter P20 (Red
curve) and Layer 3 - FO (Black curve) in Product 6. The x-axis is the frequency in Hz and y-axis is the contribution of mesh
earplug components in %. Most of the contribution to total attenuation IN Product 6 is from FO layer when compared to all

other components

The Figure 3.13 shows the components contribution in product 7,8 and 9 with variations in layer 3.
Here, in low frequencies layer 3 contributes the most and at 4000 Hz, thermoplug contributes the
most. However, in Figure 3.13a, at 2000 Hz and 8000 Hz, Layer 1 - A100 contributes the most. In
Figure 3.13b, at 8000 Hz, contribution of layer 3 - LA20 is better than Layer 1 - A100. In Figure 3.13c,
at 8000 Hz, Layer 3 - LA250 contributes the most. Again in these products, the contribution of mesh
layer is very minimal when compared to the other components.
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Thermoplug B~ A100 = MESH P20 = LA6
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(a) Contribution of Thermoplug (Green curve), Layer 1 - A100 (Yellow curve), Layer 2 - Mesh
filter P20 (Red curve) and Layer 3 - LA6 (Black curve) in Product 7. The x-axis is the frequency
in Hz and y-axis is the contribution of mesh earplug components in %. In low frequencies layer 3 -
LAG6 contributes the most and at 4000 Hz, thermoplug contributes the most. However, at 2000 Hz
and 8000 Hz, Layer 1 - A100 contributes the most

ThermoplugB ~ A100 = MESH P20 = LA20
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(b) Contribution of Thermoplug (Green curve), Layer 1 - A100 (Yellow curve), Layer 2 - Mesh
filter P20 (Red curve) and Layer 3 - LA20 (Black curve) in Product 8. The x-axis is the frequency
in Hz and y-axis is the contribution of mesh earplug components in %. Like Product 7, in low
frequencies layer 3 - LA20 contributes the most and at 4000 Hz, thermoplug contributes the most.
However, at 8000 Hz, contribution of layer 3 - LA20 is better than Layer 1 - A100.

Thermoplug B~ A100 = MESH P20 = LA250
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(c) Contribution of Thermoplug (Green curve), Layer 1 - A100 (Yellow curve), Layer 2 - Mesh
filter P20 (Red curve) and Layer 3 - LA250 (Black curve) in Product 9. The x-axis is the
frequency in Hz and y-axis is the contribution of mesh earplug components in %. Like Product 7
and 8, in low frequencies layer 3 - LA250 contributes the most and at 4000 Hz, thermoplug
contributes the most. At 8000 Hz, Layer 3 - LA250 contributes the most.

Figure 3.13: Contribution of mesh earplug components in Product 7,8 and 9 with Layer 3 variations
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The Figure 3.14 shows the contribution of the components in products 10 and 11 with variations in the
Mesh filter layer. These products do not have Layer 3 and without layer 3 most of the contribution to
total attenuation is from the mesh layer. However, the attenuation provided by a product with layer 3
is always larger than that of a product without layer 3. Also, the goal of the mesh type earplugs is to
achieve a flat attenuation and so with the current mesh filter configuration, it is not possible to achieve
a flat attenuation. Hence, it is a good option to add the 3rd layer to the current product line.

Thermoplug B~ A100 = MESH P3
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(a) Contribution of Thermoplug (Green curve), Layer 1 - A100 (Yellow curve), and Layer 2 - Mesh filter P3
(Red curve) in Product 10. The x-axis is the frequency in Hz and y-axis is the contribution of mesh earplug

components in %. Most of the contribution to total attenuation is from the mesh filter

Thermoplug B~ A100 = MESH HD2
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(b) Contribution of Thermoplug (Green curve), Layer 1 - A100 (Yellow curve), and Layer 2 - Mesh filter HD2
(Red curve) in Product 10. The x-axis is the frequency in Hz and y-axis is the contribution of mesh earplug
components in %. Most of the contribution to total attenuation is from the mesh filter

Figure 3.14: Contribution of mesh earplug components in Product 10 and 11 with mesh layer variation and without layer 3.
These products does not have Layer 3 and it can be seen from the figure that without layer 3 most of the contribution to total
attenuation is from the mesh layer. However, the attenuation provided by a product with layer 3 will be always larger than
that of a product without layer 3

The Figure 3.15 shows the components contribution in product 12 with layer 1 being A150. It is clear
that at low frequencies, the contribution of layer 3 is maximal, around 4000 Hz, thermoplug contributes
the most and around 8000 Hz contribution of layer 1 - A150 is more than the other components.
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Thermoplug B~ A150 = MESH P20 = A6
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Figure 3.15: Contribution of Thermoplug (Green curve), Layer 1 -A150 (Yellow curve), Layer 2 - Mesh filter P20 (Red
curve) and Layer 3 -LA6 (Black curve) in Product 12. The x-axis is the frequency in Hz and y-axis is the contribution of
mesh earplug components in %. It is clear that at low frequencies, the contribution of layer 3 - LA6 is maximum. Around
4000 Hz, thermoplug contributes the most. Around 8000 Hz contribution of layer 1 - A150 is more than the other
components

The contribution of all the products is estimated to understand how the component in each earplug
design performs and upgrade the design if some component performs poorly. Thus, the estimation of
earplug components contribution done so far, answers the Research Question 1. It has to be noted that
in mesh type earplugs, the mesh filter is the main component. But from the analysis done in answering
the Research Question 1, it is found that the mesh filter’s contribution to the total attenuation is very
minimal in mesh type of earplugs. Hence the company must consider some design variations in the
mesh filter to improve the sound attenuation provided by these types of earplugs.

3.3 Gaussian process regression (GPR)
As mentioned in Section 2.6.7, the GPR works based on Bayesian inference and in this section the steps
involved in predictions are given along with the associated equations. All the parameter definitions and
equations follow the textbook [42] and the tutorial [43].

The multivariate Gaussian regression function is modelled as
p(fIX) ~ N(flp. K) (3.14)

where X = [x1,x2,...%,), £ = [f(x1), f(x2), ... f(xn)], 4 = [m(x1),m(x2),...m(x,)] and K is the covariance
of the function outputs at two points f(x;) and f(x;). X is the observed data points, m is the mean
function. With no data observation, the mean function is made zero, given that the data is normalised
to a zero mean.

Now, if we have to make predictions on new test points, X,, then we have to derive the predictive
distribution function, f(X,). Let’s say the new test points are characterised by the Gaussian distribution
and given by N(m(X.,),K(X,)), where m(X,) is the mean of the new test points and K(X,) is the
covariance function of of the new test points. The joint distribution of f and £, is given by

f m(X) KX, X) K(X,X,)
where, the mean m(X),m(X,) = 0 and let K(X,X) = K, K(X,X,) = K(X,X,)T =K., K(X,,X,) =
K... Now, we have the latent function f, observed input training data X and the new test points X,. The
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Equation 3.15 is the joint probability distribution equation p(f,f,|X,X.,). For regression, we need the
conditional distribution [42] i.e. find the probability distribution of f, given f, X, X, and it is given by

f.[f,X,X, ~ N(KTKf K., - K'K'K,)
where KT Kf is the predicted mean and K., — KL K™ 'K, is the predicted covariance.

In reality, the true function values are not available hence, we take noisy realisation of the true function
[43]. So, it is given as y = f(x) + €, where € is the additive Gaussian noise. The covariance function
then becomes cov(y) = K+ o21. Hence, the joint distribution of the observed values i.e. (X, y) and the
function value at new test points is given as

2
(B E)

Now, by calculating the conditional distribution of Equation 3.16, the predictive equation is given as
follows:
£.|X,y, X, ~ N(f,,cov(f,))

where f, = K’ [K+ 1]y is the predicted mean and cov(f,) = K., — K! [K+ 6] 'K, is the predicted
covariance.

3.3.1 Hyperparameters optimization

As mentioned in Section 2.6.7, tuning the hyperparameters to be at the optimal value is crucial and how
those hyperparameters affected the kernel function. The parameter definitions and equation given in
this section follow [42] and [43]. The optimal hyperparameters are estimated by log marginal likelihood

0 = argm(slxlogp(y]X,G)) (3.17)

where ® has the optimal parameters. Equation 3.17 maximises the log of the likelihood function. It
marginalise the likelihood function over f values and the equation is given in Equation 3.3.1. Instead of
maximising the log marginal likelihood it is also possible to minimise the negative log marginal with
respect to the needed parameters i.e. the process variance, the noise variance and the lengthscale as
given Equation 3.3.1.

logp(y|X) = —log(N(y|0,Ky))
log p(y|X) = —%YTK;ly — %log K,|— glog@n)
After hyperparameter optimisation, prediction equation is given as follows:
£.1X,y,X.,0 ~ N(f,,cov(f.))

where f,|X,y, X, is the predicted latent function given the input data points, target values, new test
points and the optimal hyperparameters ©.

An optimization algorithm is used to find the optimal hyperparameters. When the input space is more
than 1 dimension, the kernels are modelled by multiplying the kernels over different dimensions, where
each dimension has a different lengthscale value, this is called Automatic Relevance Determination
(ARD) [47]. In the case of a categorical variable, first, it has to be encoded. The variables are one hot
encoded and represented as binary values. Any multi-dimensional kernel can be used while using ARD.
For example, the RBF kernel is used for a multi-dimensional input space, then it is given as follows:

2

D / D 2 (xd _xél)
HRBF(xd,xd) = H (o exp(—izl 5
d=1 d=1 d

D D (xd —y )2

RBF(x4,x)) = Gl%exp(— Z 72[1)
d=1 i1 2l



3.4. Gaussian Process framework 41

where x; and x/, are two different input data points at dimension d, 0'3 is the process variance at di-
mension d, /; is the lengthscale at dimension d and GJ% is the overall process variance. The required
design choice here to make is the selection of the base kernel of each dimension of the input and the
hyperparameters are estimated using the log marginal likelihood [47].

3.4 Gaussian Process framework
The GPy, a Gaussian Process frame from the Sheffield machine learning group [48] has been used

in our application to carry out the regression task. The concept of Gaussian Process is shown in the
Figure 3.16

|

KERNEL(PRIOR) PREDICT
INPUT DATA. —— MODEL —— OPTIMIZE —— HYPERPARAMETERS

NOISE PLOT

I

Figure 3.16: Gaussian Process Concept in GPy framework [48]. A kernel function, input data and, noise are given to the
model. The kernel and noise are controlled by hyperparameters and the optimal hyperparameter values are estimated via
optimization algorithm. After training the model, it can be used to make predictions [48]

The kernel function (prior), input data and the noise are given to the model. The optimal hyperparam-
eters of the kernel and noise are estimated via optimization algorithms in GPy. GPy supports ARD
and uses Limited-memory - Broyden - Fletcher Goldfarb Shanno algorithm with bound constraints
(L-BFGS-B) optimization method to find the optimal hyperparameters. Other supported optimization
methods are Truncated Newton Method (TNC) and Scaled Conjugate Gradients (SCG). The results
from the optimizer will be compared and the best one will be chosen. Once the model has been trained,
predictions are made on new test points.

3.4.1 Regression on Venturi dataset

In the venturi data, the attenuation (in dB) has to be predicted based on the input features frequency
(Hz), the filter specifications such as material, hardness and diameter (mm). The goal is to model
attenuation as a function of frequency and filter specifications. Firstly, let’s see the plots for each of the
input features vs the Attenuation in dB.

Subject 1 Subject 2 = Subject 3 = Subject4 = Subject5
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Figure 3.17: Frequency (Hz) vs Attenuation (dB) plot for first five subjects of Product 1 in soft filter Range. The same
product, tested on different subjects results in different attenuation values for each frequency



3.4. Gaussian Process framework 42

The Figure 3.17 shows the plot of Frequency (Hz) vs Attenuation(dB) for different subjects for the
same product and it is clear that the noise attenuation is highly varying per subject.
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(a) Plot of Frequency (Hz) vs Sound Attenuation (dB) for different thermoplug canal length x mm (Blue curve),
x+1 mm (Green curve) of two different subjects. The plot shows that the attenuation decreases with an increase
in the thermoplug canal diameter
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(b) Plot of Frequency(Hz) vs Sound Attenuation(dB) for low (Blue curve) and high (Green curve) filter
Hardness of two different subjects. From the plot it is clear that the material with low hardness has better
attenuation than a material with high hardness

Figure 3.18: Plot of Frequency (Hz) vs Sound Attenuation (dB) with varying thermoplug canal diameter and filter hardness
tested on two different subjects

Figure 3.18a shows the plot of Frequency (Hz) vs Attenuation (dB) for different thermoplug canal
diameter (x, x+1 mm) tested on two different subjects. It is clear that attenuation decreases with an
increase in thermoplug canal diameter. Figure 3.18b shows the plot of Frequency (Hz) vs Attenuation
(dB) for different filter hardness and material tested on two different subjects, and it is clear that the
material with low hardness has better attenuation than a material with high hardness.
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(a) Plot of Frequency (Hz) vs Attenuation (dB) for different filter diameters x mm (Blue curve) and x+0.10 mm (Green
curve) of two different subjects in soft range filters
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(b) Plot of Frequency (Hz) vs Attenuation (dB) for different filter diameters x mm (Blue curve), x+0.10 mm (Green
curve) and x+0.15 mm (Red curve) of two different subjects in hard range filters

Figure 3.19: Plot of Frequency (Hz) vs Attenuation (dB) with varying filter diameter in soft and hard range filters. The
observation is, as the filter diameter increases the attenuation decreases and vice versa

Figure 3.19a and Figure 3.19b shows the plot of Frequency (Hz) vs Attenuation (dB) for different filter
diameter (x, x+0.1, x+0.15 mm) of both soft and hard range filters tested on three different subjects and
the observation here is that the as the filter diameter increases the attenuation decreases and vice versa.

Now that the input-output relationship is analysed, the next step is to check if the marginal of the target
variable has a Gaussian distribution. Because we have assumed that the likelihood is Gaussian as well.
If it turns out to be non-Gaussian likelihood then the posterior calculation becomes intractable [49].
Hence it is important to check if the observations are Gaussian. In Figure 3.20a, the histogram plot
for Filter diameter of x mm is seen and the green point represents the probability density function
of attenuation at Filter diameter = x mm. From the plot, it is clear that the marginals are Gaussian
distributed. The Figure 3.20b shows the histogram plot for the frequency at 125 Hz and the green point
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represents the probability density function of attenuation at frequency = 125 Hz. From the figure, it is
observed that the marginals are not a good match for Gaussian distribution. However, the observations
are assumed to be Gaussian distributed since the probability density function more or less looks like
Gaussian.

® PDF(x)
N y Marginal

y=PDF(Attenuation at Filter diameter of x mm
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x=Attenuation at Filter diameter of x mm

(a) The histogram plot for filter diameter of x mm and the green point
represents the probability density function of attenuation at Filter
diameter = x mm. It is clear that the histogram (marginals) are
Gaussian distributed and so the likelihood must be Gaussian as well
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N y Marginal

PDF(Attenuation at Frequency of 125Hz

y=
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(b) The histogram plot for frequency at 125 Hz and the green point
represents the probability density function of attenuation at frequency
=125 Hz. From the figure it can be observed that the marginals are
not a good match for Gaussian distribution. However, the
observations are assumed to be Gaussian distributed since the
histogram more or less looks like Gaussian

Figure 3.20: Assumption is that the likelihood is Gaussian distributed. If it turns out to be non-Gaussian likelihood then the
posterior calculation becomes intractable [49]. Hence it is important to check if the observations are Gaussian and so the
observations are checked to see if their marginals are Gaussian distributed. Two observations are plotted here for reference.
The histogram of sound attenuation at filter diameter = x mm and frequency = 125 Hz are plotted.

Encoding

In Figure 3.1, we have two categorical variables, Filter Hardness and Filter Material. Since the GPR
model does not work with categorical variables, before giving it to the model, these variables must
be encoded. The encoding method used here is one hot encoding where the categorical variables are
converted to binary values. Figure 3.21 shows one hot encoding method, where it creates new columns
of binary values, where the value of 1 represents the presence of a variable and the value of O represents
the corresponding variable’s absence. So, it creates additional features in the input dataset. If we have
2 columns of 4 categorical variables, after encoding we will end up with 4 columns.
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Filter Material Filter Hardness Fllte.r Fllte.r Filter Filter
Material 1 Material 2 Hardness 1 Hardness 2
Encoding
Material 1 Hardness 1 s 4 1 0 1
Material 2 Hardness 2 0 1 ( 1

Figure 3.21: One Hot Encoding of filter material and hardness. The categorical variables are converted to binary values
where the value of 1 represents the presence of a variable and the value of O represents the corresponding variable’s absence.
So, it creates additional features in the input dataset. In this figure we have 2 columns (Filter Material and Filter Hardness)
of 4 categorical variables (Material 1, Material 2, Hardness 1 and Hardness 2), after encoding we will end up in 4 columns:
Filter Material 1, Filter Material 2, Filter Hardness 1, Filter Hardness 2

Kernel Function

Before giving the dataset to the prediction model, an important step is to select the kernel function
based on the input data trend. For example, the data trend in the venturi dataset is that, as the frequency
increases the attenuation increases with frequency and as the filter diameter decreases the attenuation
increases. To model this trend and because of the nature of the dataset both RBF and Matern kernel
functions are used. The MAE scores of the model after using these kernels are checked and based on
the better MAE scores the kernel is selected. The model is trained three times first with RBF kernel,
then with Matern 3/2 kernel and finally with Matern 5/2 kernel. After the training period, the Mean
Absolute Error (MAE) between the actual attenuation values and the predicted attenuation values is
checked. From Figure 3.22, based on the mean MAE, it is clear that the MAE is relatively low when
the RBF kernel is used. It might be because the RBF captured the trend of input data well. So, the RBF
kernel is selected.

Trials MAE_RBF MAE_Matern32 MAE_Matern2
1 3.25 326 321
2 3.59 327 3.57
3 33 4 36
Mean_MAE 3.28 3.51 3.46

Figure 3.22: MAE scores between the actual attenuation values and the predicted attenuation values for RBF and Matern
kernels. The model is trained first with RBF kernel, then with Matern 3/2 kernel and finally with Matern 5/2 kernel. After
the training period, the MAE values are checked. The MAE is relatively low when the RBF kernel is used. It might be
because the RBF captured the trend of input data well. So, the RBF kernel is selected.

Since we have an input dimension of 7 (after encoding), i.e. the number of features is 7, hence a
multi-dimensional kernel, Squared Exponential - Automatic Relevance Determination (SE-ARD) is
used. The kernel hyperparameters are different for each input feature as seen in Section 3.3.1. Before
optimising the kernel, initial hyperparameter values are as follows:

* Length scale for input dimensions of 7=[1,1,1,1, 1, 1, 1]

e Process variance = 1
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¢ Gaussian noise Variance = 1

To select the optimizer and for estimating the optimal hyperparameters of the kernel function for each
input feature, again different optimizers are tried. The run time and the number of evaluations for each
optimizer are checked. From Figure 3.23, it can be seen that the run time and number of evaluations
of the L-BFGS-B optimizer are much lesser when compared to the other optimizers and the process
variance and Gaussian noise variance turns out to be almost the same. The length scale for the last
4 dimensions is the same and relatively higher than the other three dimensions because those are the
binary values after encoding since there is not much variation between the binary values, the lengthscale
values are relatively higher. Dimension 3 has a length scale of 0 because, this input feature has a filter
diameter of very low values, for example, 0.1, 0.11 (in mm). So, to capture these variations the length
scale is low.

- . Number of Lengthscale for input . Gaussian Noise
Optimizer Run time N . . Process variance .
evaluations dimension of 7 variance
L-BFGS-B 11s 36 [1: 1,0, 11.7, 11.7, 1.7, 11.7] 0.883 0.351
TNC 495 147 [1,.1,0,89,898.9,89] 0.84 0.357
SCG 2m 355 384 [1,1.4,0,13.7,13.7,13.7,13.7] 0.795 0.344

Figure 3.23: Comparison of different optimizers available in the GPy framework. The figure shows the run time and
number of evaluations of L-BFGS-B optimizer are much lesser than other optimizers. Hence, L-BFGS-B optimizer is used
for the hyperparameter optimization.

Likelihood Function

Likelihood function, tells us how well the model has predicted the target given the latent function and
input data. Marginal likelihood marginalise the latent function from the model to find the optimal
values for the kernel and noise hyperparameters. Since, the marginal turns out to be Gaussian, during
the model training, the likelihood is mentioned as Gaussian Likelihood in the GPy framework. Since,
the likelihood is Gaussian, the inference of the latent function is tractable i.e. to predict the posterior
latent function distribution. So, in GPy framework the inference is also mentioned as Exact Gaussian
inference. Finally, the posterior latent function is returned which then is used to make predictions. An
overview of the entire process of the training and testing the model is given in Figure 3.24.

Input data

|

Encode Define kernel function Define Likelihood

function

‘

Optimize

!

Make Predictions

Figure 3.24: Steps involved in training the model and making predictions using noise attenuation data in earplugs
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Testing and Validation

Venturi dataset has a total of 1160 data points. The data points are split for training (80% of the total
data points), and testing (20% of the total data points). Once the model is trained, new data points in
the test data are tested and the attenuation values are predicted. To evaluate a regression model, the
Mean Absolute Error (MAE) metric is used [50] and the equation is given as follows:

1 n
MAE = (n> Y ya—vpl
i=1

where MAE is the Mean Absolute Error, n is the number of data points, y, is the actual target values
and y), is the predicted target values. The MAE calculates the absolute difference between the predicted
values and the actual values. The evaluation metric used for our model is MAE. The results of the model
is given in Chapter 4

3.4.2 Regression on Mesh dataset

In the mesh dataset, the goal is to model the attenuation as a function of frequency (Hz), Layer 1, 2 and
3 specifications. Since the attenuation data provided by the company has both subjective and objective
test results, both are included in the dataset. The steps involved for regression in mesh data are the
same as mentioned in Figure 3.24. The dataset consists of categorical variables (Test method, Mesh
Material, and Layer 3 Material) so it must be encoded first. As mentioned in Section 3.4.1, one hot
encoding is used and after encoding the input dimension becomes 13. The Figure 3.25 shows the plot
of Attenuation against frequency for different subjects of product 3. Again from this plot, it is clear
that attenuation is highly varying with subjects.

Subject 1 Subject 2 = Subject 3 = Subject4 = Subject5
40

30

20 /f\\ —~—

Sound attenuation (dB)

63 125 250 500 1000 2000 4000 8000
Frequency(Hz)

Figure 3.25: Frequency (Hz) vs Attenuation (dB) plot for first five subjects of Product 3 in in Mesh earplugs. The same
product tested on different subjects results in different attenuation values for each frequency

From the Figure 3.26, it is clear that the y marginal at frequency= 250 Hz is not a great match for
Gaussian distribution. However, the histogram, more or less resembles the Gaussian distribution. So,
the observation are assumed to be Gaussian distributed. Since the marginals are Gaussian, the likeli-
hood function and the Inference over latent functions are specified with Gaussian distribution. Once the
kernel and likelihood function, are defined the model is trained and tested. RBF kernel and L-BFGS-B
optimizer are used. The test results are given in Chapter 4
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Figure 3.26: Histogram of attenuation at frequency=250 Hz and the green point represents the probability density function
of attenuation at frequency=250 Hz. The histogram of attenuation at frequency= 250 Hz more or less resembles the
Gaussian distribution. So, the marginals are assumed to be Gaussian distributed

In Chapter 4, the main findings of this research are presented along with the prediction results of the
Gaussian Process model.



Results

4.1 Findings

Noise attenuation is highly subjective

On analysing the earplug’s noise attenuation data, it is found that there exist two products on market.
The two products have the same thermoplug and filter configurations but only the name of the product
differs. The interesting finding is that the noise attenuation provided by these two products is entirely
different. A difference of 10 dB is noted. To identify the root cause behind this difference, the sound
attenuation report provided by the laboratory on these two products is checked. From the report, it is
observed that the two earplugs are tested on two different target populations (each target population
consists of 16 subjects). The two different target populations are varying with age, ear canal size and
gender. This means that these two products are not tested with the same set of people and on the
same day (testing the same earplug on the same person at two different periods will result in different
attenuation values) leading to a huge difference in the noise attenuation level.

To support the aforementioned findings, the paper on Anthropometric analysis of 3D ear scans of
Koreans and Caucasians for ear product design [51] is studied. In [51] the following points were
mentioned:

* The ear measurements for Koreans were larger than Caucasians in most of the ear dimensions
* The average ear length and breadth in males were longer and wider than in female
* The height of pinna increased with age while the width of concha decreased with age

It is clear from the paper [51] that we have ethnicity, gender and age variations in the ear measurements.
So, we can infer that these variations can affect the noise attenuation measurements because the earplug
testing method is merely a measurement of an individual’s threshold of hearing. So, if the same product
is tested on different subjects with different ethnicity, gender and age the noise attenuation will be
different.

The main finding here is that sound perception is more important than we think and crucial to earplug
design. Even though we can model the physical nature of an earplug system or develop the most ideal
sound attenuation prediction model for earplugs it all boils down to the individual sound perception.
Due to individual sound perception, prediction of noise attenuation in earplugs will have higher level
of uncertainty. However, if we have accurate age, gender, and ethnicity information, the earplugs can
be modelled and designed for each group. In such cases, the sound attenuation prediction model can
be developed with higher certainty.

49
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4.2 Prediction results of Venturi Dataset
The model is trained on 928 data points and tested on 232 data points. Figure 4.1, shows the actual
attenuation values versus the Predicted attenuation value. The MAE is observed to be 3.5.
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Figure 4.1: Actual Attenuation values (Black line) vs Predicted Attenuation values (Green dots) of venturi dataset with
MAE of 3.5

As mentioned in the Section 4.1, products with the same thermoplug and filter configurations ended up
in different attenuation values. As this information is fed to the model, the model tried to fit a curve and
predict the attenuation value in between the attenuation values of the two products which are evident
from the Figure 4.2 and Figure 4.3. Products 1 and 4 (Soft range filters) have the same thermoplug and
filter configurations, but different attenuation values. So from Figure 4.2, it is noted that the predicted
values (black curve) are in between the actual attenuation values of Product 1 and 4 (Soft range filters).
Similar results are observed in Products 2 and 3 (Soft range filters) as shown in Figure 4.3.

= Product 1/4 Predicted values Product 1 actual values = Product 4 actual values
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Figure 4.2: Comparison of predicted (Black curve) and actual attenuation values of Soft Range Filter products - Product 1
(Green curve) and 4 (Red curve). The x-axis is the frequency in Hz and y-axis is the predicted (Red curve) and actual (Green
curve) sound attenuation in dB. Products 1 and 4 have the same thermoplug and filter configurations, but different
attenuation values. The model tried to fit a curve and predict the attenuation value in between the attenuation values of the
two products. It is observed that the predicted values are in between the actual attenuation values of Products 1 and 4
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Figure 4.3: Comparison of predicted (Black curve) and actual attenuation values of Soft Range Filter products - Product 2
(Green curve) and 3 (Red curve). The x-axis is the frequency in Hz and y-axis is the predicted (Red curve) and actual (Green
curve) sound attenuation in dB. Products 2 and 3 have the same thermoplug and filter configurations, but different
attenuation values. The model tried to fit a curve and predict the attenuation value in between the attenuation values of these
two products. The predicted values are in between the actual attenuation values of Products 2 and 3

However, this huge error is not observed in hard range filters because no products in this range has
same thermoplug and filter configurations. So the error is minimal as shown in Figure 4.4

Product 7 Predicted values Product 7 Actual values
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Figure 4.4: Comparison of predicted (Blue curve) and actual attenuation values (Green curve) in Product 7 (Hard Range
Filter). The x-axis is the frequency in Hz and y-axis is the predicted (Blue curve) and actual (Green curve) sound attenuation
in dB. The predicted values are almost the same as the actual values

Let’s test the model by first predicting the attenuation values for an increased filter diameter of x+0.05
mm. As the filter diameter increases, the attenuation must decrease and vice versa. So for filter diameter
= x+0.05 mm the attenuation values must be less than the attenuation values of filter diameter = x mm.
By testing this on the trained model, it is noted that as the filter diameter increases the attenuation
decreases as shown in Figure 4.5
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Figure 4.5: Comparison of predicted attenuation values for different filter diameters of x mm (Blue curve) and x+0.05 mm
(Green curve). The x-axis is the frequency in Hz and y-axis is the predicted (Green curve) and actual (Blue curve) sound
attenuation in dB. As the filter diameter increases the predicted attenuation decreases

4.3 Prediction results of Mesh Dataset
The model is trained on 802 data points and tested on 201 data points. Figure 4.6, shows the actual
attenuation values versus the Predicted attenuation value and Figure 4.7 shows the plot of Actual At-

tenuation values vs Predicted Attenuation values of Product 3 in mesh dataset. The MAE is observed
to be 3.26.
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Figure 4.6: Actual Attenuation values (Black line) vs Predicted Attenuation values (Green dots) of mesh dataset with MAE
of 3.26
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Figure 4.7: Actual Attenuation values (Green curve) vs Predicted Attenuation values (Blue curve) of Product 3 in mesh
dataset. The x-axis is the frequency in Hz and y-axis is the predicted (Blue curve) and actual (Green curve) sound
attenuation in dB. The predicted values are almost the same as the actual values.

To test the model, the mesh filter’s (Layer 2) specification is changed and the values are predicted.
As per theory, the attenuation of Mesh P3 must be higher than that of P20 because the percentage of
opening in P3 is lesser than P20. It has to be noted that P3 is not used as a mesh layer in any of the
products of ALPINE. It is included for testing the model. From the prediction results of the model, it
is observed that the attenuation of mesh P3 is higher than P20 as shown in Figure 4.8
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Figure 4.8: Comparison of attenuation values for different Mesh filter layer of P20 (Blue curve) and P3 (Green curve). The
x-axis is the frequency in Hz and y-axis is the predicted (Green curve) and actual (Blue curve) sound attenuation in dB. As
per theory, the attenuation of Mesh P3 must be higher than that of P20 because the percentage of opening in P3 is lesser than
P20. The predicted attenuation values by the developed model resulted in higher attenuation for P3 than P20 aligning with
the theory of mesh filter

4.4 Observations

The MAE remains between 3 to 4 for both venturi and mesh datasets. Due to high subjective variations
in the attenuation data, it might not be possible to predict the attenuation with higher certainty. This
might always result in some errors in the predictions. The available data is quite low with not many
variations in the filter and thermoplug specifications. However, the accuracy of the predictions can be
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increased by adding more data points with varying input features. For example, by adding new products
with different filter specifications such as different venturi diameters, materials and so on. In this way,
the model will be able to learn better and make good predictions.

Thus, this chapter answers the Research Questions 2 and 3, by predicting the attenuation values using
GPR.



Conclusion

5.1 Goal

This thesis is mainly focused to find a solution to overcome the difficulties faced by the trial and error
method of earplug development in ALPINE. So, this research is mostly oriented towards the company
ALPINE. However, the findings mentioned in Section 4.1 can be generalised to the entire earplug
manufacturing industry.

The objective of this thesis is to predict the noise attenuation level in earplugs. Hence a regression
model is developed to predict the noise attenuation level of the earplug before sending it to the testing
laboratories. In such a way, the materials and money used for prototypes can be reduced along with less
time consumption. The first research question mainly focused on estimating the individual components’
contribution to the total attenuation of an earplug. By analysing the attenuation data available from
the company, the contributions of each component in an earplug were estimated. These estimations
provided an insight into which component contributed the most and the least to attenuation thereby
answering the research question 1. From Section 4.1, it is clear that noise attenuation results are highly
subjective. The second and third research questions are as follows: With this subjective uncertainty,
whether the noise attenuation in earplugs can be predicted and if yes, how? Based on Section 4.2
results, it is noted that with the GPR model, we can to predict the noise attenuation level in earplugs
with some level of accuracy and thereby answering the research questions 2 and 3.

5.2 Important Findings
During the course of research and data analysis, there are some important findings. The main findings
of this thesis are summarised as follows:

* The attenuation provided by earplugs is highly subjective. These variations are due to the differ-
ent hearing capabilities of the subjects which are greatly influenced by Gender, Ethnicity, Age
and the associated difference in the ear shape and dimensions. Hence, it might not always be
possible to predict the attenuation of the earplugs with higher certainty

* Sound perception is crucial to an earplug design. Regardless of developing the most ideal sound
attenuation prediction model for earplugs, it all boils down to individual sound perception. Due
to individual sound perception, noise attenuation in earplugs will not be predictable to a higher
certainty. However, if we have accurate age, gender, and ethnicity information, the earplugs can
be modelled for each group. Developing earplugs for specific groups can be an intensive process
but noise attenuation in earplugs will be predictable to higher certainty.

Other findings which are steered towards the products in ALPINE are as follows:
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* The contribution of the filter in Venturi type of earplugs around 4000 Hz is very minimal. Most
of the contribution is from the thermoplug around 4000 Hz

* In mesh type earplugs, the mesh filter is the main component. But from the analysis, it is found
that the mesh filter’s contribution to the total attenuation is very minimal when compared to the
other components.

The main goal of this thesis is to predict the noise attenuation level in the earplugs using Gaussian
Process Regression (GPR). The assumption behind GPR is that the prior, likelihood and posterior are
Gaussian distributed. Based on this assumption the dataset is analysed and using GPy framework
[48], the GPR model is trained and tested on different datasets. The model predicts the attenuation
value of earplugs with mean absolute error fluctuating between 3 to 4. By using the data provided by
ALPINE, a constant error will be always present in the prediction results. This is due to the presence
of some products in ALPINE with the same design configurations but different attenuation levels. In
the perspective of the prediction model, the same input features will have different target variables (for
two different products) as mentioned in Figure 4.2 and Figure 4.3 which results in the error. To test
the model, the filter specifications are changed with the values which the model has not seen before.
With the new filter specifications, the predicted attenuation values are reasonable and aligned with
the earplug working theory as shown in Figure 4.5 and Figure 4.8. It might be possible to increase
the accuracy of prediction results with the addition of new data points with more information on the
thermoplug and filter specifications.

The time involved in the validation for the newly developed model is greater than this thesis period as
mentioned in Section 1.5. Hence, the model validation is proposed as an extension of this thesis.

5.3 Recommendations

This thesis might be steered towards researching how sound is perceived by different individuals based
on gender, age, and ethnicity differences. These factors greatly influence the ear canal length and shape
which is highly diverse and changes from person to person. Doing this research will help develop the
earplugs considering the diverse ear dimensions and sound perception of the people. Such information
will be useful in incorporating more knowledge in developing the prediction model further. Also, the
developed model should be validated to ensure that it is producing reliable results that correspond with
reality.
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