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Abstract—Radar Resource Management in a multi-sensor
multi-target scenario is considered. A dynamic resource balanc-
ing algorithm is proposed which optimizes target task parameters
assuming an underlying partially observable Markov decision
process (POMDP). By applying stochastic optimization methods,
such as policy rollout, the POMDP is solved non-myopically.
The approximately optimal approach is formulated assuming
a central processor. Subsequently, a distributed implementation
is introduced that converges to the same results as given by
the centralized implementation and requires less computational
resources. The performance of the proposed approach for both
centralized and distributed implementation is demonstrated
through dynamic tracking scenarios.

Index Terms—Radar Resource Management, Distributed Sen-
sor Network, Constrained Optimization, POMDP

I. INTRODUCTION

Recent developments in multi-function radars (MFR) led
to an increasingly flexible usage of these systems. Phased
array antennas, digital beamforming, and waveform agility
led to new degrees of freedom. As a consequence, modern
MFR systems are capable of adjusting automatically to new
operational scenarios and tasks during runtime. The control
of such automatic adaptation is often called radar resource
management (RRM) and is often considered within the frame-
work of cognitive radar (e.g. [1], [2]). By combining the
measurements of multiple connected radar sensors placed at
different locations, the accuracy, resolution and coverage of
the radar system can be improved. An overview of sensor
and data fusion algorithms can be found in [3], [4]. Possible
applications of such a sensor fusion are for instance weather or
space observation, where the information of multiple separate
sensors is combined for more accurate results. Instead of
optimizing each sensor individually, it would be beneficial to
optimize the resources jointly as only this would lead to a
globally optimal solution. Possible applications for such an
RRM approach can be found, e.g., in automotive scenarios, as
well as maritime or air surveillance scenarios. This paper is
based on the results of the master’s thesis in [5] and focuses
on developing an approximately optimal solution approach for
a multi-target tracking scenario assuming a sensor network.
Although we illustrate our approach in a radar scenario, it is

generally applicable to other kinds of adaptive sensors, as long
as a limited resource has to be allocated.

A. Radar Resource Management

The majority of research on RRM focuses on single sensor
and single target solutions (see e.g. the overviews in [6]
and [7]). A possible application is keeping a constant track
accuracy when tracking a single object. Since MFR systems
can perform multiple tasks while having a limited resource
budget available, increasing the resources for one task will
automatically decrease them for the others. Therefore, the
RRM problem for adaptive sensors needs to be defined as
a resource balancing problem.

Many heuristic solutions have been presented, primarily
focusing on scheduling tasks with certain fixed resource de-
mand [8]. RRM will have its most significant impact when the
resources are assigned to the tasks (such as the sensing time
or the time between consecutive measurements) based on their
impact on the mission objectives rather than fixed rules. This
resource allocation can be achieved by applying optimization
techniques, such as Lagrangian relaxation (LR) (see e.g. [9],
[10]). In addition to that, POMDPs have been shown to be
a good framework for RRM solution methods [11], [12].
POMDPs can be used to describe dynamic environments that
can only be observed with noisy measurements. Furthermore,
they allow to consider the possible future situation. In [13]–
[15] the problem is formulated as a POMDP and solved by
using LR and policy rollout. This paper extends this previous
approach to a multi-sensor multi-task approach and presents a
practical distributed implementation.

B. RRM for Sensor Networks

Many previous approaches to RRM for sensor networks
have been focusing on sensor selection without resource
balancing (see e.g. [16], [17]) which usually means that the
sensor that results in the best measurement is chosen for the
task in question. In [18], Charlish and Nadjiasngar implement
sensor selection for radar networks and show that a centralized
or distributed RRM approach leads to a better performance
compared to a completely independent RRM for each sensor.
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Bogdanović et al. show a game-theoretic approach in [19]
but also do not formulate the problem as a budget balancing
problem. Another RRM approach to a network scenario has
been presented by Han et al. [20] and aims at decreasing
the sensing time of the individual sensors while keeping the
sensing performance at some desired level. This is done to
free up sensor resources for extra communication tasks. For
many applications, such an approach is not desirable since it
does not lead to optimal measurement accuracy. In [21], Bell
et al. developed an RRM solution that balances the resources
for sensor networks. However, that approach does not exploit a
non-myopic POMDP framework and only demonstrates results
for a single target tracking scenario.

A simple sensor selection ignores a part of the potential
of an adaptive sensor network. Therefore, this paper strives
to optimize the actions for each sensor while taking into
account the global mission, the local sensor constraints, and
the expected future situation through the POMDP framework.

C. Novelty in this Paper
So far, a generic non-myopic solution for RRM using LR

and policy rollout has not been presented for sensor networks.
The strength of this approach lies in the approximately optimal
solution of the problem and the practical implementation as
a distributed algorithm. It allows each multi-sensor system to
use the latest known information from the other sensors and
solve a part of the problem independently without permanent
communication to the other sensors.

D. Structure of the Paper
The remainder of the paper is structured as follows. Section

II describes the considered RRM problem and defines the
optimization problem, after which Section III introduces our
proposed solution approach. Furthermore, Section IV defines
the simulation scenarios and Section V presents the simulation
results. Finally, the conclusions can be found in Section VI.

II. PROBLEM DEFINITION

In the remainder of this paper it is assumed that the sensor
network consists of M sensors that are responsible for tracking
N targets.

A. Motion Model
The state of every considered object is characterized by its

position and velocity in x and y at moment k assuming a
Cartesian coordinate system. This can be written as,

snk = [xnk ynk ẋnk ẏnk ]
T (1)

where xnk , ynk , ẋnk and ẏnk are the position and velocity for
target n in x and y respectively. The target state evolves
following a certain state transition function,

snk+1 = f(snk ,w
n
k ) (2)

where wn
k is the processing noise for target n at time k. The

function in (2) directly defines the probability density function
of the state evolution:

p(snk+1|snk ) (3)

B. Measurement Model

It is assumed that the state of the targets cannot be observed
directly but rather needs to be determined through noisy
measurements using sensor m. A measurement of target n
at time k can be defined as,

zm,nk = h(snk ,v
m,n
k ,am,nk ) (4)

where vm,nk is the measurement noise and am,nk is the action
that is executed at sensor m for target n at time k. Equiv-
alently to (3), this measurement function directly defines a
measurement probability density function given as,

p(zm,nk |snk ,a
m,n
k ) (5)

C. Tracking Algorithm

Since this paper focuses on tracking scenarios, a tracking
filter needs to be applied. In general, any filter that calculates
the posterior density can be applied. For linear systems this can
be a Kalman filter, while the extended Kalman filter (EKF) or
a particle filter are applicable methods for non-linear systems.

The proposed solution for RRM in a sensor network is based
on a centralized fusion approach. It is assumed that each sensor
can broadcast information to other sensor nodes. A central
processing node exploits the information received from other
sensors to compute a fused global estimate.

The choice has been made to utilize measurement fusion
instead of other available approaches since it is straightforward
to implement and in general does not suffer from dependent
estimation errors [22].

Measurement fusion can be defined using a recursive up-
date scheme in which fused estimates of the state sfnk|k and
covariance P fnk|k are computed inside the central node. If it is
assumed that the measurements of all sensors are available at
the same time instant, the recursive update scheme is defined
according to Algorithm 1.

Algorithm 1: Measurement fusion in central processor.

1 Input Pfnk|k−1 ∈ R4×4, sfnk|k−1 ∈ R4×1, R, H, h, M
2 P = Pfnk|k−1, S = sfnk|k−1, m = 1

3 while m < M do
4 P = updatecovariance(R

m,Hm,P)
5 S = updatestate(R

m,Hm,hm, zm,P,S)
6 m = m+ 1
7 end
8 Pfnk|k = P , sfnk|k = S
9 Return Pfnk|k ∈ R4×4, sfnk|k ∈ R4×1

H is an observation matrix, h a measurement transformation
function, M the number of sensors and R the covariance of the
observation noise. Both H and h depend on the location of a
sensor and a target. The superscript fn indicates the fused data
related to target n. Each iteration, the state estimate of target n
is updated based on an observation (zm) made by sensor m and
a corresponding estimated error covariance is computed. The
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resulting fused estimates are then used to compute a prediction
of the error covariance and the state.

For the remainder of the paper, the tracking process is based
on the sensing information of all sensors. It is assumed that all
sensors produce independent measurements which are fused
to a global estimate per target. Section III deals with the
optimization of the sensing resources, and the use of the term
measurement there solely refers to the internal simulation of
the expected future in the POMDP.

D. Resource Allocation Optimization Problem

For the resource allocation optimization problem it is as-
sumed that the sensors have a limited budget of any kind
and operate at their resource limit. Therefore, the available
resources may not be sufficient for all tasks and have to be
balanced over them. The goal is to minimize a cost function C
while each sensor m only has a limited resource budget bmaxm

available. The optimization problem can be formulated as,

min
Ak

1TC

s.t.


b11 b12 · · · b1N
b21 b22

...
. . .

bM1 bMN


︸ ︷︷ ︸

B(A)

·


1
1
...
1

 ≤

bmax1
bmax2

...
bmaxM


︸ ︷︷ ︸

bmax

(6)

where

C =
[
C(Ak, s

1) C(Ak, s
2) · · · C(Ak, s

N )
]T

(7)

represents the cost related to all targets based on a basic
cost function C and 1 ∈ Rp×1 a vector of all ones. The
individual budgets bm,n inside the resource budget matrix
B(A) represent a percentage of the maximum budget bmaxm

spent by sensor m on target n. The optimization variable
Ak = [a1,nk , · · · ,aM,n

k ] is a stacked vector representing the
actions of all sensors.

III. PROPOSED APPROACH

This section introduces the proposed approach for solving
the RRM problem in a sensor network as explained in Section
II. In order to achieve this, the existing solution based on
Lagrangian relaxation and policy rollout is extended to a multi-
sensor case using a central processor. Finally, a distributed
alternative is proposed as a practical implementation.

A. Distribution of Sensor Budgets Using LR

Lagrangian relaxation (LR) is used to include the constraints
into the cost function (see e.g. [10]). This allows the original
optimization problem to be decoupled into an optimization
problem per task. Define the Lagrangian Dual Problem (LDP)
as,

ZD=maxλ

[
minAk

∑N
n=1

(
C(Ak,s

n)+
∑M
m=1 λm·bm,n

)
−λT ·bmax

]
(8)

with λ ∈ RM×1 the Lagrangian multiplier and ZD is the
resulting cost. Due to the summation in the LDP, the problem

can be solved myopically in parallel during each LR itera-
tion. The separate sub-problems are connected through the
Lagrangian multiplier, which is updated using the subgradient
method. Generally, no assumptions are being made about the
applied cost function which means strong duality cannot be
guaranteed. Section III-B will introduce the policy rollout
technique to indicate how the problem can be solved non-
myopically.

B. Policy Rollout for POMDPs

The system under consideration is modeled according to a
POMDP. Inside the POMDP, the tracking process as described
in Section II-C is simulated. The POMDP describes a Markov
Decision Process (MDP) in which the state cannot be observed
directly. Instead an observation is generated that computes a
probability distribution over the possible states called the belief
state b. Using the belief state and underlying knowledge of
the MDP, the POMDP allows the problem to be solved non-
myopically by taking into account the expected future.
Similarly as in [14] and [15], the actions for each sensor are
found using policy rollout for POMDPs. The technique itself
is based on taking Monte Carlo samples of the expected future.
For each action a ∈ A with A the action space, a rollout is
evaluated starting from initial belief state b0 up until horizon
H. For a full derivation of the approach one can refer to [15].
Define the expected cost as the summed cost of each rollout
averaged over L repetitions. The action corresponding to the
lowest cost is selected as best possible action for the next
time step. Mathematically, the evaluation for a policy rollout
is expressed in terms of a Q-value given by,

Q
πbase
H−k (bk,ak)=

1
L

∑L
l=1

[
CB(bk,ak)+γ·E[V

πbase
H−k−1(bk+1|bk,ak)]

]
(9)

with γ ∈ [0,1] the discount factor and πbase the applied base
policy. CB refers to the cost based on the believe state and
the value function VH is used to represent the expected future
cost.

The best possible policy is found by minimizing the Q-
value,

πk(bk) = arg min
a0∈A

(QπbaseH−k (bk,ak)) (10)

Note that the policy rollout aims at improving the chosen
base policy πbase but does not necessarily lead to the optimal
policy. It has been shown that policy rollout leads to a policy
that is at least as good as the base policy with a high
probability [23].

C. Multi-Sensor implementation

The proposed solution is based on a centralized fusion
approach, which is considered as the most optimal way of
utilizing measurement fusion. A central processing node is
used for allocating budgets over the sensors. Consequently,
the representation of the cost Cn related to target n needs to
incorporate the actions of multiple sensors i.e.,

Cn = C(a1,nk ,a2,nk , · · · ,aM,n
k , snk ) (11)
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The problem can be decomposed into N parallel sub-
optimization problems using LR and the optimal actions for
M sensors related to the nth target are computed in the central
processing node using a global policy rollout.
The centralized implementation utilizes a global policy per
task to explore the actions of multiple sensors. Hence, the
action space will be dML × an with d, the number of actions
each sensor can take related to target n and L the number
of optimization variables per sensor. Increasing the number of
sensors will result in an exponential increase of the action
space. Because the central processing node has access to
all required information (e.g. measurements) the solution to
this problem is regarded optimal, but becomes approximately
optimal by applying the policy rollout.

D. Distributed Implementation

A practical distributed alternative is proposed in which the
information of each sensor is shared amongst the sensors
directly instead of transmitting it to a central node. Now
each sensor functions as a processing node to compute fused
estimates and to find the best possible actions am,n for
that specific sensor. The cost Cn related to target n can be
decomposed into a summation of costs from multiple sensors,

Cn = C1,n + C2,n + · · ·+ CM,n (12)

where the cost for each sensor m related to task n is defined
as,

Cm,n = C(am,nk , I, snk ) (13)

with I a representation of the information received from all
other sensors. Equivalently to the centralized approach, a cost
can be calculated for each target track. As the sensor nodes are
tracking the targets individually in the distributed approach,
N × M different cost values can be calculated versus N
cost values in the centralized approach. Since the centralized
and distributed cost formulations are different, Section IV-C
describes how they can still be compared.
The distributed optimization problem is defined as,

min
Ak

∑N
n=1

∑M
m=1 Cm,n

s.t. B(Ak) · 1 ≤ bmax
(14)

The problem is decomposed into a sub-optimization problem
per task per sensor using LR. By doing so, each individual
policy rollout only needs to explore the action space related
to a single target and a single sensor.

As the policy rollout is making predictions of the expected
future for a single sensor, it does not have access to the
optimized actions of all other sensors during the resource
allocation calculation. To maintain a similar performance as
the centralized implementation, at the beginning of each policy
rollout for a sensor, the last known actions of the other sensors
are used as input. Hence, the information term I is defined as
the last known actions of the other sensors.

Thus, during a policy rollout, the actions of a single sensor
and a single target are explored while the other sensors are

assumed to execute the same action. The additional commu-
nication overhead is assumed to be negligible compared to the
reduction in computation time required for the policy rollout.

One would expect that over time the distributed implemen-
tation converges to similar results as the centralized approach
described in the previous section. Nevertheless, the distributed
approach could lead to a slightly decreased tracking perfor-
mance, as it is an approximation of the centralized approach.
A high level block diagram is presented in Fig. 1 showing the
distributed approach.

Fig. 1. High level block diagram of the distributed implementation. Each
sensor computes their budget allocations via the policy rollout and then shares
their last known actions with the other sensors.

IV. ASSUMED SIMULATION SCENARIO

From this point onwards a two-dimensional radar tracking
scenario will be assumed. Measurements are taken in range
and angle. For every sensor, the algorithm calculates the
optimal dwell time i.e., the time spent on each target. Hence,
the action vector related to target n is defined as an ∈ RM×1
consisting of the dwell times of each sensor.

The revisit time T i.e., the time between consecutive mea-
surements is assumed to be fixed at one second. In between
budget allocation updates, the actions are assumed to remain
unchanged.

For all tasks per sensor the budget allocation is computed
such that the sum of the tasks fits in the time frame and the
resource constraint is met. The rest of this section will present
the assumptions made on the assumed radar scenario.

A. Assumed Radar System

Generated measurements in range and angle are picked
randomly from a normal distributions N (r, σ2

r ) and N (θ,
σ2
θ ) respectively. The measurement noise variances in range
σ2
r,0 and angle σ2

θ,0 with respect to the measurement of some
reference target are given in Table I.

TABLE I
GENERAL SYSTEM PARAMETERS OF THE ASSUMED RADAR SYSTEM

Parameter Value

Noise variance in range σ2
r,0 25 m2

Noise variance in angle σ2
θ,0 4e−4 rad2
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B. Modelling

1) Target Dynamical Model: It is assumed that each target
moves according to a constant velocity model. Using 2, the
transition from state k to k+1 can now be described according
to

snk+1 = Fsnk + wn
k (15)

with wnk defined as the process noise and state transition model
F given by,

F =

1 0 T 0
0 1 0 T
0 0 1 0
0 0 0 1

 (16)

The corresponding process noise covariance Qw,k for target n
is in this case defined as

Qw,k =


T 2

2 0

0 T 2

2
T 0
0 T


[
T 2

2 0 T 0

0 T 2

2 0 T

]
· σ2

w,k (17)

with σ2
w,k the process noise variance of a single target.

2) Observation Model: The sensor generates an observation
that describes the range and angle with respect to the target.
Due to the non-linear relationship between measurements and
states, the EKF is applied to compute the system state.

The observation related to target n received at sensor m is
given by,

zm,nk = hm,nk (snk ) + vm,nk (18)

with vm,nk , the measurement noise for sensor m and target n.
Note that the noise related to range and angle are assumed to
be independent of each other, i.e.,

vm,nk = [vm,nr , vm,nθ ]T (19)

with corresponding variances σ2
r and σ2

θ . Here, hm,nk (snk )
represents the measurement transformation function which
transforms the Cartesian measurements into polar measure-
ments defined as,

hm,nk (snk ) =

[√
(xnk − x′m)2 + (yk − y′m)2

atan2(yk − y′m, xnk − x′m)

]
(20)

with x′m and y′m the location of sensor m in Cartesian
coordinates respectively.

The observation model Hm,n
k ∈ R2×4 for target n and

sensor m is defined as the Jacobian of the measurement
transformation function h evaluated at the current state snk of
target n,

Hm,n
k =

δhm

δs

∣∣∣
snk

(21)

3) SNR Model: Computation of the Signal-to-Noise Ratio
(SNR) is done according to 22, which is based on the theory
provided by Koch in [24].

SNRk = SNR0 ·
ζn
ζ0
· τn
τ0
· (rn
r0

)
4 · exp(−2∆α) (22)

with SNR0, the SNR for a reference target, ζn the radar
cross section (RCS) of target n, τn the dwell time and rn
the actual range of target n. The values in the denominator are
corresponding to the RCS, dwell time and range of a reference
target. The term in the exponential is called the relative beam
positioning error, which is assumed to be zero.

The variance in range and angle related to the measurement
noise can now be defined as,

(σ2
r/θ)

m,n =
(σ2
r/θ)

m,0

SNRk
(23)

The corresponding measurement covariance matrix is, due
to the independent measurements, defined as the following
diagonal matrix,

Rm,nk = diag(σ2
r , σ

2
θ)m,n (24)

σ2
r and σ2

θ are computed based on a SNR value and measure-
ment noise variances (σ2

r,0,σ2
θ,0) that are related to a reference

target with parameters defined according to Table II.

TABLE II
PARAMETERS OF REFERENCE MEASUREMENT

Parameter Value
Reference SNR SNR0 1
Reference RCS ζ0 10 m2

Reference dwell time τ0 1 s
Reference range r0 50 km

C. Cost Function & Constraint

In both the centralized and distributed approach the cost Cn
related to target n is based on the predicted error covariance at
time step k+ 1. Define the current predicted error covariance
at time step k as

P∗k+1|k = FP∗k|kF
T + Qw,k (25)

Where F is the state transition matrix, Q the process noise
covariance and Pm,nk|k the estimated error covariance. The *
indicates that it can be either the fused predicted error covari-
ance computed in the central processing node or the predicted
error covariance computed locally in sensor m depending on
the chosen approach.

The cost related to a single time step inside the policy rollout
is defined to be the trace of the positional elements of the error
covariance.

Cn = [1 1 0 0] · diag(P∗k+1|k) (26)

Note that the formulation of the cost for the centralized and
distributed approach are formulated slightly different. Based
on the formulation of the optimization objective normalization
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factors of 1
N and 1

MN are added to the centralized and
distributed approach respectively to be able to compare both
methods with each other.

The individual budgets bm,n are defined as the ratio of the
dwell time over the revisit time per sensor per target:

bm,n =
τm,n
Tm,n

(27)

V. SIMULATION RESULTS AND EVALUATION

In this section, the performance of the distributed imple-
mentation is evaluated a radar tracking scenario. In addition
to that, a comparison is made based on the resulting cost and
computation time.

A. Simulation Parameters

TABLE III
GENERAL SIMULATION PARAMETERS

Parameter Value
Maximum Budget (Bmax) 1
Budget Update (tB) 20 s
Number of Budget Updates 40
Beam positional error (∆α) 0
Probability of Detection 1
Precision of Lagrangian Relaxation (ε) 0.05
Action discretization A = [∆τ ] 0.01 s
Number of rollouts 4
Horizon Length (H) 15

Table III shows the general simulation parameters used for
the simulations. The maximum budget for each sensor is set
to 1. The budget allocation is recalculated every 20 seconds,
and there is a total of 40 budget updates. In between budget
updates, measurements are taken using the current allocated
budgets.

For simplicity, the applied base policy is defined as the
evaluated action at each step in the policy rollout (πbase =
ak). The policy rollout has a horizon length of 15 time steps.
Each evaluation of the policy rollout is repeated four times
and the resulting average is defined as the final result.

The actions are the dwell time allocations τ whi h are
selected from a one-dimensional discrete actions space A. The
discretization for the dwell time (∆τ ) is defined to be 0.01
seconds.

B. Dynamic Radar Tracking Scenario

A dynamic radar tracking scenario is considered involving
six linearly moving targets. The placement and trajectory of
the targets is given in Fig. 2. The initial velocities, RCS and
the maneuverability variances assumed in the EKF for targets
1 till 7 are given in Table IV.

A simulation consisting of 40 simulation steps is considered.
During each simulation step, a budget allocation is computed
for the sensors using the policy rollout based on the distributed
solution.

The evolution of the cost of the distributed implementation
during the first policy rollout is given in Fig. 3. Both the primal
cost 1TC and the dual cost ZD are shown. Note how both the
primal and dual cost converge in approximately 25 iterations

Fig. 2. Visualization of the dynamic radar tracking scenario involving six
targets and two sensors. The initial starting locations are shown at the
beginning of each trajectory.

TABLE IV
TARGET PARAMETERS

Target 1 2 3 4 5 6 7

Vx (m/s) 30 -10 70 20 80 -15 4
Vy (m/s) 10 85 4 -10 5 -10 -40
ζ (m2) 50 20 90 80 20 100 40
σ2
w (m/s2)2 13 24 15 22 17 11 9

to approximately equal values i.e., there is a small duality gap.

Fig. 3. Evolution of the primal and dual cost of the distributed implementation
during the first budget allocation process

Fig. 4a and Fig. 4b show the resulting budget allocations
over multiple time steps for sensor 1 and sensor 2 respectively.
Initially, sensor 2 spends a significant amount of budget on
target 6 and 7 whereas sensor 1 focuses mostly on targets 1
till 5. Furthermore, the figures indicate that the resources are
allocated jointly to both sensors, based on the range-dependent
measurement SNR.

At time step k = 10, the maximum budget of sensor 1 is
decreased to 0.8 which is also reflected in the corresponding
budget allocation plot for sensor 1.

At time step k = 26, sensor 2 cannot track targets 6 and
7 anymore due to e.g. a restriction on the scanning angle.
Consequently, it spends more budget on the other targets,
while sensor 1 compensates the overall budget by spending
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more time on target 6 and 7. Hence, allowing communication
between sensors helps the network to cope with sudden
changes in the number of targets that can be tracked by the
sensors.

(a) Budget allocation for sensor 1

(b) Budget allocation for sensor 2

Fig. 4. Budget allocations over multiple simulation steps. At time step k =
10 the maximum budget for sensor 1 is reduced to 0.8. At time step k = 26
sensor 2 can no longer track targets 6 and 7.

C. Comparison Centralized and Distributed Approach

A comparison is made between the approximately optimal
centralized approach, distributed approach and a third indepen-
dent implementation. The independent approach applies multi-
sensor tracking as explained in section II-C, but is applying the
RRM algorithm from [13], [14] for each sensor individually.
The resource allocation therefore does not depend on the
presence of the other sensors. A similar comparison has been
done in [18] and showed that a centralized or distributed RRM
approach leads to improved tracking performance compared to
an independent approach.

To compare the three implementations, four dynamic sce-
narios are considered. Each scenario consists of six linearly
moving targets with arbitrary starting locations and two sta-
tionary sensors.

For each scenario, ten simulation steps are computed for
all three solutions and each scenario is averaged over ten
consecutive runs. Fig. 5 shows the average primal and dual
cost over the entire simulation for the three implementations.
Note that both the centralized and distributed implementation
outperform the independent implementation with respect to the
primal and dual cost. Table V shows the average runtime of the
four scenarios. As expected, due to the exponential increase
of the action space for an increasing number of sensors, the

Fig. 5. Cost comparison between the implementations. The results are
compared based on the average primal cost (left) and average dual cost (right).

average runtime of the centralized implementation is signifi-
cantly larger with respect to the other two implementations.
The individual tracking error of the distributed approach has
not been studied for this paper. A detailed investigation could
be an interesting addition for future work.

Interestingly, the average runtime of the distributed imple-
mentation is smaller than the independent implementation.
This is probably due to the initial pick of the Lagrangian
Multiplier.

TABLE V
RUNTIME COMPARISON OF THE THREE IMPLEMENTATIONS

Approach Runtime in seconds
Independent 158
Distributed 113
Centralized 1187

The costs of the centralized and distributed implementation
are approximately equal. This implies that both implemen-
tations computed more or less the same budget allocations.
To verify this, the percentage difference in average budget
allocation is computed for each considered target in one of
the comparison scenarios (see Fig. 6). Since the targets will

Fig. 6. Percentage difference in dwell times for 24 randomly placed targets
between the centralized and distributed implementation in a dynamic scenario

be displaced in between budget allocation updates, the last
known dwell times will not exactly correspond to the desired
dwell times. Hence, one would expect to see some difference
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in dwell times between the centralized and distributed solution.
However, the maximum difference in dwell times between
both solutions are well within the predefined error margin ε
of 5%.

Therefore, the centralized and distributed approach are
approximately equal and converge to similar results over time,
if the communication intervals of the sensors are chosen small
enough.

VI. CONCLUSION

A recently developed RRM approach for a single multi-
functional sensor has been extended to a novel framework for
sensor networks. The different sensor tasks are modeled as
a POMDP and the problem is solved non-myopically using
a combination of Lagrangian relaxation and policy rollout.
The multi-sensor implementation is achieved by exploiting
communication between sensors.

Two novel multi-sensor implementations, namely an ap-
proximately optimal centralized and distributed implementa-
tion for network resource management, have been developed.
The distributed implementation of the proposed RRM algo-
rithm has been verified for a two-dimensional radar tracking
scenario based on the convergence of the cost and the budget
allocation. It was shown that the proposed distributed approach
allows for each individual sensor to use the latest known
information from the other sensors and solve a part of the
problem independently without permanent communication.
Moreover, it was shown that the implementation can deal
with sudden changes in the tracking process (e.g. change in
maximum budget or dropping targets).

Compared to a third approach which optimizes each sensor
independently, the centralized and distributed implementation
have been shown to perform significantly better.

Furthermore, the distributed implementation outperforms
the centralized implementation based on the average runtime.
This is due to the fact the distributed implementation optimizes
the actions for each sensor separately which leads to a reduc-
tion in action space compared to the centralized approach.

By comparing the budget allocation of multiple randomly
placed targets, it was shown that the distributed implementa-
tion leads to approximately the same resource allocations as
the centralized implementation as long as the communication
interval is chosen small enough.

In future work, real-world scenarios will be considered to
test the derived algorithm. Furthermore, a joint optimization
of dwell time and revisit time could be implemented. Addi-
tionally, other task types such as searching and classification
will be considered. Finally, the selection of the cost function
needs to be investigated further.
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[13] M. I. Schöpe, J. Driessen, and A. Yarovoy, “Optimal Balancing of Multi-
Function Radar Budget for Multi-Target Tracking Using Lagrangian
Relaxation,” in 2019 22th International Conference on Information
Fusion (FUSION), pp. 1–8, 2019.
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