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ABSTRACT
Learning to operate a complex system, such as an agile produc-
tion line, can be a daunting task. The high variability in products
and frequent reconfigurations make it difficult to keep documenta-
tion up-to-date and share new knowledge amongst factory work-
ers. We introduce CLAICA, a Continuously Learning AI Cognitive
Assistant that supports workers in the aforementioned scenario.
CLAICA learns from (experienced) workers, formalizes new knowl-
edge, stores it in a knowledge base, along with contextual infor-
mation, and shares it when relevant. We conducted a user study
with 83 participants who performed eight knowledge exchange
tasks with CLAICA, completed a survey, and provided qualita-
tive feedback. Our results provide a deeper understanding of how
prior training, context expertise, and interaction modality affect
the user experience of cognitive assistants. We draw on our results
to elicit design and evaluation guidelines for cognitive assistants
that support knowledge exchange in fast-paced and demanding
environments, such as an agile production line.

CCS CONCEPTS
•Human-centered computing→ Empirical studies in HCI;
Interactive systems and tools; Natural language interfaces.

KEYWORDS
cognitive assistant, chatbots, industry 5.0, human-centeredAI, knowl-
edge sharing, knowledge-based AI
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1 INTRODUCTION
Operating a complex machine, such as a production line, can be a
daunting task for an inexperienced worker, requiring extensive job
training. Currently, training and knowledge sharing rely heavily
on human interaction, where novices are often paired with expe-
rienced workers and receive a lot of one-on-one guidance for an
extended period. However, this approach can be time-consuming
and expensive, and expert workers may not have the capacity to
share all relevant knowledge. Moreover, the departure of experi-
enced workers or their retirement can result in a loss of valuable
(tacit) knowledge, making it challenging to train new operators.
Additionally, instruction materials is often inaccessible or outdated,
inhibiting its use. As a result, training new operators is highly
resource-intensive and requires a considerable amount of time [45].

Recently, intelligent Products, Systems and Services (iPSS) are
transforming how technicians share knowledge in manufacturing
environments [12]. However, older systems are based primarily on
predefined knowledge bases, which cost a significant amount of re-
sources to develop and maintain [14]. Previous studies attempted to
automatically uncover knowledge using natural language process-
ing (NLP) in existing maintenance reports, but many data quality
problems were discovered [16]. Others came to the conclusion
that technicians frequently provide informal descriptions of issues,
which results in discrepancies and errors in the data; certain main-
tenance data, such as the actual root cause of a problem, are not
always collected; and once the data is collected, it is often not used
for a subsequent diagnosis [44]. Clearly, the poor quality of reports
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inhibits (AI-facilitated) knowledge sharing between workers, re-
quiring a more effective and user-friendly method of recording and
sharing knowledge between factory workers [26].

A cognitive assistant is a smart system designed to “augment
human intellect” by endowing one with cognitive capacities be-
yond what is humanly possible. Cognitive assistants have been
found to reduce cognitive load when making decisions and taking
actions [1, 8, 31]. By continuously learning from workers’ experi-
ence, cognitive assistants are able to adapt to changing physical
environments, dynamic social context, and user needs [1]. Natu-
ral language mechanism and context awareness could also enable
cognitive assistants to efficiently acquire high-quality knowledge
shared by experienced workers and pass it on to novices [26].

We developed CLAICA (Continuously Learning Artificial In-
telligence Cognitive Assistant) to support workers by providing
on-the-job training and knowledge sharing. The CLAICA proto-
type can interact through a conversational user interface in a web
browser across mobile and desktop devices. Its primary function is
to learn best practices from (expert) workers and share this with
others. In addition, it can recommend existing task instructions
and training. The knowledge it acquires is stored in a continuously
growing knowledge graph. It has several key advantages over a hu-
man mentor for novices; namely, (1) it is always available, (2) it will
never forget information, and (3) it has direct and real-time access
to production-line data. These advantages are critical in a modern
agile production line, where a small number of human workers
operate a complex connected system and many different products
are produced, each of which requires specific setups. CLAICA’s con-
text awareness is powered by direct access to live production-line
data (e.g., machine status, sensor data, error codes) that enable it to
streamline interactions with users (e.g., it can detect what product
is being produced without having to ask the user) and to help match
the current situation to knowledge stored in its knowledge base.
Here, we describe CLAICA’s system architecture and share results
from a user study with 83 participants. The study participants per-
formed eight knowledge exchange tasks with CLAICA related to
representative manufacturing activities, such as requesting cogni-
tive assistance to solve a specific problem and sharing new machine
settings. Our contributions can be summarized as follows.

(1) We showcase how a cognitive assistant can exchange knowl-
edge with workers about operating an agile production line.

(2) We provide a deeper understanding on how context exper-
tise, modality, and training affect the task performance, per-
ceived workload, usability, and user experience of cognitive
assistants.

(3) We elicit requirements and design guidelines for future cog-
nitive assistants beyond the manufacturing domain.

2 BACKGROUND
2.1 Human-centered manufacturing
A key paradigm for modern production is the broad adoption of
digital tools to increase, for example, productivity and sustainability.
Thoben et al. concretized this paradigm with research challenges
and application examples for Industry 4.0 and smart manufacturing
(SM) [48]. The latter are two initiatives to systematically detail and
implement this paradigm in manufacturing. While Industry 4.0

originated in Germany, SM emerged in the United States. Countries
such as Japan, Korea, and China created similar initiatives. These
initiatives are largely technology-focused and do not adequately
account for human needs, involvement, and collaboration with
AI systems [36]. The next paradigm addresses this shortcoming
through human-centric manufacturing, called Industry 5.0 [36, 51].
Müller reports the findings of an expert group regarding technolo-
gies contributing to more human-centric manufacturing [35]. They
include, among others, individualized human-machine interaction
technologies accounting for the strengths of humans and machines.
Also, using AI to assist humans in understanding causalities in
complex and dynamic systems is a critical technology. Romero et
al. introduced similar ideas stressing the importance of socially sus-
tainable manufacturing [39]. They proposed the vision of Operator
4.0, which focuses on trusting and interaction-based relationships
between humans and machines. Eight types of operators illustrate
how technology could enhance human capabilities and skills.

Meanwhile, agile manufacturing enables product customization
and on-demand production to respond quickly to customer needs
and market changes. Moreover, because of the low cost of internet
of things (IoT) devices, IoT devices have gained popularity in man-
ufacturing settings to optimize business workflows and processes,
improve safety and improve research and development. Neverthe-
less, such devices also generate unprecedented volumes of sensor
data, necessitating operators’ constant attention and dramatically
increasing the incurred cognitive load. Interestingly, working in
an agile connected production line is a real challenge for inexperi-
enced workers. Even for experienced operators, operating an agile
production line is a knowledge-intensive task that requires enor-
mous cognitive resources [45]. For example, a single worker may
need to operate and fix numerous machines along a production line
simultaneously, while also (re)optimizing the setup for more than
100 different products. Therefore, systems that could reduce cogni-
tive demands and allow quick feedback are needed to effectively
support workers on a personal basis.

2.2 Cognitive Assistants
Unlike systems designed to replace humans in specific tasks (e.g.,
industrial robots), cognitive assistants strive to complement hu-
man abilities to accomplish complex tasks, such as aiding life-long
education and machine operation [1, 2, 31]. In addition, such as-
sistants often outperform human capacities for communication
and memory in a variety of ways, such as simultaneously provid-
ing dependable and repeatable communication between numerous
users [1, 2]. To achieve the aims mentioned above, cognitive as-
sistants should support efficient human-machine interfacing via
natural language processing, interpretation of gestures, perception,
vision, and sounds, augmented reality to provide additional layers
of information, and others [1, 2]

Of these, the most widely used interaction method for cognitive
assistants is conversational agent-based natural language commu-
nication, which involves natural language understanding, gener-
ation, and dialog for implementation [1]. Conversational agents
engage with people using natural language, which could perform
labor-intensive jobs at low cost in a variety of industries, such as
customer service, healthcare, education, e-banking, and personal
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assistants [34]. For example, recent work has proven conversational
agents to be an effective educational tool for communicating breast
cancer risk and suggested medical guidelines to women, leading
to a significant increase in breast cancer genetics knowledge [52].
Furthermore, advances in context awareness make it possible to im-
prove a conversational agent’s usefulness. For example, acquiring
more accurate knowledge about city locations by asking questions
when users are there [10] or inferring context from user utterances
to provide more relevant tourist recommendations [13]. A virtual
assistant called Amber was proposed by Kimani et al. using a sens-
ing framework that could record users’ faces, speech, and app usage
in order to aid users with job prioritization, provide reminders, and
inhibit social media diversions [28].

Conversational agent-based cognitive assistants have also shown
promise in supporting one’s cognitive processing. Le andWartschin-
ski [31] developed LIZA, a cognitive assistant aiming at enhancing
users’ reasoning and decision-making abilities. By holding a con-
versation with test subjects to help them solve common heuristic
and bias problems, LIZA helped test subjects to improve their rea-
soning skills and achieve significantly higher learning gain [31].
Numerous application scenarios have also been proposed in which
cognitive assistants have positive cognitive effects. From education
and training, such as by employing lifelong learning to retrain adult
workers to meet shifting technological demands, to elderly care by
facilitating interaction with those suffering by cognitive decline [1].

2.3 Cognitive Assistants in Manufacturing
Industrial applications for cognitive assistants (CA)—similar to
Alexa, Google Assistant, or Siri—are an emerging research topic.
These prototypes emerged in different research communities with
different names (e.g., intelligent (virtual/personal) assistants, digital
assistants, software robots, or simply chatbots). Cognitive assis-
tants in manufacturing can bear significant benefits [50]. These
include, for instance, central access to heterogeneous information
systems, the delegation of tasks, and gaze-free and hands-free in-
teractions during work. Furthermore, cognitive assistants can be
used for training workers on-the-job [27] and adjusting machine
parameters in a simulation [32].

Most of the literature regarding CAs in manufacturing focuses
on knowledge and information delivery, for example, context-aware
assistance (e.g., [19]), recommendations for predictive maintenance
(e.g., [49]), decision support based on business analytics of shop-
floor data (e.g., [3, 37]). For instance, Rodriguez et al. [38] present a
mixed reality assistance system to support real-time assembly oper-
ations. They evaluated the operation context through a recognition
system that determines the completion of each assembly step to
derive the next instruction. Belkadi et al. [7] proposes a context-
aware knowledge-based system aiming to support manufacturing
operators. They integrate knowledge management, context man-
agement, and simulation management modules in order to support
the decision making of the workers in real-time. As for Rodriguez
et al. [38], context management gets contextual information in
order to understand the current user’s situation and implements
simulation techniques to anticipate the effect of the worker deci-
sions. Büttner et al. [11] implemented a hand-tracking algorithm in
order to identify wrong picking actions and errors in the assembly

process. Tao et al. [47] implements wearable device sensing and
environmental sensing to capture worker activity in the workplace
in order to guide them in the execution of their tasks, and Josifovska
et al. [25] integrates a context manager module which includes a
Digital twin of a human that simulates specific human abilities
and preferences in order to enable assistance system adaptation.
Longo et al. [33] demonstrated a digital assistant integrated into
an augmented reality application to train machine operators. Their
prototype provides information about safety measures, potential
hazards, machine status and operations, and quality control proce-
dures. Besides, it instructs users on lubrication, greasing, cleaning,
checking and restoring hydraulic pressure or fluids and lube for
maintenance.

Researchers have used several approaches to evaluate the effect
of instruction delivery on workers’ mental workload and its effec-
tiveness. Funk et al. [19] evaluated the workload effect associated
with the delivery of instructions on assembly work by monitoring
biosignals (such as heart rate, galvanic skin response, electroen-
cephalography, and electromyography) and indicators such as task
completion time and error rates. Likewise, Kosch et al. [29] evalu-
ated the cognitive workload produced by in situ projections during
the execution of manual assembly tasks. They implemented elec-
troencephalography (EEG) to monitor cognitive workload and com-
pared the results with those obtained by traditional paper-based
instructions. In line with the above-mentioned approaches, Funk
et al. [20] proposed a standardized experiment design for evaluat-
ing the effect of interactive instructions in heterogeneous assembly
tasks.

Existing literature has also explored acquiring knowledge from
workers but to a significantly lesser extent. This could be partially
attributed to the less immediate benefits; however, we argue that
the ability to continuously learn is necessary for the long-term
success of CAs on the shop floor. Fenoglio et al. [17] propose a
system for capturing explicit and tacit knowledge (through best
practices) from experienced workers in industrial domains. They
implement a role-playing game where a virtual agent interacts
with human experts and knowledge engineers in order to extract
and represent knowledge in an iterative way. Despite this system
providing means to capture tacit knowledge, it requires the inter-
vention of a human agent, as they argue that “is not possible to fully
capture tacit knowledge (usually nonverbal and unexpressed) with
a purely algorithmic approach”. Likewise, Soliman and Vanharanta
[46] suggests a model for knowledge creation and retention through
artificial intelligence. However, there is no practical application of
the model reported in literature, and Hoerner et al. [22] propose
a digital assistance system to support operator troubleshooting
processes on the shop floor. For this purpose, a method to capture
and structure expert’s tacit knowledge was developed. However,
this method is not executed by the digital assistant. It is performed
by human experts who are in charge of extracting and representing
the obtain knowledge and to deliver it as input to the system.

However, and to the best of our knowledge, no existing solution
captures (tacit) knowledge from experienced operators with the
purpose to structure it, store it, and re-share it with novices in real
time and on the shop floor. CLAICA eases the learning curve for
novice operators by serving as a dialectic mediator among novices
and current or past experienced operators. Even for experienced
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personnel, CLAICA provides multiple opportunities to rehearse
and test acquired knowledge and skills, while constantly discover-
ing and formalizing new knowledge or knowledge that has been
overlooked (e.g., tacit knowledge).

3 CLAICA
The primary goal of CLAICA is to enable knowledge exchange
between shop floor workers. It continuously learns by acquiring
knowledge from workers through dialectic interactions, allowing it
to efficiently share up-to-date knowledge. In addition, it can recom-
mend existing work instructions and perform information retrieval
tasks. Furthermore, workers can provide feedback on the knowl-
edge they receive to improve recommendations over time. What
sets CLAICA apart from the state-of-the-art is its ability to effi-
ciently acquire knowledge from workers on the shop floor without
human involvement and store it in a knowledge graph along with
contextual information. However, knowledge managers may still
be needed to perform quality control by approving, reviewing, and
removing elements of knowledge. Ultimately, CLAICA aims to re-
duce the burden on knowledge managers and improve knowledge
sharing.

3.1 Co-designing CLAICA
CLAICA was developed in close collaboration with an industrial
company, a detergent producer. Their ambitions for the assistant
are to result in faster training of new operators and higher overall
equipment effectiveness (OEE) [15], that is, the percentage of man-
ufacturing time that is truly productive. During the early design
phase of CLAICA, we conducted semi-structured interviews and
focus groups with operators and management at two detergent fac-
tories. We explored three main topics, namely what opportunities
are there to support machine operators with a cognitive assistant,
what wishes do factory employees have regarding the (interactive)
capabilities of the assistant, and what challenges the assistant might
face from a user acceptance perspective. We interviewed six ma-
chine operators, two maintenance technicians, two shift leaders,
four engineers, and one factory director. We pinpointed the follow-
ing opportunities: (1) identify the best practices of operators, elicit
this knowledge, and share it with others, (2) make existing work
instructions more easily accessible, (3) help operators identify the
root cause of problems, (4) provide operators with access tomachine
data anywhere on the production line, and (5) create high-quality
issue reports. The operators were primarily interested in receiving
ubiquitous access to machine data, while their supervisors were also
concerned with facilitating knowledge sharing among operators,
providing access to instructions, and creating better issue reports.
The shift leaders suggested that operators, even experts, could ben-
efit from suggestions; however, the operators themselves disagreed.
We noted that the operators were very proud of their skills and
proud that they did not need instruction material. However, they
thought that novice operators could benefit from easy access to
up-to-date documentation. Existing documentation resides in paper
and digital form, but is poorly structured and frequently outdated.
As such, novice operators are trained almost exclusively by experi-
enced operators on-the-job. Due to the complexities of operating an
agile production line, this process is lengthy and, therefore, costly.

Furthermore, it is risky from the company’s perspective, as a lot of
valuable (tacit) knowledge will be lost when experienced operators
leave.

We collected 100 issue descriptions on one of the production
lines over three days. We asked the operators to verbally describe
the location, symptoms, and cause of each issue as it occurred. The
operators used a mono headset during data collection (see Fig. 1).

Figure 1: An operator describing a problem with the produc-
tion line

We analyzed the resulting reports to identify opportunities and
challenges for CLAICA. We observed that operators used different
terms and acronyms when describing the same machines (e.g., depa,
palletizer, depalletizer). In addition, the production line breaks down
frequently (up to 30 times in an eight-hour shift) and the operators
are under intensive time pressure. As a result, many problems go
undocumented. Once we built a working prototype, we presented
it to the operators (see Fig. 2) to elicit further feedback.

Figure 2: An operator using CLAICA at the production line

The insights from the interviews, the focus groups, and the
collection of issue descriptions resulted in the following design
requirements for CLAICA.

• It must provide accurate cognitive support to novices
• It must interact efficiently and reliably

556



Lessons Learned from Designing and Evaluating CLAICA IUI ’23, March 27–31, 2023, Sydney, NSW, Australia

• It must support user feedback
• It must continuously learn from its (expert) users
• There must be incentives for (expert) users to share their
knowledge (this responsibility is shared with the company)

• It must reduce the reliance on expert operators for training
and supporting novices

• It must be transparent about what data it collects and how
it provides recommendations

• It must be able to handle divergent phrasing and misunder-
standings gracefully

3.2 System
3.2.1 Capabilities. CLAICA employs a conversational user inter-
face (CUI) as its primary means of interacting with users, a knowl-
edge graph for storing its knowledge, and a cognitive engine for
processing and integrating all the information streams (see Fig. 3).
CLAICA can collect information about the context autonomously
(e.g., machine states). As such, the context awareness provided by
the live production data enables CLAICA to streamline interaction,
minimize its duration, and input burden (e.g., by auto-filling some
of the information for the user).

Natural
Language

Understanding

Dialogue
Management

Knowledge
Graph

Interface

Knowledge
Graph

Back-end DatabaseFront-end

Cognitive
Engine

User

Chat Interface

CLAICA

Simulation

Figure 3: CLAICA’s architecture (below) and the simulation
(above)

In its current state, CLAICA can continuously learn from opera-
tors in the following scenarios.

(1) A worker shares how they diagnosed and solved an issue. Upon
classifying the worker’s intent to provide an issue report,
CLAICA will start requesting information from the user.
Each issue report is split into three sections, namely symp-
toms, cause, and solution. CLAICA asks the worker to pro-
vide a description of each of these in text. While processing
the worker’s response, CLAICA attempts to extract several
named entities such as any machine components (e.g., nozzle
23), machine component states (e.g., overheated), product

components (e.g., label) and product component states (e.g.,
crooked), error codes, and worker actions. If CLAICA is un-
able to extract at least one machine component associated
with the symptom of the issue, it asks the worker to specify
one manually. Furthermore, it uses its context awareness
to suggest additional entries as buttons in the CUI, such as
machine error codes. Finally, the workers’ descriptions, ex-
tracted entities, and context information are stored in the
knowledge graph.

(2) A worker shares machine settings for a product. In this sce-
nario, CLAICA uses its machine integration to collect some
of the information automatically, for example, which product
is being produced and with what settings. However, it still
asks the worker for confirmation and the option to specify
something manually. Additionally, CLAICA asks the user for
comments on the settings, for example, if they are safe or
risky. In turn, this information is stored in the knowledge
graph.

(3) A worker rates existing machine settings. Upon receiving rec-
ommended machine settings from CLAICA, workers are
encouraged to rate them from 1 to 5. CLAICA takes these
ratings into account when recommending the settings to
other works. In addition, a rating of 1 will automatically
triger the settings to be retracted and flagged for review by
a knowledge manager.

In addition, CLAICA can provide knowledge in the following
scenarios.

(1) Aworker asks for help.When a worker asks for help, CLAICA
asks them to describe the situation. It attempts to extract
several named entities, such as machine component(s) and
their states. In turn, it uses these entities to search its knowl-
edge graph for the most relevant existing solutions and/or
documents and recommends these to the worker.

(2) A worker asks for machine settings for a product.When the
user requests machine settings, CLAICA checks which prod-
uct is currently being produced and asks for user confirma-
tion. Then, it searches its knowledge base for the highest
rated settings for that product and presents it (see Fig. 4).

(3) Aworker asks how to perform a specific task.CLAICA’s knowl-
edge base also includes existing documentation on how to
perform several tasks. The worker can ask for them explicitly,
for example, "how do I perform a prerun?" (see Fig. 5).

3.2.2 Assistant Framework. We use an open source conversational
AI assistant framework, Rasa1, to build CLAICA (see Fig. 3. We
use Rasa due to its flexibility and performance; it can easily be
customized for specific use cases and connected to additional com-
ponents, such as knowledge bases. This includes adding custom
Python scripts (Cognitive Engine), adjusting the NLP pipeline, and
using custom entity extractors, such as Duckling2 (e.g., to extract
pressure values from user utterances). The natural language under-
standing (NLU), dialogue management uses several base features
that have universally applicable intents and conversation patterns,
for example, greeting and restarting the assistant. Additionally, we

1https://rasa.com/—last accessed February 17, 2023
2https://duckling.wit.ai/—last accessed February 17, 2023
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Figure 4: A user requests filling machine settings for a prod-
uct

have added features that contain specific training data, domain
descriptions, and custom actions for CLAICA. The Cognitive En-
gine, also known as the custom actions server, is the place where
all incoming streams of information, such as machine data, user-
provided information, and knowledge base, are handled, analyzed,
and responded to. It also contains the logic to ensure all the relevant
information is collected from user’s during knowledge acquisition
(e.g., during an issue, CLAICA needs to collect the machine compo-
nent ID, symptom, cause and applied solution). We run a Rasa X
server that supports a browser-based chat interface (see Fig. 4). It
also provides a browser-based interface to review user conversa-
tions and apply improvements.

3.2.3 Continuously Growing Knowledge Base. The knowledge base
is a Neo4j3 knowledge graph, also known as a semantic web. It can
be queried by the assistant using GraphQL4 resolvers. A knowledge
3https://neo4j.com/—last accessed February 17, 2023
4https://graphql.org/—last accessed February 17, 2023

Figure 5: Task instructions for a prerun

graph is a type of data representation that uses nodes and edges
to map relationships and information between entities. It helps
machines, like CLAICA, to “understand” the meaning and context
of data, providing a more structured and interconnected view of
information. For CLAICA, we define a description of an issue symp-
tom as an “event” node that will have a “caused by” relationship to
another event that describes the cause. In turn, the symptoms event
will have a “solved by” relationship to a solution node. Each of
the event nodes can have relationships with other entities, such as
machine components and their states. This gives CLAICA a robust
way to find relevant information (e.g., a solution), to a situation
described by the worker.

3.2.4 Simulating the Production Line. Testing an intervention, such
as a cognitive assistant, in a detergent factory and in situ is chal-
lenging due to the potential for dangerous and costly operating
errors. Problems can arise from incorrect recommendations and
the cognitive load or distractions imposed by interactions with the
assistant. Furthermore, since the target audience for the assistant is
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Figure 6: The simulated user interface for the filling machine

new employees, the pool of available test participants is small and
unreliable. Therefore, we created a detergent factory simulation to
evaluate the assistant in the lab before introducing it in the wild.
The simulation features several graphical user interface (GUI)s that
connect to a model in the back-end. These include GUIs where
users can control the most important machines on the production
line, namely the detergent container filling machine (Figs. 6) and
the detergent container weight checker machine (Fig. 7).

The front-end was built using Node-RED5, which connects to a
PostgreSQL6 database and machine models written in Python7. It
supports several simple tasks related to the preparation of machines
for production, as well as more complex optimization and problem
solving tasks. The GUIs are browser-based and designed to be
accessed on a tablet or laptop. To simulate a real factory scenario
as closely as possible, we examined the set-up found in a detergent
factory and modeled our lab set-up on it. For example, for the GUIs,
we matched the information displayed, the user controls, their
physical height, and the distance between them. The production
line simulator was validated through several focus group sessions
with factory employees ranging from shop floor workers to process
improvement engineers.

5https://nodered.org/—last accessed February 17, 2023
6https://www.postgresql.org/—last accessed February 17, 2023
7https://www.python.org/—last accessed February 17, 2023

Figure 7: The simulated user interface for the weight checker
machine

4 STUDY AND METHODOLOGY
We conducted a between-subjects user study with 83 participants
to evaluate user performance, usability, user experience and per-
ceived workload when interacting with CLAICA. The user study
took approximately one hour and consisted of the following three
parts: a demonstration of the (simulated) production line, a demon-
stration of the assistant, and a user test. The user test involved
performing eight knowledge exchange tasks with CLAICA. These
included information retrieval (e.g., “Find instructions on how to
perform a prerun”), knowledge sharing, and requesting cognitive
support. Note that the participants only interacted with the assis-
tant; they did not have to perform any actions with the (simulated)
production line. Participants then completed a survey, including
a NASA Task Load Index questionnaire (NASA-TLX) [21], a User
Experience Questionnaire (UEQ) [43], and a System Usabilty Scale
(SUS) questionnaire [6]. At the end of the study, we posed several
open-ended questions to initiate a discussion and obtain qualitative
feedback from our participants.
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4.1 Research Questions
In this user study, we sought to answer the following Research
Questions (RQs):

RQ1 How does prior training affect user performance, perceived
workload, user experience and perceived usability when using
CLAICA?
When introducing a new tool or system like CLAICA to end
users, its introduction will probably include some training on
what it can do and how to use it. Managers would like to set
expectations and manage the change process with care. To
ensure adoption, managers should highlight the perceived
usefulness of a system, especially the improvements that it
may bring to efficiency [9]. Furthermore, training could help
users become more effective with the new system. We plan
to provide training to end users when CLAICA is deployed
in situ; therefore, we would like to evaluate the effect of pro-
viding training or not (“trained” vs. “untrained” participants).
As we expect users will need time to learn how to interact
with CLAICA, we think that the trained group will be able to
interact more efficiently with CLAICA and, therefore, have
a better use experience.

RQ2 How does context expertise affect user performance, perceived
workload, user experience and perceived usability when using
CLAICA?
Due to the challenges of conducting studies with real end-
users, many researchers opt to recruit participants locally
(e.g., students or colleagues). The same is true for compa-
nies developing new products - access to end users can be
difficult for many reasons, for example, confidentiality [42].
Therefore, it is valuable to understand how context expertise
affects the user experience of AI assistants such as CLAICA
(“worker” vs. “layman” participants). We do not expect con-
text expertise will help users interact with CLAICA more
efficiently; however, we think that it may affect the subjec-
tive user experience as they understand the implications of
CLAICA in the context better.

RQ3 How does the modality of interaction with CLAICA affect user
performance, perceived workload, user experience and per-
ceived usability?
From the formative study interviews with end users, we
learn that they currently use a fixed computer to access in-
structions and create issue reports. However, the production
line can be long, so having to walk back to the computer
takes time and may be a barrier to its use. Furthermore, they
may not remember all the details of an instruction when
they return to the relevant machine on the production line.
Regardless, the laptop’s larger screen and keyboard might
help users retrieve and provide information faster and we
use it as a baseline to compare against (“smartphone” vs.
“laptop”). Previous research has shown that typing on com-
puters is faster, but that smartphones can benefit more from
suggested words [40]. Therefore, we expect that the laptop
group will be able to perform tasks faster and have a better
user experience.

4.2 Participants
We recruited 83 participants (44 male, 34 female, three “other” and
four “preferred not to say”) with age ranges from 18 to 64. Most
of the participants (𝑁 = 50) were 17–29 years old, followed by
the 30–39 age bracket (𝑁 = 16). All participants were able to com-
municate clearly in written and spoken English. The participants
were recruited from the following four groups: factory employees
(𝑁 = 12), external human computer interaction (HCI) researchers
(𝑁 = 16), local HCI researchers (𝑁 = 18) and master’s students
(𝑁 = 37).

4.3 Procedure
Before commencing a user trial, participants were asked to read
and sign an informed consent form that had been approved by an
ethical board. Participants were randomly but equally split between
the “smartphone” group and the “laptop” group. Next, participants
were shown a short video introduction to the context of manufac-
turing and AI assistants. We then presented a three-minute video to
introduce the (simulated) production line. The first part of the video
introduced the detergent production line, a few of the worker’s
primary tasks and the machines we included in the simulation (fill-
ing machine and weight checker). Then, participants were shown
how we simulated the filling machine (see Fig. 6) and the weight
checker (see Fig. 7). Following the first video, the participants were
given three minutes to write down comments on the realism of the
simulation and how it could be used and improved. Participants
were asked to write their comments as digital post-it notes. Then,
the participants from the “trained” group were shown a five-minute
training video demonstrating the capabilities of the assistant and
how to use it. Again, they were given three minutes to write their
comments. The “untrained” group, who performed the study at
another time and place, was asked to write down comments on a
related topic. Therefore, we ensure a comparable total experiment
time and workload. The participants in the “smartphone” group
were asked to interact with CLAICA using a web browser on their
smartphone, while the participants in the “laptop” group used a web
browser on their laptop. Then 10 minutes were given to complete
eight assigned knowledge exchange tasks with CLAICA. Partic-
ipants were asked to interact naturally in English. Immediately
after completion, they were instructed to complete several surveys,
namely NASA task load index (NASA-TLX), system usability scale
(SUS), user experience questionnaire (UEQ), demographics (age,
gender, occupation, years of experience in occupation), and per-
sonal factors related to chatbot experience. After completing the
survey, we moderated a 10-minute discussion on their experience
using the assistant and opportunities for improvements.

4.4 Measures
We measured the following quantitative objective variables: Task
completion time, Task completion rate (yes/no), Conversation turns
between user and CLAICA, User utterance length (words), Conver-
sation breakdowns (when CLAICA cannot classify the user’s intent),
and User typing errors. The task completion time was automatically
calculated by the Qualtrics8 survey using the time difference be-
tween the first and last click on the task instruction page. The chat
8https://www.qualtrics.com/
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logs were extracted from an SQL Tracker Store 9 using SQL queries
and a Python script. We then semi-automatically extracted partici-
pant IDs to match the chats to the survey responses. Quantitative
objective variables related to the interactions were automatically
calculated using a Python script. We used the Enchant 10 library
to identify user typos and checked the assistant’s failure response
“/restart” to count conversation breakdowns. For the sake of brevity,
we omit these metrics in this paper.

We measured the following quantitative subjective variables:
workload using the NASA-TLX, usability using the SUS, and user
experience using the UEQ.We collected the following demographics
and personal factors: Age, Gender, Occupation, Years of experience
in occupation. In addition, we collected the following self-reported
factors related to chatbots and technology: prior experience with
chatbots and tech-savviness. We asked the following questions with
likert scales as a response: “I am familiar with chatbot technologies,”
“I use chatbots frequently,” “I consider myself an advanced technology
user,” and “I am eager to try new technologies,” and “I am good at
solving technical problems.” The first four of these questions have
been used in prior work on chatbot breakdown strategies [4, 18].

4.5 Qualitative Analysis
The last part of the user study consisted of asking the participants
several open-ended questions to gather detailed insights from users
about their experience executing tasks with the assistant. The ques-
tions were as follows: “How did you experience the assistant?”,
“What worked and what didn’t?” and “How could it be improved?”.
After completing the tasks and filling our the survey, the partici-
pants were given 5 minutes to write digital post-it notes on a Miro
board 11. A total of 148 text entries were collected. We performed a
content analysis to investigate the user responses. Lazar et al. [30]
define content analysis as “the process of developing a representative
description of text or other unstructured input”. We used two subjec-
tive coders, who read the data multiple times and then followed a
mixture of emergent coding and a priori coding to create the key
categories. The first and second level are based on a priori coding
to clean and sub-categorize the data according to this study’s goals.
Comments were not processed further if they were not directly
relevant to answer the research questions.

5 RESULTS
To decide on our statistical methods, we first performed all the
necessary pre-tests, such as Shapiro-Wilk tests of normality and
Levene’s tests of homogeneity of variance. We omit the pre-tests
for brevity. Depending on the statistical test at hand, we report
averages and standard deviations (parametric), or median values
(non-parametric). We started our analyses by computing correla-
tions between personal factors (e.g., demographics and prior ex-
perience with chatbots), as they can confound the relationship
between the independent and dependent variables. We found the
following two significant correlations: age is positively correlated
with SUS score (𝑟 (81) = .238, 𝑝 < .05) and self-reported technical
problem solving skills are positively correlated with completion

9https://rasa.com/docs/rasa/tracker-stores/
10https://abiword.github.io/enchant/
11https://miro.com/whiteboard/

rate (𝑟 (83) = .308, 𝑝 < .05). These correlations indicate that (a) the
older our participants were, the higher their usability ratings about
CLAICA, and (b) the higher the self-reported problem-solving skills,
the more probable it is for our participants to successfully complete
a knowledge exchange task with CLAICA. We then investigated if
there were any significant differences between the median age and
technical problem solving skills of the groups. A Mann-Whitney U
test showed that there is a significant difference in the median age
category between the layman group (𝑀𝑑𝑛 = 1) and worker group
(𝑀𝑑𝑛 = 4 /𝑚𝑖𝑑 𝑈 = 80.500, 𝑝 < .001), between the untrained group
(𝑀𝑑𝑛 = 2) and the trained group (𝑀𝑑𝑛 = 1 | 𝑈 = 311.500, 𝑝 < .05),
but no significant difference between the median age category of
the smartphone group (𝑀𝑑𝑛 = 1) and laptop group (𝑀𝑑𝑛 = 1 |
𝑈 = 775.500, 𝑝 = .746). Regarding self-reported technical problem-
solving skills, a series of Mann-Whitney U tests did not reveal any
significant differences between the laymen (𝑀𝑑𝑛 = 4) and the
workers (𝑀𝑑𝑛 = 4)(𝑈 = 379, 𝑝 = .519), or between the untrained
(𝑀𝑑𝑛 = 4) and the trained group (𝑀𝑑𝑛 = 4)(𝑈 = 391.500, 𝑝 = .336),
or between the smartphone (𝑀𝑑𝑛 = 4) and the laptop group (𝑀𝑑𝑛 =

4)(𝑈 = 791.500, 𝑝 = .596).

5.1 Effects of Prior Training (RQ1)
At first, we investigated whether receiving instructions (training)
on what a cognitive assistant can do would have any effect on user
performance, expressed as overall task completion times and task
completion rates. However, a non-parametric Mann-Whitney U
test displayed no significant difference in the median overall task
completion times between untrained (𝑀𝑑𝑛 = 423.463) and trained
participants (𝑀𝑑𝑛 = 370.165 | 𝑈 = 302, 𝑝 = .099). Similarly, a non-
parametric Mann-Whitney U test displayed no significant differ-
ence in the median overall task completion rate between untrained
(𝑀𝑑𝑛 = 6.5) and trained participants (𝑀𝑑𝑛 = 7 | 𝑈 = 389.500, 𝑝 =

.332). These findings indicate that prior training on how to use
CLAICA did not affect significantly task performance when
using CLAICA (RQ1).

Next, we investigated if prior training on CLAICA impacts per-
ceived workload (NASA-TLX) and usability (SUS). An independent-
samples t-test revealed a significant difference in the average NASA-
TLX scores between the untrained (𝑀 = 35.651, 𝑆𝐷 = 18.261) and
the trained group (𝑀 = 46.058, 𝑆𝐷 = 13.080 | 𝑡 (69) = −2.590, 𝑝 <

.05)(see Fig. 8).
Similarly, an independent-samples t-test revealed also a signifi-

cant difference in the average SUS scores between the untrained
(𝑀 = 59.559, 𝑆𝐷 = 19.946) and the trained group (𝑀 = 45.046, 𝑆𝐷 =

17.324 | 𝑡 (69) = (2.905, 𝑝 < .01, see Fig. 9). Contrary to our expec-
tations, the trained group reported significantly higher work-
load and significantly lower usability than the untrained
group did after completing knowledge exchange taskswith CLAICA
(RQ1).

Last, we explored whether previous training influences user
experience (UX) as reported by our participants using the six di-
mensions of the UEQ. A series of independent-samples t-tests re-
vealed significant differences between the two groups reflected in
the average scores of attractiveness (untrained: 𝑀 = .392, 𝑆𝐷 =

.854 vs. trained: 𝑀 = −.133, 𝑆𝐷 = .848 | 𝑡 (69) = (2.905, 𝑝 <

.05), perspicuity (untrained: 𝑀 = .853, 𝑆𝐷 = 1.284 vs. trained:
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Figure 8: NASA-TLX score versus training
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Figure 9: SUS score versus training

𝑀 = −.133, 𝑆𝐷 = .848 | 𝑡 (69) = (2.905, 𝑝 < .01), efficiency
(untrained: 𝑀 = .7647, 𝑆𝐷 = 1.191 vs. trained: 𝑀 = .046, 𝑆𝐷 =

.874 | 𝑡 (69) = (2.905, 𝑝 < .01), and dependability (untrained:
𝑀 = .471, 𝑆𝐷 = .824 vs. trained: 𝑀 = .130, 𝑆𝐷 = .867 | 𝑡 (69) =

(1.430, 𝑝 = .157), but not in the average scores of stimulation
(untrained:𝑀 = .088, 𝑆𝐷 = .824 vs. trained:𝑀 = −.301, 𝑆𝐷 = .822 |

𝑡 (69) = (1.702, 𝑝 = .093) and novelty (untrained:𝑀 = .1765, 𝑆𝐷 =

.822 vs. trained: 𝑀 = −.181, 𝑆𝐷 = .972 | 𝑡 (69) = (1.395, 𝑝 = .167).
For an overview, see Fig. 10. These findings indicate that prior
training in using CLAICA impacted negatively UX notions
such as perceived attractiveness, perspicuity, efficiency, and
dependability, but did not affect perceived stimulation and
novelty (RQ1).
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Figure 10: UEQ scores versus training

5.2 Effects of Context Expertise (RQ2)
Next, we investigate if and how context expertise—being a worker
vs. being a layman—affects task performance, perceived workload,
usability, and UX when using a cognitive assistant such as CLAICA.
Two non-parametric Mann-Whitney U test revealed significant
differences in the median overall task completion times (worker:
𝑀𝑑𝑛 = 502.985 vs. layman:𝑀𝑑𝑛 = 380.775 | 𝑈 = 261, 𝑝 < .05) and
in the median overall task completion rates (worker:𝑀𝑑𝑛 = 7.5
vs. layman:𝑀𝑑𝑛 = 7 | 𝑈 = 333, 𝑝 = .211) between the two context-
expertise groups (see Fig. 11). Interestingly, laymen performed
better thanworkers in knowledge exchange taskswhenusing
CLAICA (RQ2). A follow-up non-parametric Mann-Whitney U
test did not reveal significant differences in the median NASA-TLX
scores between worker (𝑀𝑑𝑛 = 37.88) and layman (𝑀𝑑𝑛 = 45.45)
participants (𝑈 = 334.5, 𝑝 = .236).

However, an independent-samples t-test revealed a significant
difference in the average SUS scores betweenworker (𝑀 = 74.167, 𝑆𝐷 =

14.706) and layman (𝑀 = 48.521, 𝑆𝐷 = 18.896) participants (𝑡 (81) =
−4.470, 𝑝 < .001)(see Fig. 12). The mean SUS score from the worker
and layman groups is equivalent to a “good” and “poor”/“ok” grade,
respectively [5] or the 70th and 10th percentile, respectively [41].
Note that these equivalent scores predate widespread user testing
of chatbots and may be unreliable [24]. These findings suggest that
laymen did not experience CLAICA as more cognitive de-
manding than workers in completing knowledge exchange
tasks. However, workers rated CLAICA significantly higher
than laymen in terms of usability. (RQ2).

Finally, we investigated whether and how context expertise has
an impact on user experience (UX) as reported by our participants
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Figure 11: Task duration versus context expertise
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Figure 12: SUS score versus context expertise

using the six dimensions of the UEQ. A series of independent-
samples t-tests revealed significant differences between the two
groups reflected in the average scores of attractiveness (worker:
𝑀 = 1.305, 𝑆𝐷 = .887 vs. layman: 𝑀 = −.007, 𝑆𝐷 = .872 | 𝑡 (81) =
−4.808, 𝑝 < .001), perspicuity (worker: 𝑀 = 1.458, 𝑆𝐷 = .851 vs.

layman: 𝑀 = .176, 𝑆𝐷 = 1.207 | 𝑡 (81) = −3.525, 𝑝 < .001), effi-
ciency (worker:𝑀 = 1.416, 𝑆𝐷 = .807 vs. layman:𝑀 = .218, 𝑆𝐷 =

.999 | 𝑡 (81) = −3.937, 𝑝 < .001), dependability (worker: 𝑀 =

1.208, 𝑆𝐷 = .744 vs. layman: 𝑀 = .211, 𝑆𝐷 = .863 | 𝑡 (81) =

−3.765, 𝑝 < .001), stimulation (worker: 𝑀 = 1.333, 𝑆𝐷 = .807
vs. layman: 𝑀 = −.207, 𝑆𝐷 = .833 | 𝑡 (81) = −5.949, 𝑝 < .001),
and novelty (worker: 𝑀 = .854, 𝑆𝐷 = 1.245 vs. layman: 𝑀 =

−.095, 𝑆𝐷 = .926 | 𝑡 (81) = −3.117, 𝑝 < .05). For an overview, see
Fig. 13. These findings indicate that context expertise plays a
substantial role in UX when using a cognitive assistant such
as CLAICA (RQ2).
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Figure 13: UEQ aspects versus context expertise

5.3 Effects of Interaction Modality (RQ3)
Then, we investigated if and how the interaction modality par-
ticipants used (smartphone vs. laptop) had any impact on user
performance, perceived workload, user experience and perceived
usability. The aim here is to compare between a popular interac-
tion modality (smartphone) and an established one (laptop) in how
they influence information exchange with cognitive assistants such
as CLAICA. From the outset, two non-parametric Mann-Whitney
U tests displayed no significant differences in the median over-
all task completion times (smartphone: 𝑀𝑑𝑛 = 385.981 vs. lap-
top: 𝑀𝑑𝑛 = 379.522 /𝑚𝑖𝑑 𝑈 = 765, 𝑝 = .827) and in the median
overall task completion rates (smartphone:𝑀𝑑𝑛 = 7 vs. laptop:
𝑀𝑑𝑛 = 7 | 𝑈 = 736.500, 𝑝 = .296). These findings indicate the inter-
action modality (smarthphone vs. laptop) had no effect on
task performancewhen executing knowledge exchange tasks
with a cognitive assistant such as CLAICA (RQ3). In the same
guise, two follow-up independent samples t-tests did not unveil
any significant differences in the average NASA-TLX (smartphone:
𝑀 = 41.646, 𝑆𝐷 = 17.420 vs. laptop: 𝑀 = 43.859, 𝑆𝐷 = 12.663 |
𝑡 (61.410) = −.643, 𝑝 = .523) and in the average SUS (smartphone:
𝑀 = 53.333, 𝑆𝐷 = 25.663 vs. laptop: 𝑀 = 51.383, 𝑆𝐷 = 15.462
| 𝑡 (53.994) = .403, 𝑝 = .688) scores between the two interaction
modality groups. These findings suggest that interaction modal-
ity (smartphone vs. laptop) does not bear a substantial impact
on perceived workload and reported usability when using a
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cognitive assistant such as CLAICA to perform knowledge
exchange tasks (RQ3).

Last but not least, we inquired into if and how interaction modal-
ity has influences UX as reported by our participants using the six
dimensions of the UEQ. However, a series of independent-samples t-
tests and Mann-Whitney U tests displayed no significant differences
between the two groups as reflected in the average and median
scores of attractiveness (smartphone: 𝑀 = .153, 𝑆𝐷 = 1.121 vs.
laptop:𝑀 = .206, 𝑆𝐷 = .880 | 𝑡 (81) = −.241, 𝑝 = .810), perspicuity
(smartphone:𝑀 = .361, 𝑆𝐷 = 1.495 vs. laptop:𝑀 = .362, 𝑆𝐷 = 1.029
| 𝑡 (59.110) = −.002, 𝑝 = .998), efficiency (smartphone: 𝑀 =

.542, 𝑆𝐷 = 1.157 vs. laptop: 𝑀 = .2766, 𝑆𝐷 = .973 | 𝑡 (81) =

1.133, 𝑝 = .260), dependability (smartphone:𝑀 = .333, 𝑆𝐷 = 1.023
vs. laptop: 𝑀 = .372, 𝑆𝐷 = .832 | 𝑡 (81) = −.192, 𝑝 = .849), stim-
ulation (smartphone: 𝑀𝑑𝑛 = 0.250 vs. laptop: 𝑀𝑑𝑛 = 0.0 | 𝑈 =

821, 𝑝 = .818), and novelty (smartphone:𝑀 = −.208, 𝑆𝐷 = .992 vs.
laptop:𝑀 = .234, 𝑆𝐷 = 1.021 | 𝑡 (81) = −1.981, 𝑝 = .051). These find-
ings show that interaction modality (smartphone vs. laptop)
has no effect on UX when using a cognitive assistant such as
CLAICA to perform knowledge exchange tasks (RQ3).

5.4 Qualitative Insights
We conducted a content analysis to create a structured representa-
tion of the comments received from our participants. At the first
level, two coding categories were created: Conversational AI per-
spective and user interface (UI) perspective. At the second level,
for the conversational AI perspective, text inputs were categorized
according to the main technical components of the assistant which
was built using the Rasa framework; such as NLU component, dia-
log management component, and external data bases. Two other
categories include the assistant’s functionalities and UX directly
bound to the assistant. Comments related to the UI perspective were
categorized into second-level aspects such as interaction modes,
input modes, accessibility, general UX bound with the UI interac-
tions, and message visualization. The comments were then further
refined through emergent coding, as shown in Fig. 14 and 15.

Figure 14: Results of the content analysis performed on par-
ticipants’ comments about the user interface (UI) perspective

We identified 34/148 comments on the limited abilities of the
NLU in understanding divergent phrasing resulting in conversa-
tional breakdown (NLU fallback). Four participants (𝑁 = 4) found
the applied repair strategy and restart option to recover from the
breakdown ineffective. Five participants (𝑁 = 5) wished they could
talk to the assistant by using keywords instead of complete sen-
tences. Participants expressed interest in the prospect of using
CLAICA; One worker excitably asked “when will it be able avail-
able in the app store”(W13) and “the ease of use and quick access to
information are great” (W13). Seven participants (𝑁 = 7) voiced
concerns regarding safeguarding the quality of acquired knowledge
and how to select the most appropriate recommendations as the
knowledge base grows. Eleven participants (𝑁 = 11) stated that
CLAICA might not be realistic or complex enough to be adopted in
the manufacturing use case. One participant (𝑁 = 1) said “seemed to
work well for the prescribed tasks on the whole. Hard to relate this to
real ‘life on the floor’, where presumably numerous kinds of errors (not
all related to the machine) might occur.” (L103) Another participant
stated that “worker should fix the issue or contact a supervisor if they
cannot fix it, before they talk with chatbot” (L13).

6 DISCUSSION
One of CLAICA’s major strengths is its ability to continuously learn
from (expert) users; however, there are several hurdles that CLAICA
must overcome to be effective. Many of these were raised by the
participants; namely, (1) that its knowledge base was currently too
limited, (2) how to ensure (long-term) accuracy, and (3) how to
prevent information overload. As CLAICA can learn, its knowledge
base does not need to be (quasi)complete before introduction; how-
ever, it would probably promote user acceptance if it could provide
some level of assistance straight away. Therefore, we populated it
with information about 100 previous problems that were solved by
workers and a few product settings. We considered this sufficient
for this user study; however, we aim to collect more before deploy-
ing it on a production line. We have already introduced a rating and
approval mechanism that allows continuous feedback and flagging
of inaccurate information. We may also consider prompting expert
users to review information that CLAICA suspects is outdated (e.g.,
by its age or low rating). To tackle information overload, we rank
the information in the knowledge base by several factors (e.g., rating
and age) and only display the top three to the users. However, we
plan to use similarity algorithms on the knowledge graph to make
this ranking more intelligent, for example, by suggesting knowl-
edge about similar problems. Based on our experience designing
and evaluating CLAICA, we created a set of design guidelines for
future cognitive assistants.

6.1 Deprioritize training when users are
technologically adept

The main advantage of conversational agents lies in that user in-
teraction is greatly facilitated by the use of natural language. That
said, we theorized that to perform knowledge exchange tasks with a
cognitive assistant such as CLAICA, prior training should be neces-
sary to fully realize its potential. However, our results showed that
the trained group found the workload (NASA-TLX) to be higher,
usability (SUS) lower, and attractiveness, perspicuity, and efficiency
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Figure 15: Results of content analysis performed on participants’ comments about the conversational AI perspective

UEQ also lower. All other measures were found to be not signifi-
cantly different between the trained and untrained groups. This is
remarkable, as providing training for the assistant did not result
in higher overall task completion rates or faster task completion
time. Perhaps users that received training tried to remember what
they had seen in the training session. In turn, this may have re-
sulted in experiencing a higher workload, lower perceived usability
and worse UX than the untrained participants did. Alternatively,
the training may have set their expectations too high and they
were disappointed when CLAICA failed to understand their utter-
ances, resulting in inefficient and unclear exchanges. Future work
is necessary to deep-dive and reliably pinpoint the cause of this
effect.

6.2 Test with diverse user groups to account for
vested interest

Social desirability is a type of response bias and describes the ten-
dency of people to present themselves in a generally favorable
manner [23]. Typically, one would assume that the social desirabil-
ity bias would manifest equally in the worker and layman partic-
ipant groups, thus canceling itself out. Workers rated CLAICA’s
usability (SUS) and user experience (UEQ) significantly higher than
laymen. This result could be explained by the following factors:
First, workers may (unconsciously) compare CLAICA with systems
in their workplace that have poor usability and UX; second, work-
ers are positively biased toward CLAICA as it was designed to help
them and their colleagues (vested interest); and third, older workers
might be more likely to be impressed by new technology. In fact,
we found a significant correlation between age and SUS scores and
there was a significant difference between the median age of the
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workers and laymen group. This may (partially) explain the differ-
ence in SUS scores between workers and laymen. Although there
were no significant differences in perceived workload (NASA-TLX)
scores or overall task completion rates, workers took significantly
longer to complete the tasks. Although the workers group had ex-
perience with factory production lines, this clearly did not help
them interact more efficiently with CLAICA. In fact, it appears to be
detrimental. Maybe the workers took longer because they were on
average older and had worse digital competencies. These findings
have implications for studies that use laymen to test systems for
a specific group of end-users. Namely, that context expertise did
not help the user interact more efficiently with the assistant, help
them complete more tasks, or reduce workload. However, context
expertise positively affected subjective usability and UX.

6.3 Intent shortcuts override interaction
modality types

The interaction modality (smartphone or laptop) appeared to not
significantly affect any of the measures. This is unexpected, as
the participants who used a laptop to interact with CLAICA could
probably type faster [40], had a larger screen at their disposal,
and in theory should have completed the knowledge exchange
tasks faster. Perhaps the speed-typing advantage on laptops was
counteracted by the availability of auto correct on the participants’
smartphones and, perhaps more importantly, by CLAICA’s use of
buttons/shortcuts. Alternatively, it is also possible the time required
for the typing did not constitute a significant part of the duration of
the task. Considering that there appears to be no benefit to using a
laptop over a smart, we suggest interacting with cognitive assistants
like CLAICA on a smartphone, as many workers already carry one
around in their pocket, and it can be used at whatever location is
relevant to the required cognitive assistance or knowledge sharing.

6.4 Salvage conversational breakdowns and
support single-word input

We grouped the comments of our participant into the following
two categories: Conversational AI and UI. The effectiveness of
CLAICA’s NLU was the most prominent subtopic, for example, how
well CLAICA could understand user intents and handle fallback.
This is not surprising considering the challenges AI has in under-
standing natural language and the limited training examples (20-50
examples per intent) we used to train CLAICA. Regarding the di-
vergent phrasing of user utterances, additional training data (e.g.,
from this user study) can be used to improve its accuracy. As it is
important to test frequently and early with users, we cannot avoid
NLU breakdowns; however, having a robust fall-back mechanism
(e.g., offering the top three intent predictions) can soften the impact
on UX.

Five participants, including factory workers who wanted to have
short interactions, suggested providing a better NLU for keywords
(that is, utter a single word to indicate intent). However, training
an NLU model to classify intents purely based on a keyword may
reduce its accuracy if the same keyword could be associated with
several intents. Nevertheless, using keywords for frequently used
features may work well, as we recognize that this is natural for
humans and can save time.

6.5 Use suggested responses to streamline
interaction

In contexts where users frequently use the same assistant (e.g.,
at a workplace or home), it is more reasonable to expect users to
learn specific commands to invoke a feature. Indeed, several partici-
pants also mentioned that there was a learning curve in interacting
with CLAICA as fully natural language did not always work. Nev-
ertheless, many participants were positive about the interactive
efficiency they could achieve once they learnt how to make them-
selves understood by CLAICA, for example, through the use of
its shortcut buttons or specific phrasing. These buttons enabled
faster responses and gave users hints as to what response was ex-
pected from them. Considering their success, we will continue to
implement them and explore how to make the suggestions more
intelligent and informative.

6.6 Ethical Considerations
The use of a system such as CLAICA raises several ethical concerns.
First, we do not know what the long-term effects of using CLAICA
may be. CLAICA can help share knowledge among workers; how-
ever, they can become overly dependent on its recommendations.
Perhaps CLAICA could ask open questions to workers to invoke
critical thinking. Second, the real-time data that CLAICA uses can
be used by management to infringe on workers’ privacy rights.
Therefore, it is important that managers (or other workers) cannot
use CLAICA to track people’s performance or interactions with-
out their knowledge. As such, guidelines and policies to protect
and respect user privacy and rights, such as data management
plans, are fundamental to Industry 5.0. Finally, it is not clear who
owns the knowledge that workers share with CLAICA. One could
claim that the knowledge acquired from the workers and formal-
ized by CLAICA, becomes company property. In turn, by sharing
their knowledge, workers effectively reduce their (perceived) value.
Therefore, it is important that CLAICA or their employer employs
reciprocal strategies. For example, the factory collaborating with
the development of CLAICA has introduced a monetary reward
system for workers who shared the most high-quality knowledge
over a month period.

6.7 Limitations
This study focused on the task performance, usability, and user
experience through several interactions with CLAICA; however,
participants did not have to act on the exchanged information or
share their own knowledge. Furthermore, the interactions were
performed in the lab (“in vitro”) as opposed to an actual production
line. Therefore, the results reflect a part of CLAICA’s UX. Assessing
the UX of CLAICA “in vivo” will be the focus of future studies. To
keep the duration of the user study to a reasonable duration (about
an hour), we informed test participants that they could begin com-
pleting the survey after spending ten minutes trying to complete
the assigned tasks. Although the vast majority of participants com-
pleted the tasks in less than ten minutes, several participants took
longer, including multiple factory workers (see Fig. 11). Considering
that this affected all groups and that the sample size for the factory
was relatively small (𝑁 = 12), we decided not to remove these data
points. We found a correlation between age and SUS. This may
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partially explain the difference in SUS for the context expertise
dimension; however, we believe the difference in age between the
groups to be indicative of the reality in factories. That is, many
workers are >50 years old and have poorer digital competencies
than many of the younger laymen we recruited for the study. Fi-
nally, we conducted the study in six separate user trials with two
different moderators and en masse. First, conducting the study in a
group setting may affect the results, as participants may feel pres-
sure to finish faster than their peers or learn from each other. We
tried to minimize this effect by asking participants not to converse
with each other, anonymizing the results, and collecting the task
performance measures automatically so that participants did not
have to indicate when they were done. Second, differences between
how the sessions we conducted, such as, the wording or demeanor
of the moderators, could also affect the results. We believe that
we minimized the effects sufficiently by following a script for the
instructions and using the same slides, task instructions, and video
material for the user trials.

7 FUTUREWORK
After we improve CLAICA on the basis of the findings of this
work, we will conduct a laboratory study to evaluate CLAICA
compared to the current training situation on the production line
(using manuals and human-human training). Then, we will deploy
CLAICA in factories and conduct in situ studies. Possible future
research directions include investigating additional modalities (e.g.,
voice), long-term effects on workers’ task performance, incurred
cognitive workload, knowledge retention, workers’ well-being, and
explainable AI recommendations. We aim to continue to develop
CLAICA in adherence to the (more than) human-centered principles
of user experience, knowledge management, operator safety, and
AI ethics.

8 CONCLUSION
We presented CLAICA, a continuously learning AI cognitive as-
sistant that provides support to agile manufacturing workers by
exchanging knowledge and providing quick access to instructional
material. CLAICA is the product of a co-design process with fac-
tory workers and the focus of a user study with 83 participants.
Our findings contribute to a deeper understanding of how prior
training, context expertise, and interaction modality affect the user
experience of cognitive assistants. Drawing on our findings, we
elicit design and evaluation guidelines for cognitive assistants that
support knowledge exchange in cognitively-demanding tasks and
in challenging environments (e.g., an agile production line).
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