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Abstract

Language models (LLMs) have demonstrated impressive performance on knowledge-intensive tasks
like question answering when supported by external knowledge. However, their success relies not only
on their reasoning capabilities and the accuracy of the external knowledge but also on the truthfulness
of the prompts provided. False premises in prompts can lead to ”hallucinations,” where the generated
content appears plausible but is factually incorrect. This issue is common in online questions, particu-
larly when users search for information on unfamiliar topics, leading to confirmation bias in information
retrieval.

Existing methods for detecting hallucinations may not effectively handle false premises, as they can be
misled by coherent responses that align with the false premises. Fact-checking methods may also be
unsuitable, as LLMs can exhibit sycophantic behavior in attempting to satisfy user requirements.

To address this challenge, we propose a False Premise Detection with Abductive Reasoning (FPDAR)
method for question answering with LLMs. Abductive reasoning enables backward thinking, minimizing
less plausible assumptions and working towards the correct answer through a bottom-up approach.
FPDAR is designed as a plug-and-play module that can be integrated after the question-answering
process.

FPDAR employs a two-stage abductive reasoning process. First, it infers the most plausible question
intent based on factual context and generated response without considering the potentially problem-
atic question as input. This allows for the identification of false premises by comparing the inferred
intent with the original question. Second, abductive reasoning helps generate a more plausible expla-
nation aligned with factual context, increasing the likelihood of correctness and ruling out less plausible,
potentially hallucinated responses.

To the best of our knowledge, this is the first study introducing abductive reasoning for identifying and di-
agnosing false premises. We conduct extensive experiments on two question-answering benchmarks
containing false premises to validate the effectiveness of FPDAR. The results show that FPDAR can
achieve high accuracy in terms of response correctness, although it may struggle to effectively de-
tect false premises. Nevertheless, it achieves substantial accuracy improvements over state-of-the-art
methods.
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1
Introduction

The brain is an abduction machine, continuously trying to prove abductively that the observ-
ables in its environment constitute a coherent situation.

– Jerry Hobbs, ACL 2013 Lifetime Achievement Award1

The past few years have witnessed tremendous advancements in Computing and Artificial Intelligence
(AI). One of the most notable developments is the advent of Large Language Models (LLMs) [143, 105,
55] such as OpenAI’s GPT-3 [69] and GPT-4 [1]. LLMs have demonstrated remarkable performance
on various downstream tasks without requiring explicit training on specific use-case datasets [55, 129].
This capability has enabled the field of Natural Language Processing (NLP) to shift from a task-centric
approach, where specific models needed to be trained for individual tasks like machine translation and
summarization, to a more generalized use-case setting. In this new paradigm, LLMs can be adapted
to perform various tasks as required.

Due to their advent, popularity, and potential, LLMs are incorporated into various domains, including
medicine [117], law [18], and finance [61]. However, as with any AI system, there are reliability con-
cerns [142, 132, 107], especially in the case of LLMs, since they can generate content that appears
plausible but is factually false or illogical [144, 66]. The quality of an LLM-generated output also signif-
icantly depends on the instructions provided in the prompt [129, 21]. In most practical applications, it
is generally assumed that the input to the LLM is accurate and logical. However, this is not always the
case, as prompts may contain incorrect or illogical information, degrading the model’s output [54]. As
the old saying goes, ”Garbage in, garbage out.” Incorrect information or assumptions in the prompts
can be unintentional and may stem from a lack of relevant knowledge when creating the prompt [45].
In such instances, the LLM must be robust enough to identify these faulty assumptions and provide a
reasonably accurate response based on the correct information available in the prompt.

This thesis aims to improve the reliability of LLM-generated textual content in scenarios where the LLM
might be requested to provide a response based on flawed underlying assumptions. Identifying and
overcoming these flawed assumptions can be challenging for models [124], especially since they are
typically trained and fine-tuned on ideal and somewhat perfect information and data formats [143]. Our
approach to improving reliability operates at the inference level, utilizing the LLM’s inherent reason-
ing capabilities more effectively through a specific reasoning strategy. We propose that a backward
reasoning methodology based on logical reasoning will be superior in addressing scenarios involving
faulty assumptions. Our solution is implemented in a Knowledge Intensive Question Answering setting
where external knowledge can be obtained to support question answering. Since our questions may
contain false premises, we use external knowledge to assist the LLM in answering the question and
demonstrate how our backward reasoning strategy can further improve the model-generated output
by identifying false premises. This thesis will detail our rationale and implementation for this strategy,

1The full transcript of his award speech is available at https://www.mitpressjournals.org/doi/full/10.1162/COLI_a_
00171
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Can you suggest a
great action movie for a

family night?

Yes, here is a fantastic movie for a
romantic evening. How about

watching ”Pretty Woman”? Additionally,
popcorn is a great snack for this movie
because it’s packed with protein. Enjoy

this action-packed thriller!

Input-Conflicting Hallucination:
The user asked for a movie for a
family night, but the response

suggests one for a romantic evening.

Context-Conflicting Hallucination:
The response ends with ”Enjoy this
action-packed thriller!” which is

inconsistent with ”Pretty Woman” a
romantic drama.

Fact-Conflicting Hallucination:
Popcorn is not packed with protein;

it’s actually a high-fiber snack.

Figure 1.1: An illustration of Hallucination and its categories according to [144]

along with benchmarks comparing various methods andmodels. But first, let us understand the specific
problem this thesis aims to tackle.

1.1. Challenges
This section will focus on challenges that undermine the reliability of LLMs, namely hallucinations. The
remainder of this thesis will focus on a specific type of hallucination: factual hallucinations and certain
challenges often associated with factuality, namely false premise.

1.1.1. Hallucination
In the realm of LLMs, hallucination is an instance where the model creates content that isn’t grounded
in factual or precise information. This phenomenon occurs when the model generates text that includes
invented, deceptive, or completely made-up details, facts, or assertions instead of delivering depend-
able and truthful data [46]. This issue stems from the model’s capacity to produce seemingly plausible
text based on patterns it has learned from its training data [56, 105], even if the generated content is
not factually correct [31, 104]. Hallucination can be inadvertent and may be caused by various factors,
such as prejudices in the training data, the model’s inability to access real-time or updated information,
or inherent limitations in the model’s understanding and generation of contextually accurate responses.

Hallucinations can be categorized into various groups, and some surveys [46, 42] have done so to suit
their specific focus. We will follow the categorization by [144], as it allows us to delve into the specific
type of hallucination of interest.

An example highlighting the different types is presented in figure 1.1 and is discussed below:

• Input-conflicting hallucination: Occurs when language models produce content that diverges
from the user-provided input.

• Context-conflicting hallucination: Happens when language models generate content that con-
tradicts information previously generated by themselves.

• Fact-conflicting hallucination: Arises when language models produce content that is inaccu-
rate or not consistent with established knowledge.

Input-conflicting hallucinations This type of hallucination occurs when the content generated by
language models strays from the user’s input. Generally, user input for language models consists of the
system prompt (describing the task and its instruction) and the user prompt (the task input). Sometimes,
there can be a contradiction between the task instruction and the input. The task instruction and input
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are combined in the example seen in figure 1.1. The user is querying the model to recommend a movie
for a specific genre. Over here, asking the model to act as a recommender is the system prompt, and
the subsequent specific recommendation requested is the user prompt. However, there is a conflict
between the prompts and the LLM’s response. The prompts request a movie from the action genre,
but the response suggests a romantic movie.

Context-conflicting hallucination LLMs may exhibit self-contradictions when generating lengthy or
multi-turn responses. This type of hallucination occurs when they lose track of the context or fail to
maintain consistency throughout the conversation. This can be due to limitations in maintaining long-
termmemory or in identifying relevant context [108]. As seen in figure 1.1, the LLM starts by suggesting
how ”Pretty Woman” is a romantic genre movie but then contradicts the context by mentioning how the
suggested movie is an action genre.

Fact-conflicting hallucinationWhen LLMs generate inconsistent content or conflict with established
world knowledge, it is termed factual hallucination. From the example in figure 1.1, the claim that
popcorn is high in protein is inconsistent with world knowledge and is therefore termed a factual hallu-
cination. Fact-conflicting hallucinations are distinct from the other two types since they can be verified
through external knowledge sources and corrected with feedback. This might give the impression that
factual hallucinations are easier to solve, but they come with their own set of challenges. Firstly, due
to the absence of an authoritative knowledge source, deciding which source should be considered as
a reference can be difficult. Second, factual information is often requested in the form of questions.
These questions are assumed to be correct and consistent with established world knowledge, but that
is not always or rather never a guarantee in practical systems. Questions based on false assumptions
can be challenging for LLMs to overcome because the type of answer requested is often the wrong
answer without further elaboration.

1.1.2. False premises
The input provided to LLMs is often presumed to be accurate; however, this isn’t always the case. Nat-
urally occurring information-seeking questions often contain false premises or assumptions that can
induce hallucinations, as they may prompt language models to respond based on incorrect or mislead-
ing information [54]. These false assumptions can also be present separate from the primary message
being conveyed through language and are typically assumed to be true by all participants in a conver-
sation. For example, if someone says, ”Let’s reschedule our meeting,” it assumes an initial meeting
was scheduled, implying prior knowledge or agreement on the matter, but this assumption could be
false. In the context of questions, the accuracy of these false premises is crucial because it determines
whether the question can be answered using the requested answer type. Providing a matching answer
type might inherently support the false assumption and will inevitably lead to a hallucinated response
[45]. An example of this can be seen in table 1.1 with the third question. The question is requesting a
numeric answer, but any attempts to do so will support the false premise that Mark Zuckerberg founded
Google2. Instead, the proper strategy would be to identify such invalid premises and, if possible, as-
sume a valid question and provide the true answer. Questions containing faulty assumptions are not
necessarily formed with malicious intent; they can arise from a genuine desire to understand a topic
better. Typically, the person asking the question has some basis for their inquiry, although this basis
might be incorrect. For example, consider the second question in Table 1.1. The question might seem
like a genuine factual inquiry to someone unfamiliar with this topic, even though it is based on a faulty
assumption. This issue is further exacerbated when searching online, leading to confirmation bias in in-
formation retrieval. False premise questions can also inquire about events that may occur in the future,
as seen in the fourth question. This can prove to be difficult for LLMs to tackle since if they attempt to
answer it; they might provide an answer that could be outdated, limited by their training knowledge cut-
off [132]. Questions like these contain temporal aspects and are termed as dynamically changing. The
particular example is a question that is dynamically changing and contains a false premise because
there is no person who fits that question, but it is also something that could change in the future. LLMs,
in general, still struggle when being asked to answer questions containing false premise and temporal
aspects [124]. It is important to note that these false assumptions are not necessarily malicious but
rather genuine misconceptions or flawed beliefs that the user might hold. When these assumptions are

2Perhaps an answer stating zero years and further elaborating how Mark Zuckerberg did not found Google would technically
be valid but the point here is that a standard numeric answer without any explanation would not work.
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Question Answer Comment

What is the capital of France? Paris True Premise question that was answered correctly.

When did Madam Curie discover Uranium? Madam Curie discovered Uranium in 1898

Question containing false premise that was answered
incorrectly. The faulty premise is that Madam Curie
discovered Uranium. Her work on radiation centered
on uranium but she did not discover the element, it
was Henri Becquerel.

How old was Mark Zuckerberg when he
founded Google?

Mark Zuckerberg did not found Google. He is
the founder of Facebook.

Question containing false premise that was answered
correctly. The response is able to identify the false
premise and provide the correct answer.

Who is the first female president of the
United States of America?

This question contains a false premise because the
United States has not yet had a female president.

Question containing false premise and also a temporal
aspect that was answered appropriately. The response
is able to identify the false premise and also
acknowledge that this is an event that has not yet
occurred.

Table 1.1: This table illustrates examples of true and false premises, along with dynamically changing questions, showcasing
the types of questions Large Language Models (LLMs) can be asked and their potential responses, which may be correct or
incorrect.

malicious in nature, they could be attributed to spreading misinformation such as fake news [126]. This
is a separate topic with some overlapping but mostly different challenges requiring distinct approaches.
The focus of this thesis is solely on false premises.

1.2. Motivation and Contributions
While having showcased remarkable performance in various downstream tasks, LLMs are plagued
by various issues, such as hallucinations, which hampers the reliability of such models in practical
high-stakes application fields such as medicine, finance, and law. Still, there is no denying that these
models possess incredible comprehension and reasoning abilities, which have been proven through
impressive performance in various benchmarks [136, 134, 91, 113, 8] even though there is a debate
regarding the truth behind these claims and whether LLMs are truly capable of understanding. This is
discussed in detail in appendix A.

Drawing from the impressive reasoning capabilities exhibited by LLMs, our objective is to leverage
these strengths to enhance the reliability of LLMs in challenging contexts, especially those entailing
false premises, thereby mitigating potential hallucinations. While a variety of datasets and benchmarks
exist for false premises, there have not been many attempts to propose an approach to overcome such
scenarios. Most of the research on false premises has evaluated models on different benchmarks
[124, 54, 14, 141]. A few methods [33, 123] that have been proposed are from the LLM reasoning and
prompting literature which often involve querying a knowledge base for external knowledge to verify the
veracity of factual claims. However, these methods may struggle with false premises since they rely
on checking factual claims based on the premise provided in the question, and if the question itself is
faulty, then the verification would likely result in faulty claims being presented as accurate. In addition,
most of these approaches apply a forward reasoning approach, which is also the most intuitive since it
essentially involves reaching a solution to a given problem. We wanted to explore whether employing
a backward reasoning approach would perform better in identifying false premises and hallucinations.
A backward reasoning approach would involve providing a solution and investigating whether the initial
premise (problem) can be reached. This can be considered a form of verification and is often used as a
strategy for solving and verifying mathematical proofs. Based on research in proof verification through
AI systems [52] and evaluations involving reasoning with LLMs [134], there is evidence to suggest that
backward reasoning as an approach might provide comparable or superior performance in terms of the
responses being generated by activating the models to reason more effectively.

The novelty in our work is found in the implementation of backward reasoning. We propose a plug-
and-play backward reasoning approach grounded in a specific logical reasoning theory, i.e., Abductive
Reasoning. Abductive reasoning involves generating hypotheses to explain a present situation in the
best possible manner. The abduction process works naturally with our backward reasoning approach
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since they both require reasoning in a reverse direction. We incorporate this approach into a Knowledge
Intensive Question Answering setting [89] where the LLM’s inherent reasoning capabilities are used to
detect false premises and reduce hallucinations. Research into using abduction for task accomplish-
ment has shown promising results, such as generating more reasonable and sound explanations [115],
predicting future events based on past information [111], and enhancing the generation of personalized
healthcare recommendations for patients [27]. However, as far as we have investigated, this is the first
study on utilizing abduction to detect false premises and hallucinations in LLMs.

1.3. Research Question and Approach
This thesis aims to investigate whether a backward reasoning approach based on abductive reasoning
can be utilized to detect false premises and hallucinations in LLM-generated content in a QA setting.
Based on this, the following research question is formulated:

Can abductive reasoning be used to detect and mitigate false premises in Large Language
Models (LLMs) within a Question Answering (QA) framework?

Our approach to answering this research question will be split into three distinct steps:

1. Develop a solution that integrates a backward reasoning methodology through abductive reason-
ing for question answering (QA).

2. Benchmark the proposed solution against other comparablemethods on false premiseQA datasets
to demonstrate the viability of a backward reasoning methodology within a QA framework.

3. Discuss the benefits, limitations, and insights derived from the benchmarks and the feasibility of
extending a backward reasoning strategy beyond false premises.

The remainder of this thesis is organized as follows:

In Chapter 2, we provide relevant knowledge regarding large language models, hallucinations and false
premises, building upon the explanation in Chapter 1. This chapter focuses on approaches to address-
ing hallucinations and false premises, discusses logical reasoning, and explores how and why large
language models (LLMs) are used for reasoning in practical applications. It also examines different
methodologies for achieving reasoning through LLMs. Chapter 3 details the methodology of the abduc-
tive reasoning approach, its incorporation into a knowledge-intensive question-answering framework,
and our rationale for its effectiveness. This is followed by organizing the methodology into a dedicated
workflow called False Premise Detection with Abductive Reasoning (FPDAR). Chapter 4 outlines
our experimental setup and demonstrates how FPDAR compares against other methods across differ-
ent benchmarks. Finally, in Chapter 5, we discuss key findings, limitations, and potential promising
research directions for future work.



2
Background Knowledge and Related

Work

In the previous chapter, we explored the issues of hallucinations and false premises, focusing pri-
marily on why they pose significant problems. This chapter aims to build on that discussion by first
walking through the development of large language models, examining existing methods for detecting
hallucinations, and identifying false premises. Given that our research question seeks to evaluate the
effectiveness of a backward reasoning approach, we will also introduce logical reasoning and its three
main types, focusing primarily on abductive reasoning.

Following this, we will delve into natural language reasoning, discussing how large language models
(LLMs) are typically employed for such tasks and why they are essential. This discussion will provide
a comprehensive background for the proposed abductive reasoning approach explained in Chapter 3.

2.1. Large Language Models
Language is a significant human capability for expression and communication that begins to develop
in early childhood and continues to evolve throughout life [35]. In contrast, machines cannot inher-
ently understand and communicate in human language. Achieving this has been a persistent research
challenge, aiming to enable machines to read, write, and communicate in a human-like manner [119].
Through certain Artificial Intelligence (AI) techniques, there have been attempts to overcome this re-
search challenge. From a technical standpoint, language modeling (LM) stands out as a primary
method for enhancing the linguistic intelligence of machines. Essentially, LM seeks to construct models
that predict the probability of word sequences (tokens) being generated, thereby enabling predictions
of the probabilities associated with future tokens.

Based on this setup, research into different strategies for developing models has existed, the earliest
relying on statistical methods. Statistical language models (SLMs) [28, 98] primary focus is on word
prediction by harnessing the Markov assumption, which involves predicting the next word based on the
most recent context. SLMs with a fixed context length of ’n’ are known as ’n-gram language models’,
exemplified by bigram and trigrammodels. Thesemodels have found extensive application in improving
the performance of tasks related to information retrieval (IR) [64] and natural language processing (NLP)
[116]. However, a significant challenge encountered with high-order language models is the curse of
dimensionality, which makes it difficult to estimate transition probabilities accurately as the number of
these probabilities grows exponentially.

Moving from SLMs, which were task-specific helper models, Pre-trained language models (PLMs) have
revolutionized the field of NLP. ELMo was an early pioneer [102], using a bidirectional LSTM network
to learn context-aware word representations that could be fine-tuned for specific tasks. Later, BERT
[20] introduced the Transformer architecture [122] with self-attention mechanisms and pre-trained on
large-scale unlabeled datasets, achieving state-of-the-art results. This ”pre-training and fine-tuning”

6
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approach has since become a standard paradigm in NLP, with many subsequent studies proposing
new architectures (e.g., GPT-2 and BART) [92, 58] and pre-training strategies [101, 125]. These PLMs
have raised the bar for NLP tasks but often require fine-tuning to adapt to different downstream tasks.

As researchers scale up pre-trained language models (PLMs) by increasing the model or training data
size, they often observe improved performance on downstream tasks, following the scaling laws [50].
Several studies have pushed the limits by training ever-larger PLMs, such as GPT-3 with 175 billion
parameters and PaLM with 540 billion parameters. These massive language models exhibit different
behaviors and surprising capabilities, which have been termed ”emergent abilities” [21] compared to
smaller models like BERT (330 million parameters) and GPT-2 (1.5 billion parameters). For instance,
GPT-3 can perform few-shot learning [69] tasks, which GPT-2 struggles with. As a result, the research
community has coined the term ”large language models” (LLMs) to refer to these large models, drawing
increasing research interest. A notable application of LLMs is ChatGPT 1, which adapts the GPT series
for dialogue and demonstrates remarkable conversational abilities with humans.

The rapid progress of LLMs is revolutionizing various AI research areas. In Natural Language Pro-
cessing (NLP), LLMs can function as general-purpose language task solvers to some extent, and the
research paradigm is shifting towards using LLMs. In Information Retrieval (IR), traditional search en-
gines are being challenged by the new information-seeking method through AI chatbots like ChatGPT,
and Bing Chat 2 presents an initial attempt to enhance search results based on LLMs. In the field of
Computer Vision (CV), researchers are developing ChatGPT-like vision-language models to support
multimodal dialogues better [43, 11], and GPT-4 [1] has introduced multimodal input by integrating vi-
sual information. This new wave of technology could potentially lead to a prosperous ecosystem of
real-world applications based on LLMs. Most recently, in May of 2024, OpenAI released its most capa-
ble model, GPT-4o3. GPT-4o’s performance on various benchmarks is an improvement, but the most
impressive capability of the model is its ability to accept input in various combinations of text, audio,
and image and generate an output in various combinations of text, audio, and image. Before GPT-4o,
a pipeline of different models had to be set up first to transcribe audio to text, process it, and output
it again as audio. Advancements like this in LLMs have profoundly impacted the Artificial Intelligence
(AI) community, spurring a reevaluation of the possibilities for artificial general intelligence (AGI).

While the success of LLMs is quite promising for future research, they are not without their problems.
It is largely unclear why the emergent abilities have appeared in LLMs and not in smaller language
models [130, 26]. This might also be compounded by the difficulty of training and researching LLMs
(especially commercial models) due to the large amount of computing and training resources needed
to conduct investigative studies. Adding to this, many LLMs are developed by the industry where a
significant amount of crucial information is not revealed, i.e., they are close-sourced models. With
AI systems, there is also the risk of biases being present due to perhaps being trained on biased or
unbalanced data. In LLMs, the risk of generating toxic, harmful, and false output is also prevalent.
LLMs need to be better aligned with human values such as the 3H (Honesty, Harmless, Helpfulness)
[149].

As discussed in the introduction, our focus in this thesis is on identifying false premises and mitigating
any potential hallucinations that could be caused by such faulty assumptions. The next section will
provide a brief discussion of existing research and strategies proposed to achieve this goal.

2.2. Hallucination Detection in Large Language Models
Hallucination detection involves identifying potential hallucinations within the responses generated by
LLMs. Various benchmarks have been proposed to evaluate hallucination detection in LLMs. However,
since our focus is specifically on factual hallucinations, as highlighted in Section 1.1, this discussion will
be limited to a few of the most influential datasets primarily used for detecting factual hallucinations.

1https://openai.com/chatgpt/
2https://www.bing.com/chat
3https://openai.com/index/hello-gpt-4o/

https://openai.com/chatgpt/
https://www.bing.com/chat
https://openai.com/index/hello-gpt-4o/


2.2. Hallucination Detection in Large Language Models 8

Intermediate Response

Modification

Knowledge Sources

Knowledge Bases

User Prompt

Knowledge Retriever

Knowledge

LLM

Final Response

User Prompt

LLM

Final Response

Search Engines

Tools like Calculators, API

Figure 2.1: A high-level overview of the different processes in Retrieval Augmented Generation (RAG) at inference level. Exter-
nal knowledge is obtained through various knowledge sources and utilized at different stages of the RAG process, depending
on the methodology followed. The knowledge can be utilized during the generation phase by simply concatenating it with the
user prompt, as seen on the left iteration. Alternatively, as seen on the right, a find-fix-verify strategy could be adopted where
the knowledge is used to modify the LLM response.

2.2.1. Evaluation Benchmarks
Detection datasets evaluate the LLM’s ability to distinguish hallucinated and truthful statements. De-
tection does not explicitly require the LLM to indicate where the hallucination has occurred as long as
the LLM can choose the most logical response, but these kinds of requirements depend on the tasks
defined in the datasets. TruthfulQA [62] is a hallucination detection benchmark that evaluates detection
by presenting a Question Answering setting with a multiple-choice format where the model has to iden-
tify truthful statements. HaluEval [59], similar to TruthfulQA, requires the model to detect hallucinations
in a Question Answering setting but, in addition, also provides instruction tasks such as summarisation
and conversation dialogue where the model has to identify the hallucinations. FACTOR [77] evaluates
the model’s ability to detect hallucination by assigning higher likelihood scores to factual statements
than non-factual statements in a multiple-choice setting. The benchmarks discussed above are not the
extent to which hallucination detection is evaluated. However, these are representative of the various
benchmarks available that tackle a different facet of detection specific to a domain or follow a particular
task format. For an exhaustive list of different hallucination benchmarks, the reader is encouraged to
view this GitHub repo [75], which lists the various benchmarks and metrics and any specific frameworks
that might have been created.

2.2.2. Inference Methods
Hallucination detection methods, much like evaluation benchmarks, are extensive and diverse. This
discussion will concentrate on methods applied during inference, as our proposed reasoning approach
in Chapter 3 operates at this stage and is based on these strategies. For a comprehensive examination
of the various strategies used to detect andmitigate hallucinations, particularly during the training phase,
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please refer to the surveys [144, 66].

Retrieval Augmented Generation (RAG)
Retrieval Augmented Generation is a promising approach to improving LLM’s factuality [73, 96]. It
broadly involves two main steps. First is the acquisition of relevant knowledge from external sources.
The second step involves leveraging this knowledge in an effective manner to generate responses.
Frameworks that incorporate external knowledge to supplement the LLM’s knowledge are called knowl-
edge augmented models.

LLMs possess a vast amount of world knowledge through extensive training and fine-tuning in their
parameters, which is referred to as parametric knowledge [97]. However, there is no surety that this
knowledge is correct, and moreover, it is likely to be outdated, which can lead to hallucinations [132].
To combat this, knowledge acquisition of up-to-date information through credible sources has been
proposed by researchers. Knowledge acquisition is typically made by relying on knowledge bases such
as MassiveText [93], specific websites like Wikipedia [87], or the Internet itself [57]. Search engines
like Google can be incorporated by utilizing a search engine API for knowledge acquisition for various
factual downstream applications involving up-to-date and relevant information.

Once knowledge has been acquired, it must be effectively utilized to generate a non-hallucinated re-
sponse. This knowledge can either be injected during the response generation time by simply concate-
nating it with the user’s instruction prompt to the LLM [109] as seen in figure 2.1 (left). The incorporation
of such knowledge or additional information is known as in-context learning [110], and LLMs have been
shown to possess strong capabilities for in-context learning by identifying the relevant information from
external knowledge required to provide a non-hallucinated response [21]. Another approach to utilizing
external knowledge is through a find-fix-verify strategy. First, generate the model’s response and then
use the external knowledge to compare and identify potential hallucinations that need to be fixed, as
seen in figure 2.1 (right). Various methods [10, 30] employing this strategy have been proposed, and
they usually involve a few loops to identify, correct, and review the final response.

Uncertainity
Detecting andmanaging hallucinations during inference can benefit from considering uncertainty levels,
as suggested in [68]. This typically pertains to the confidence level in the model’s outputs [47]. Recog-
nizing uncertainty can help users determine when to trust language models (LLMs). If the uncertainty
of LLM responses can be accurately characterized, users can identify and address highly uncertain
claims, which are more likely to be erroneous. The three main approaches can be seen in figure 2.2
and are as follows:

• Logits: The first method, called the logit-based approach, relies on accessing the model’s logits
and usually measures uncertainty by calculating token-level probability or entropy [32].

• Verbalise Confidence: The second method, known as the verbalize-based approach, entails
directly asking language models to articulate their uncertainty, often through prompts like, ”Please
answer and provide your confidence score (from 0 to 100).” This method is effective because of
the language models’ remarkable comprehension skills and ability to follow instructions [133].

• Consistency: Consistency-based approaches [127] rely on the premise that when language
models are unsure or making up information, they tend to provide inconsistent responses to the
same question. This involves generating multiple candidate responses using a sampling strategy
such as temperature sampling, i.e., varying the temperature and generating responses. The core
idea is that if the model truly possesses knowledge of a given concept, the candidate responses
will likely be similar and consistent. This similar and consistent response is chosen as the final
response.

Several recent research works have utilized uncertainty estimation to identify and reduce hallucinations
in language models. SelfCheckGPT [68] is the pioneering framework for detecting LLM hallucinations
by measuring uncertainty in a zero-resource and black-box scenario. They utilize a consistency-based
method for estimating uncertainty. In [2], the authors extend the use of the verbalize-based approach
to assessing the hallucination rate of LLMs in generating references. In contrast, [121] employs the
logit-based technique to identify false concepts in LLM responses exhibiting high uncertainty. They
subsequently address such erroneous content using auxiliary retrieval-augmented LLMs. Authors of
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What is the tallest mountain in
the solar system?

The tallest mountain in the solar system is on
textbfMars, called Olympus Mons and at a

height of 24 kilometres roughly.

(a) Logit based method

What is the tallest mountain in
the solar system? Please

provide your confidence level
(0-100).

The tallest mountain in the solar system is on
Mars, called Olympus Mons and at a height of
24 kilometres roughly. I am 80% confident.

What is the tallest mountain in
the solar system?

Olympus Mons on Mars is the tallest mountain in
the solar system.

The tallest mountain in the solar system is on
Mars, called Olympus Mons and at a height of

24 kilometres roughly.

Rheasilvia located on the asteroid Vesta at a
height of 22.5kms is the tallest mountain in the

solar system.

(b) Verbalise Confidence based method

(c) Self-Consistency based method

Figure 2.2: Uncertainity-based methods (a) Logit-based methods rely on the probability of the tokens to decide whether a
response or part of it is hallucinated or not. If the probability values for certain tokens are lower than a predefined threshold, then
those can be flagged as hallucinations. In this example, the bold text has lower probabilities than the other words, indicating that
the LLM is uncertain about this part of the response. In this particular case, the overall response is correct. (b) Verbalise-based
methods rely on the LLM’s ability to follow instructions and express their confidence in the response when explicitly prompted. (c)
Self-consistency requires the model to output several candidate responses and choose the most consistent response, essentially
employing a form of majority voting. In this particular example, the first two responses are consistent with each other in terms
of the information they convey, and the last response provides a different answer, therefore through majority voting either of the
first two responses can be selected as the final response.

[78] employ an extra language model to determine if two LLM responses are logically contradictory
within the same context, indicating that at least one of them may be hallucinated. They then use
another LLM to correct such self-contradictory hallucinations present in both responses.

Prompt Engineering
Prompt engineering involves crafting a set of instructions that a generative AI model can comprehend
and act upon. A prompt consists of natural language that outlines the specific task for the AI to ac-
complish [112, 148]. Prompt engineering relies on in-context learning, which is characterized by a
model’s capability to gain knowledge from prompts temporarily. This capacity for in-context learning is
an emergent ability from LLMs and is influenced by the scale of the model, with larger models exhibiting
increased effectiveness at a different rate compared to smaller ones [21].

Prompt engineering by itself is not a dedicated hallucination detection technique. Rather, it involves
constructing appropriate instructions to guide the LLM’s response, ensuring accuracy, coherence, and
reliability. By generating a proper response, the chances of encountering hallucinations are reduced.
Since prompt engineering is the process of constructing task instructions, to an extent, the aforemen-
tioned RAG approach and, in general, all methods that operate at inference can be categorized under
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Q: Sarah has 3 boxes of chocolates. Each box contains 12 chocolates. She receives 2 more boxes as a gift.
How many chocolates does she have now?
Answer:

LLM Response: Sarah has 42 chocolates.

(a) Zero-Shot

Q: In a jar, there are 24 candies. Half of them are peppermints, and half of the peppermints are red. How many
red peppermints are there?
Answer: There are 6 red peppermints.

Q: Sarah has 3 boxes of chocolates. Each box contains 12 chocolates. She receives 2 more boxes as a gift.
How many chocolates does she have now?
Answer:

LLM Response: The answer is 42.

(b) Few-Shot

Q: In a jar, there are 24 candies. Half of them are peppermints, and half of the peppermints are red. How many
red peppermints are there?
Answer: There are 24 candies in total. Half of them, 24 / 2 = 12, are peppermints. Half of the peppermints,
12 / 2 = 6, are red peppermints. So, there are 6 red peppermints in the jar.

Q: Sarah has 3 boxes of chocolates. Each box contains 12 chocolates. She receives 2 more boxes as a gift.
How many chocolates does she have now?
Answer:

LLM Response: Sarah initially has 3 boxes of chocolates, each with 12 chocolates. That’s a total of
3 * 12 = 36 chocolates. She then receives 2 more boxes as a gift, still with 12 chocolates each. That’s an
additional 2 * 12 = 24 chocolates. So, she now has a total of 36 + 24 = 60 chocolates.

(c) Few-Shot CoT

Q: Sarah has 3 boxes of chocolates. Each box contains 12 chocolates. She receives 2 more boxes as a gift.
How many chocolates does she have now?
Answer: Let’s think step by step

LLM Response: Here’s how we can solve this step by step:
a) Start with the initial amount: Sarah begins with 3 boxes * 12 chocolates/box = 36 chocolates.
b) Calculate the chocolates from the gift: She receives 2 boxes * 12 chocolates/box = 24 chocolates.
c) Add the chocolates together: Sarah now has a total of 36 chocolates + 24 chocolates = 60 chocolates.

(d) Zero-Shot CoT

Figure 2.3: Prompt Engineering-based methods (a) Zero-shot prompting involves instructing the LLM on the task it needs to
accomplish without providing any example demonstrations. In this case, the LLM’s response is incorrect. (b) Few-shot prompting
relies on the LLM’s ability for in-context learning and involves providing a few demonstrations to guide the model toward the type
of response desired. (c) Chain of Thought prompting relies on guiding the model to express its reasoning before providing the
final response. The examples described how the final answer was reached, which should guide the model in responding similarly.
The model can reach the correct answer in this example by explicitly generating its reasoning. (d) Chain of Thought can also be
achieved in a zero-shot setting by simply appending the phrase ”Let’s think step by step.” This has the advantage of not requiring
any examples in the prompt.
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prompt engineering. There are explicit techniques that can be incorporated in most workflows like
chain-of-thought (CoT) prompt [129] (figure 2.3c) to prompt LLMs to generate reasoning steps before
offering final answers have demonstrated the LLM’s abilities to generate reasoning steps and avoid hal-
lucinations. Tree-of-thought prompting [65] extends the concept of chain-of-thought by instructing the
model to generate one or more ”potential next steps” and then executing the model on each of these op-
tions using breadth-first, beam, or another tree search method. Zero-shot prompting [92] (figure 2.3a)
represents a significant change in how we utilize large language models. This method eliminates the
need for vast training data by relying on well-designed prompts to direct the model toward new tasks.
The model is provided with a task description in the prompt but does not have access to labeled data for
training on precise input-output relationships. Instead, it uses its existing knowledge to predict the new
task based on the prompt. Zero-shot prompting can be combined with CoT to generate reasoning steps
without relying on in-context learning [55] (figure 2.3d). Few-shot prompting [69] (figure 2.3b) allows
for in-context learning by including demonstrations in the prompt. These demonstrations help steer
the model towards better performance when generating responses in similar scenarios. The strategies
described here work with varying degrees of success, as seen in Figure 2.3. Users are typically en-
couraged to experiment with different approaches to determine which strategy best suits their specific
needs. Based on these approaches, various advancements and new techniques have emerged; for a
comprehensive taxonomy of prompting techniques, the reader is encouraged to refer to survey [99].

2.3. False Premises in QA
Datasets and Benchmarks
Questions seeking information often contain assumptions that may be false or impossible to verify.
Dealing with such questions requires a different approach than usual, as the answers must address
these assumptions directly. Recently, there has been a surge of interest in this topic, focusing primarily
on false premises and the temporal aspects of questions in general since there can be an overlapping
element. A majority of research has focused on creating datasets to evaluate LLM’s reasoning capabil-
ities on dynamically changing (temporal) questions [14, 51, 54, 63]. [14] created TimeQA by extracting
evolving facts from Wikidata along with aligned Wikipedia passages to synthesize 20K timestamped
question-answer pairs. [141] constructed SituatedQA by annotating 9K realistic questions from exist-
ing open-domain QA datasets with temporal context (i.e., timestamps). StreamingQA [63] consists of
both LLM-generated and human-written questions (146K total questions) answerable from a corpus of
timestamped news articles. Also related is the dynamic RealTimeQA benchmark [51], which evaluates
models weekly on a set of around 30 multiple-choice questions about new events extracted from news
websites. The aforementioned works exclusively focus on the questions’ dynamic nature (temporal as-
pect) and the LLM’s ability to reason about them. These benchmarks do not necessarily contain false
premises. The works done in [138, 54, 124] focus primarily on false premises. [138] consists of 8400
Reddit questions (of which 25% questions contain false premises annotated by human workers) split
into train/dev/test sets. [54] constructed (QA)2, an evaluation set of 570 questions based on frequent
search engine queries, which are annotated by expert annotators and crowd workers, and evenly di-
vided between those with and without questionable premises. The FreshQA dataset created in [124]
is different compared to the previous works mentioned because it contains a fixed set of 500 human-
written open-ended questions whose answers by nature can change based on new developments in
the world. The questions created can either contain false premises, have a temporal aspect to them,
or both. The authors of [124] have grouped questions based on the degree of any possible change to
the answer in the future, which means the dataset is dynamic. The authors have committed to weekly
updating the FreshQA dataset through community efforts.

Knowledge augmented LLMs for false premises
Detection of false premises in question answering with LLMs is still relatively under-explored. Most of
the solutions that have been proposed focus on augmenting the LLM with external knowledge to assist
it in generating reliable responses. These methods often rely on iterative fact-checking mechanisms
to assess the validity of a response. These solutions are not specifically designed to handle false
premises, but they share a similar focus and could be adapted to address such issues. CRITIC [30] is
a framework that allows LLMs to validate their output by interacting with external tools in an iterative
verify-fix-verify cycle. In this case, the external tool is often a web search engine that allows access to
encyclopedic sites like Wikipedia to verify information. This iteration serves as a fact check and aims
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to improve the reliability of LLMs. The authors of [57] propose a similar framework where an LLM is
augmented with information from the internet. Their main takeaway is that utilizing information in an
effective manner through efficient prompting can be more beneficial even for models with significantly
fewer parameters than simply selecting the largest language model. However, a major disadvantage
of this method, at least in the implementation given in [57], is that it requires around fifty API inference
calls to the Google search engine, which makes it quite expensive. There are other similar methods
[71, 80] as well in terms of their implementation and focus.

In addition to the above methods, there are a few dedicated methods to overcome false premises. The
most prominent is FreshPrompt [124], which takes advantage of the in-context learning abilities of LLMs
to have a few-shot prompting approach that is augmented with knowledge retrieved from the internet
to identify false premises. The authors of FreshPrompt also created FreshQA, which has been used in
the creation and fine-tuning process of various commercial systems such as Perplexity AI4, You.com5

and Contextual AI’s RAG 2.06. It has also inspired a new metric dubbed ”Freshness”. A model is
fresh if it can answer with the most up-to-date information. The authors of [54] evaluated various
prompting and reasoning strategies such as CoT and few-shot and found that a few-shot approach
works best. [139] is one of the few works that focus on tackling false premises by analyzing the internal
mechanism of an LLM. The authors find that a small subset of attention heads greatly influences the
factual knowledge that is outputted in the form of an LLM response. By constraining such heads during
the inference process, the model is able to identify and mitigate false premise hallucinations. With the
rise of multimodal models, there has also been an interest in identifying false premises in images [131].

Since our focus is primarily on overcoming false premises, we choose dedicated methods such as
FreshPrompt [124] and the few-shot approach [54] as comparison methods in our evaluation. We also
choose self-consistency due to its remarkable performance on various hallucination and reasoning
benchmarks [68, 127]. Next, the upcoming sections will introduce logical reasoning briefly, followed by
a discussion on natural language reasoning, where LLMs are prominently applied.

2.4. Logical Reasoning
Reasoning is the process of inferring or drawing conclusions based on past experience and available
evidence. This usually involves thinking in a systematic and logical manner, utilizing the information
from available evidence and past experiences tomake a decision [34, 70, 40, 136]. Being able to reason
is considered a key distinguishing ability possessed by humans [72]. According to [86, 24], reasoning
can be categorized into Deductive, Inductive, and Abductive Reasoning, which is the categorization
this thesis follows.

Before delving into the specific reasoning types, the terms Premise, Arguments, and Conclusion are
defined.

• “A premise is a proposition—a true or false declarative statement—used in an argument to prove
the truth of another proposition called the conclusion.” 7

• “An argument consists of a set of statements called premises that serve as grounds for affirming
another statement called the conclusion.” 8

The above primarily applies to deductive reasoning. In inductive and abductive reasoning, the terms
Observation and Explanation are more prevalent and used analogously to Premise and Conclusion,
respectively. These terms are used interchangeably when necessary to explain certain concepts and
aspects. The rationale behind the use of these terms will become clearer in the discussions on induction
and abduction.

2.4.1. Deductive Reasoning
Deductive reasoning involves reaching a conclusion based solely on the truth of the premises [48, 103].
In deductive reasoning, it is necessary that the conclusion formed follows the premises, and if the

4https://www.perplexity.ai/hub/blog/introducing-pplx-online-llms
5https://about.you.com/introducing-the-you-api-web-scale-search-for-llms/
6https://contextual.ai/introducing-rag2/
7https://en.wikipedia.org/wiki/Premise
8https://iep.utm.edu/deductive-inductive-arguments/

https://www.perplexity.ai/hub/blog/introducing-pplx-online-llms
https://about.you.com/introducing-the-you-api-web-scale-search-for-llms/
https://contextual.ai/introducing-rag2/
https://en.wikipedia.org/wiki/Premise
https://iep.utm.edu/deductive-inductive-arguments/
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premises are true, then it is impossible for the conclusion formed to be false. In other words, if the
premises are true, then the conclusion will also be true. An example is given below.

Premise 1: All men are mortal.
Premise 2: Socrates is a man.
Conclusion: Therefore, Socrates is mortal.

Rules of Inference
Deductive reasoning is usually achieved by applying certain inference rules [23]. These rules define a
schema for formulating conclusions from a set of observations. These observations are often catego-
rized as premises. A few of the most common rules are described below.

Modus ponens
Modus ponens applies when the first premise is a conditional statement (if P, then Q), and the sec-
ond premise is the antecedent (P) of that conditional statement. The rule allows us to deduce the
consequent (Q) of the conditional statement as the conclusion.

Premise 1: All living organisms require water to survive. (First premise is a conditional statement)
Premise 2: Roses are living organisms. (Second premise is the antecedent)
Conclusion: Therefore, roses require water to survive. (Conclusion deduced is the consequent)

Modus tollens
Modus Tollens is another fundamental rule of deductive inference. It applies when the premises include
a conditional statement (if P then Q) and the negation of the consequent (¬Q). The conclusion drawn
is the negation of the antecedent (¬P).

Premise 1: If the alarm system is armed, then the doors are locked. (First premise is a conditional
statement)
Premise 2: The doors are not locked. (Second premise is the negation of the consequent)
Conclusion: Therefore, the alarm system is not armed. (Conclusion deduced is the negation of the
antecedent)

Hypothetical syllogism
A hypothetical syllogism is a deductive inference that involves combining two conditional statements to
form a conclusion.

Premise 1: If it rains, then the streets get wet. (First premise is a conditional statement)
Premise 2: If the streets get wet, then people use umbrellas. (Second premise is a conditional state-
ment)
Conclusion: Therefore, if it rains, then people use umbrellas. (Conclusion deduced is the hypothesis
of the first premise with the conclusion of the second premise)

Validity and soundness
In deductive reasoning, arguments are evaluated based on validity and soundness [24, 22].

Validity: An argument is valid if it’s impossible for the premises to be true while the conclusion is false.
In other words, if the premises are true, the conclusion must also be true. Validity focuses on the logical
structure of the argument, irrespective of the truth of the premises. An argument can be valid even if
one or more of its premises are false.

Soundness: An argument is sound if it’s both valid and all of its premises are true. Soundness com-
bines validity with the truth of the premises. A sound argument provides a strong justification for ac-
cepting its conclusion as true.

Premise 1: If it’s raining, then the streets are wet. (First premise is a conditional statement)
Premise 2: The streets are wet. (Second premise is consequent)
Conclusion: Therefore, it’s raining. (Conclusion deduced is the antecedent)

This argument is valid because the conclusion logically follows from the premises. However, it may not
be sound if the second premise (the streets are wet) is false, such as if the streets were wet due to a
water leak rather than rain.
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It is important to understand that deductive arguments must follow rules of inference and be sound
in their argumentation [24]. If any additional information is included as a new premise, the previously
formed conclusion should remain consistent and largely unchanged. If there is a change in the con-
clusion, it would indicate that the original premise was incorrect or incomplete or that the reasoning
process was flawed. If the conclusion does not logically follow from the premises or if it can be affected
by new information, the argument may become invalid.

In contrast, inductive and abductive reasoning are less constrained in their evaluation and acknowledge
that even if the premise is true and valid, the conclusion may still be false.

2.4.2. Inductive Reasoning
Inductive reasoning involves reaching a hypothesis to explain the observations based on evidence
gathered since the observations alone are insufficient to support the hypothesis [100] conclusively.
Inductive reasoning is ampliative, meaning that the hypothesis formed ismore than simple reformulation
[81]. There are debates over the many definitions of inductive reasoning [136], but this thesis follows
the viewpoint defined in [25].

• The premise cannot provide conclusive support to the conclusion since the conclusion can simplify
or go beyond the information present in the premise.

• The conclusion can be generalized using its premise in a way that can allow the conclusion to be
applied to more instances than mentioned in the premise.

An example of inductive reasoning is provided below:

Premise: Every swam seen till now has been white. (First premise is an observation)
Conclusion: Therefore, all swans are white. (Conclusion induced is generalised based on the premise)

The above example highlights how the conclusions generalised from the premise, even if the premise
is true (the observer could have only seen white swans so their belief is valid) can be wrong. There are
also black swans, but since the observations contained incomplete or limited information, a completely
correct conclusion could not be formed. An example of where the conclusion could be correct is if the
observation is that the sun rises from the east, and hence, the conclusion could be that the sun will
always rise from the east.

2.4.3. Abductive Reasoning
Abduction can best be described by comparing it with deduction and induction. In deduction, conclu-
sions are formed solely based on the premise. In induction, the number of observations and other
considerations in the premise are used to generalize a conclusion to explain the observations. In ab-
duction, given an observation that is either derived or extracted from a conclusion, the conclusion is
accepted, assuming it explains the observations (Q and P is the best explanation for Q) [37]. Abductive
reasoning can also be considered an inference to the most plausible explanation or best explanation
[83]. In other words, the conclusion is assumed because it best explains the observations. Humans
perform abduction in everyday scenarios involving dealing with incomplete data to provide a plausible
explanation for their situation [4], reading between the lines [16] and counterfactual reasoning [84].

In the example seen in figure 2.4, the conclusion is formed based on the reasoner’s understanding of
the situation resulting from the premises. Information regarding the possibility of a thief is not provided
on the premises, but based on those premises and the general understanding of the world, it is most
logical to assume that Jenny’s house was robbed by a thief.

Naturally, many explanations can seek to provide the most plausible explanation, and it is possible
for these explanations to be contradictory with each other [37]. In such cases, an explanation that
can explain the observations comprehensively relative to the other explanations should be chosen.
This can done based on probabilities assigned to different explanations. The abduction process is not
constrained to its premises when formulating its conclusion. The conclusion formed can introduce new
ideas outside of those described in the premise [85, 7]. In the above example, the conclusion that a thief
broke into the house is a new idea because there is no direct evidence presented in the observations.

An important distinction from deductive reasoning is that the conclusions formed are only assumptions
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The high speed winds opened

the window completely

It is unlikely that high speed winds

made the entire house a mess

It was a windy day and high

gusts of wind got inside the house

Jenny left an insecure opening

to her house

The thief got into the house

and rifled through the entire

house making a mess.

A thief broke into the house by

pulling open the window

If the window was a crack open,

a large bird is unlikely to get in.

The bird got stuck inside the

house, flew around while trying

to escape and made a mess.

It was a breezy day and a large

bird flew inside the house.

Premise 1

When Jenny returned home she saw that her house was a mess.Premise 2

Jenny cleaned her house and went to work, leaving the window just a crack open.

Possible Explanations

Figure 2.4: An example of Abductive Reasoning for a real-life scenario is presented. When presented with premises 1 and 2,
the reasoner formulates different possible explanations (conclusions) based on certain reasonings to explain the premises or
observations. In the end, the explanation with reasonings that support both premises is chosen as the most plausible explanation.
In this case, the explanation that a thief broke into the house and ransacked the place can satisfy both premises and is reached
through plausible reasoning. The other explanations do not satisfy both premises. Naturally, the number of explanations that
can be formulated is huge, but this is restricted to three possibilities for illustration purposes.

and may be retracted if new contradictory information is acquired. In other words, abductive reasoning
is nonmonotonic [37]. In the above example, if it is later found that Jenny lives in an area with frequent
high-speed winds, then maybe the mess in the house was caused by the wind instead of a thief, even
though it is quite unlikely the entire house would be in a mess. Abductive reasoning, by its definition,
also enables the reasoning process to go in a backward direction compared to deductive reasoning
since the outcome is known and aims to explain that outcome. If the above example is solved using a
forward reasoning approach (deduction), the conclusion (outcome) becomes premise 2, and premise
2 is the conclusion derived from the premises. This sort of reasoning requires all possible information
in the form of observations, which is less likely to be available in real-world scenarios.

2.5. Natural Language Reasoning with LLMs
This section will first describe natural language reasoning, why and how LLMs are utilized, and certain
methodologies followed while designing reasoning approaches with LLMs.

2.5.1. Natural Language Reasoning
The previous sections explained the different logical reasoning methodologies along with their defi-
nitions and basis in logic. These methods have traditionally been formulated using formal language
like first-order logic. However, reasoning through formal language has proven to be problematic, with
expert systems failing due to missing data in the knowledge base, along with the requirement of hav-
ing knowledge represented in symbolic format, which requires extensive human annotation [79, 17].
Moreover, practical applications involving reasoning would likely provide their task context and other
information in natural language. Representing natural language in a formal language is challenging,
with difficulties arising in handling raw text and questions regarding which aspect of the input should be
considered for representation in the reasoning process [136, 135]. Our proposed reasoning approach
is developed for natural language reasoning; therefore, before proceeding ahead, a formal definition
from [137] is provided below:
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”Natural language reasoning is a process to integrate multiple knowledge (e.g.encyclopedic
knowledge and commonsense knowledge) to derive some new conclusions about the (re-
alistic or hypothetical) world. Knowledge can be from both explicit and implicit sources.
Conclusions are assertions or events assumed to be true in the world, or practical actions.”

Designing a system for natural language reasoning using a rule-based system or formal languagewould
be impractical due to the various aforementioned challenges. A model needs to be able to generalize
to various reasoning situations, adapt to uncertainties and ambiguities realistically, and perform other
natural language processing tasks. Language models, specifically large language models (LLMs), are
an ideal candidate for achieving reliable natural language reasoning, as described in the next section.

2.5.2. Reasoning in LLMs
Large Language Models (LLMs) have shown remarkable performance on natural language tasks [145,
3] such as machine translation, information retrieval, and question answering. This is largely due to
their ability to capture semantic information in the form of embeddings [74], which has enabled them
to be used extensively for natural language reasoning [91, 113, 8]. LLMs are able to reason and
process to mostly understand the meaning of the different symbols and raw text. This has led to LLMs
being used to handle raw input and construct rules for information matching [135]. Moreover, LLMs
can also act as knowledge bases since they possess knowledge themselves [19]; this enables them
to provide reasonable responses even when context or data is missing from an external knowledge
base [136, 114]. All this makes LLMs an ideal candidate for natural language reasoning since they can
achieve every aspect of the above definition and overcome their challenges. An important distinction
from formal reasoning is that knowledge sources are implicit and explicit. This can make formulating
and representing knowledge an enormous task since knowledge is effectively endless. However, LLMs
being trained onmassive datasets and possessing exceptional natural language understanding abilities
enables natural language reasoning in a much more refined and seamless manner.

The above description might present the notion that LLMs are truly capable of reasoning and under-
standing the context that is provided to them to generate a suitable response. This is not the case
as demonstrated in [67], where the authors argue that ”language ability does not equal to thinking or
reasoning” in LLMs. They further claim that LLMs have poor reasoning skills compared to humans,
with most of the supposed reasoning being attributed to pattern matching with their corpus of training
data and simply outputting the next most probable word. These are artifacts of the Supervised Fine
Tuning (SFT) training process for LLMs [143], which can cause the LLM to simply mimic the patterns
found in the context to generate a response with some surface-level relevance to the provided input
[105, 56]. Moreover, LLMs are trained to minimize the word prediction error on large corpora [53, 107],
and this does not always result in the most coherent answers. These two reasons combined challenge
the reasoning ability of LLMs with various works exploring the reasoning capabilities largely reaching
the same conclusion [40, 134]. These limitations of LLMs as reasoning agents are further elaborated
in appendix A.

However, the fact remains that there is a lot of research that showcases the reasoning abilities of
LLMs by utilizing their implicit and explicit knowledge. By adapting to the particular dataset, [15] ini-
tially illustrated that LLMs can use deductive reasoning based on explicitly given natural language
statements, which can zero-shot transfer to various tasks without prior training. Furthermore, [114]
demonstrated that LLMs can integrate memorized implicit taxonomic and real-world knowledge with
explicitly provided information to facilitate deduction. Although language models with in-context learn-
ing were initially believed to lack the ability for multi-step reasoning, recent discoveries have revealed
that their reasoning abilities can be activated by constructing forward reasoning paths leading up to
the ultimate solution [129]. This technique, known as Chain-of-Thought (CoT) prompting, has enabled
unlocking their reasoning capabilities. Additionally, LLMs have demonstrated the ability to engage in
multi-step reasoning not only in a few-shot setting [69] but also through zero-shot ”Let’s think step by
step” prompts, enabling them to generate intermediate steps even in zero-shot scenarios automatically
[92, 55]. Remarkably, LLMs have shown the capacity to learn from the reasoning paths they generate
themselves [39, 140]. Backward reasoning has also proven useful in tasks requiring multi-step reason-
ing such as multi-hop questions [82]. Numerous studies have already been conducted to evaluate the
capacity of Language Models (LLMs) from different reasoning angles, such as multilingual reasoning
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Who is older Obama 
or Michelle?

Who is older Obama or 
Michelle?

The answer is Obama.

End to End

Obama born in 
1961

Michelle born 
in 1964

Obama was older than 
Michelle

The answer is Obama.

Forward

Who is older Obama or 
Michelle?

Backward

When was 
Obama born?

When was 
Michelle born?

1961 1964

Which one is earlier?

1961

The answer is Obama.

Figure 2.5: An example to demonstrate the reasoning procedure and direction.

[5], commonsense reasoning [9], and mathematical reasoning [44] which have showcased promising
performance and potential for utilizing LLMs for reasoning.

2.5.3. Reasoning Direction
When discussing reasoning approaches, it’s important to consider the direction of reasoning as it sig-
nificantly impacts the reasoning process. There are primarily three types of reasoning methodologies
distinguished by how they generate their reasoning paths. End-to-end reasoning predicts final answers
directly without intermediate steps, whereas forward and backward approaches generate reasoning
paths that include one or more intermediate steps and conclusions. These paths illustrate the reason-
ing process connecting premises to conclusions. An example of this can be seen in figure 2.5.

A majority of the research [134, 137] on LLM reasoning has focused primarily on deductive reason-
ing, which essentially involves reaching a conclusion from a set of premises. This sort of reasoning is
most often seen in expert systems and decision support systems. The direction of reasoning follows
from the premises to the conclusion, with the understanding that the conclusion is derived solely from
the premises. This reasoning direction is the most natural and often termed forward reasoning. An-
other approach for reasoning is backward direction, which involves breaking down each problem into
sub-problems and solving them until an answer has been reached. This reasoning direction can be as-
sociated with the process of abduction. Backward reasoning and abduction are often used analogously,
but this thesis follows [137] and makes a distinction because backward reasoning is more comparable
to a general strategy or approach, whereas abduction represents a specific method within that strategic
framework.

2.5.4. Abductive Reasoning in LLMs
Unlike other reasoning types, abductive reasoning has not been studied extensively for natural lan-
guage reasoning. While its basis has long been in logic [37], the first work to explore the possibility
of abduction with language models was done in [7], where the authors created the first abductive rea-
soning benchmark dataset to promote future studies. Following this, there has been an increase in
explorations of abductive reasoning evaluation for LLMs [134, 5, 136, 40]. The abduction capabilities
of LLMs have largely shown potential, at least when compared to other forms of reasoning, such as
deduction. One of the possible reasons for this was hypothesized in [134] where the authors argue
that the setting of abductive reasoning requires the LLMs to reason in a reverse direction, which can
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likely activate the reasoning process of the LLMs to be more robust. Research into the use of abduc-
tion for accomplishing tasks has also shown promise with works like generating more reasonable and
sound explanations [115], predicting future events based on past information [111], and improving the
generation of personalized healthcare recommendations for patients [27].

Building on the promising potential of LLMs’ reasoning abilities and the diverse range of applications
where abductive reasoning has proven effective, the next chapter suggests an approach to enhance
the utilization of LLM’s reasoning capabilities. This involves adopting a backward reasoning method
and integrating it with abductive reasoning to effectively detect and correct false premises.



3
FPDAR: False Premise Detection with

Abductive Reasoning

This chapter will explain how abductive reasoning could mitigate false premises by first outlining the
motivation behind our approach in a generalized context. It will then delve into the formulation of
this approach for a Knowledge-Intensive Question-Answering setting, beginning with defining the QA
environment and subsequently detailing the approach for QA. We will then integrate our methodology
into a dedicated method called False Premise Detection with Abductive Reasoning (FPDAR). Finally,
section 3.2.4 will discuss the operation of FPDAR across different scenarios, highlighting the conditions
under which the technique is successful and identifying its inherent limitations.

3.1. How is Abductive Reasoning used to Detect False Premises?
The motivation of the detection approach is that given a solution to a problem, the solution should en-
able the model to reach the initial premise or the starting point of the problem. If the initial premise is
not being reached, then that would indicate that the wrong or less plausible answer was considered the
solution. In such cases, the model is instructed to generate the most plausible explanation using abduc-
tive reasoning, taking into account the context (any additional information) and conclusion (incorrect
answer). This explanation could introduce new information not present in the context and initial answer
but is taken as the final answer since the most plausible explanation is considered to be mutually exclu-
sive [146, 29] to other explanations; that is, one explanation being most plausible automatically rules
out other less plausible explanations which are likely to be hallucinated responses.

The motivation explained above is quite intuitive. It is a form of verification but in the backward direction
by employing a bottom-up approach to reaching the initial starting point as described in section 2.5.3.
This strategy should eliminate unlikely explanations at an early stage, as these explanations would fail
to connect with the initial premise. Also, since our approach is designed to reason backward, it works
naturally with the abduction process. While the approach may seem intuitive, it requires specific for-
mulation to be effectively applied in a question-answering (QA) setting beyond the general description
provided above. The next few sections will describe how this is achieved.

3.1.1. Task Formulation
Our proposed approach is applied to a Knowledge Intensive Question Answering task setting [89]
where external knowledge can be obtained to assist in question answering (fig 3.1). Given an initial
question Q, the task of the Large Language Model (LLM) is to provide an answer that adequately
addresses the question. However, since the question Q in our scenario can contain false premises,
which may sometimes overlap with dynamically changing information, the LLM is augmented with up-
to-date, relevant external knowledge. External knowledge may be acquired through knowledge bases
and tabular data but in our case, we use question Q to retrieve supporting documents by performing
a web search (more details in section 3.2.1). These recent and relevant web search results serve as

20
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Infer new Question
What evidence supports Obama was
born in Kenya given the official birth
certificate in Hawaii?

False Premise Detection
Wait, it’s different from what users 
want to know? Something might be 
wrong…

False Premise Repair
Obama was actually born in 
Honolulu, Hawaii on the 4th of 
August 1961 to parents…

Initial Answer
Obama was born in Kenya on 4th August 1961 to parents…

Possible forward reasoning 
approach
Kenya occurs in question,
retrieved documents, and the initial
Answer. Therefore, it must be 
correct, everything is consistent. 
Respond to user with the generated 
answer.

Verification with forward reasoning
(deduction) 

Verification with abductive reasoning 
(our method) 

After reasoning through all available information and answer, my 
final response is…

- Barack Obama was born in Honolulu, Hawaii to parents...
- Obama’s birth certificate states country of birth as Kenya...

- New foolproof evidence uncovering Obama’s birth was not in the US...
- Records exist in hawaiian newspapers regarding his birth announcement....

- Kenyan embassy confirms there are no records of Obama being born in Kenya....

When was Obama born in Kenya?

Obama was born in
Honolulu, Hawaii on August

4, 1961

I need an answer...

Parametric Knowledge External Knowledge

(Here’s what I can refer...)

Figure 3.1: An illustration of the Knowledge Intensive QA setting and its formulation with an example of a question containing
a false premise. The LLM is expected to provide a suitable response using the available knowledge (parametric and external).
External knowledge is primarily provided to counter those questions that contain false premises that are dynamically changing.
The answer should either point out the false premise or make it obvious in its response that certain premise(s) within the question
are invalid.

additional context X and are intended to assist the model in recognizing false premises. The LLM
is expected to analyze both the external knowledge and its own parametric knowledge to generate a
suitable response Y to question Q. If a false premise is detected, then our proposed abduction method
generates an alternate explanation Z, which serves as the final response. The model’s response (Y
or Z) may point out the presence of a false premise or make it obvious with its response. The primary
criterion we are concerned with is that the response is always factually correct (correctness). At its core,
this is our task setting, and every method we evaluate begins with this setup unless explicitly specified.
This ensures that during comparisons among different methods, they are all on an equal footing, and
no method has an unfair advantage over another. Any advantage a method may possess is inherent
to it and not caused by external factors.

3.1.2. False Premise Detection for QA
Abductive Reasoning seeks to provide the simplest plausible explanation given an event [7]. Given
certain context X and conclusion/final observations/initial answer/outcome Y, it allows us to infer expla-
nation Z. Explanation Z is chosen because it is assumed it best explains conclusion Y [37] compared
to the other explanations [146, 29]. An important point to recall is that explanation Z is not limited to
the observations and has the potential to introduce new ideas [7, 146]. Additionally, explanation Z is
generated through reasoning in a backward direction. It has been hypothesized [134] that these char-
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Human: Which country was the largest producer of rice in 2020?
Give me your best guess and answer as concisely as possible.

LLM: China was the largest producer of rice in 2020.

Human: I don’t think that’s right. Are you sure?

LLM: I apologize for the error. According to FAO data,
India was the largest producer of rice in 2020. Thank
you for bringing it to my attention.

Human: So what’s the answer? Give me your best guess and
answer as concisely as possible.

LLM: India was the largest producer of rice in 2020.

Figure 3.2: An example of LLM sycophancy and hallucination snowballing. The LLM’s initial response was accurate. However,
due to the influence of biased feedback, which the model chose to comply with, the response was changed. Subsequently, the
LLM continued to uphold its revised response to ensure consistency. This example was taken from [106].

acteristics enable the model to reason more effectively beyond the information provided in the context
X. This theoretical background of abductive reasoning is used as the foundation for the proposed false
premise detection approach for QA and is as follows:

1. Given an initial question Q, generate an initial conclusion (answer) Y using any other method.
2. Given some additional context X and a conclusion Y, reason backwards and generate new ques-

tion Q’ using abductive reasoning. (X & Y → Q’)
3. Questions Q and Q’ will compared to check if they lead to the same conclusion, i.e., question

intent verification.
4. If questions Q and Q’ are verified to lead to the same conclusion, then the initial conclusion Y is

accepted as the final answer.
5. If questions Q and Q’ do not lead to the same conclusion, then an alternate explanation Z is

generated using abductive reasoning through context X and initial conclusion (answer) Y. (X & Y
→ Z)

6. This alternate explanation Z is taken as the final LLM response to question Q.

The approach, as described in the steps above, starts by first generating an initial answer Y for the
question Q. Step 2 is to check whether this initial answer Y is correct through a proxy. Instead of
checking the veracity of the answer directly, the approach investigates whether the initial question
(premise) Q can be successfully reached from the initial answer Y. To do this, another question Q’
is generated by performing abduction using context X and the initial answer Y. In step 3, the initial
question Q and the newly generated question Q’ are compared, with the goal being to verify whether
if both these questions were answered would lead to the same overall answer Y indicating that Y is
correct. This task in NLP literature is termed Question Intent Verification or simply Duplicate Question
Detection [128]. In step 4, if the questionsQ andQ’ are verified to be the same, then that would indicate
that the initial answer Y was correct; this is then taken as the final answer. However, if the verification
of the questions resulted in the question intent being different, then this would indicate that the initial
answer Y is likely to be incorrect. An alternate answer in the form of an explanation Z is generated using
abductive reasoning through context X and initial conclusion (answer) Y. This explanation Z is taken
as the final due to it being the most plausible explanation, which should, by definition, eliminate other
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non-plausible (wrong) answers [146, 29]. The non-plausible explanations are likely to be hallucinated,
and by avoiding them, hallucinations are being avoided, although they are not explicitly being detected.
A high-level example of this method can be seen in figure 3.1. The reasoning behind why question Q’
is so drastically different compared to Q will become apparent in section 3.2.4. We refer to our method
as a pseudo-detection approach because it doesn’t involve explicit false premise detection. Instead,
it verifies the question’s intents, operating on the intuition that if the intents match, the question is likely
valid. We term this approach as False Premise Detection with Abductive Reasoning (FPDAR).

Why is verification done through a proxy?
Directly assessing the veracity of the answer Y by instructing the LLM to verify its response or com-
pare it with any additional information could lead to an undesirable LLM behavior known as sycophancy.
It is the tendency of LLMs to generate responses that match the user’s feedback or beliefs over the
truthfulness. LLMs are often trained and fine-tuned based on human preference judgment. Still, it has
been investigated and empirically found that most of these judgments tend to favor the user’s precon-
ceptions rather than accuracy. This can cause models to output responses that sometimes sacrifice
truthfulness in favor of sycophancy [106]. Sycophancy can also lead to hallucination snowballing, which
is the tendency of the model to double down on its previous incorrect response to maintain consistency
in subsequent conversations [142]. An example of these phenomena can be seen in the figure 3.2.

To avoid our approach from falling into the same trappings, the answer veracity comparison is done
through a proxy, which in our case is question intent verification.

3.1.3. Why should Abductive Reasoning work?
Abductive reasoning works well for three main reasons. Firstly, abduction, by definition, seeks to pro-
vide the most plausible explanation. As seen in figure 2.4 in situation-based scenarios, this means
choosing the most likely explanation to explain the outcome. In situations where factual information is
concerned, such as our QA setting, this would mean analyzing the various points presented and the
model utilizing that information along with its own knowledge of the world to provide a sensible, factual
answer. This answer would be the most plausible explanation, and since it is factual, it would most
likely also be correct. Applying another reasoning approach, such as deduction, would not be as effec-
tive because deduction, by definition, requires all premises to be true for the conclusion to be true. This
is fine for valid questions, but for false premises, this can cause the reasoning to lead to an illogical
answer. Second, since abductive reasoning explanations are mutually exclusive [146, 29], it would
mean that the most plausible explanation would automatically eliminate other less likely explanations,
which would most likely also have been incorrect. This finding, combined with the first reason, benefits
abductive reasoning, especially in cases where factual information is concerned. Lastly, abduction as
a reasoning process enables the reasoner to think backward, which is able to minimize less plausible
explanations early and work towards the correct answer since it is a bottom-up approach [40]. This has
been hypothesized to activate the LLMs to think much more rigorously than other reasoning methods
[134].
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3.2. FPDAR
Our approach will now be structured into three distinct stages that collectively form FPDAR. This section
will explore the implementation of these processes and provide insights into the rationale behind our
decisions.

Question (Q)

Stage I: Base QA
(Given Q and X, generate Y)

Y = LLM(P1(Q, X))

Stage II: False Premise 
Detection

(Given X and Y, infer Q)

Q′ = LLM(P2(X, Y))

𝑝𝑟ⅇ𝑚𝑖𝑠𝑒 = ቊ
 𝑡𝑟𝑢𝑒 𝑠 𝑄, 𝑄′ >= 𝜏

𝑓𝑎𝑙𝑠𝑒 𝑠 𝑄, 𝑄′ < 𝜏

Stage III: False Premise 
Repair

(Given X and Y, generate Z)

Z = LLM(P3(X, Y))

premise = true
Final Answer

premise = false

Figure 3.3: FPDAR workflow for detecting potential false premises and avoiding hallucinations for QA. The entire process is
composed of three steps. The first is the Base QA stage, which involves gathering the additional context X and the initial answer
Y. Context X is the scraped web search results and is included in the prompt to generate the initial answer Y. Stage two detects
potential false premise based on the question intents of Q and Q’, and accordingly, the premise is decided. If the premise is true,
then answer Y is taken as the final response; else, stage three is triggered, and an alternate explanation Z is generated using
abductive reasoning.

3.2.1. Stage I: Base QA
The purpose of the first stage is to create an initial starting point. Our method FPDAR (fig 3.3) is post-
hoc and requires an initial starting point (answer Y and context X) before the actual abduction process
from stages two and three can start. The initial answer Y is generated using a combination of zero-shot
[55] with Chain of Thought (CoT) reasoning [129] based on questionQ and context X. The prompt used
to achieve this in our experiments is denoted as prompt P1, which can be found in Appendix B.1.

Y = LLM(P1(Q,X)) (3.1)

What is Context X?
Relevant and up-to-date information from a search engine is scraped using SerpAPI1. For each ques-
tionQ, relevant information is gathered by usingQ as verbatim and querying the Google Search Engine.
Search result information such as organic results, answer box, and related questions are used to aug-
ment the LLM with up-to-date information relevant to the question. For each result, the name and text
snippet are extracted and included in the prompt. This information acts as our context X. A visual rep-
resentation of various fields can be seen in figure 3.4. This implementation of RAG is quite simple and
does not incorporate means to order the results according to a relevance metric. Details regarding the
implementation can be found here B.2.4.

Need for Context X
Themost essential aspect of the initial answer generation is the RAG. It is applied at generation time and
acts as context knowledge for the LLM [109, 110]. This is important for our overall solution because
questions from the FreshQA dataset contain a temporal aspect in addition to false premises. This
means there can be questions to which the answers can vary depending on the real-world dynamics.
For example, a simple question such as ”Who is the first female president of the United States of
America?” has both a false premise and also contains a temporal aspect. Till the present day of July
2024, there has not been a female president in the US, which means that the question contains an
incorrect assumption of there being a first female president in the US. In addition, this question also has
a temporal aspect because there is always a possibility that a female president could be elected in future
elections. LLMs, while capable of being utilized as a knowledge base, suffer from the disadvantage
of stale information due to the changes happening in the real world at all times [110, 132]. If events

1SerpAPI (https://serpapi.com)

https://serpapi.com)
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answer box

answer box

related questions

related questions

knowledge graph

search query  search query  

questions and answers

organic results

organic results

Figure 3.4: An example of the scraped information that is retrieved from SerpAPI. Various search parameters containing different
information are retrieved; however, for our experiments, only the answer box, related questions, and organic results were used.
Each of these results contains an associated text snippet along with other information, such as the name of the website. This was
the information that was deemed important to provide the necessary, updated context to the LLM. The above image illustrating
the additional context X is taken from [124]

in the world occurred which would change the premise of the question then the LLM would likely not
have that information in its parametric knowledge due to stale data. It is infeasible to continuously train
the model due to practical constraints such as cost, and computation resources. A remedy to this can
be augmenting the LLM’s knowledge with external knowledge and this is known as RAG. Fortunately,
LLMs possess strong in-context learning capabilities [21], which makes RAG viable. The RAG in this
implementation is a simple Web API call via SerpAPI to the Google search engine. The first two web
search results, the related questions, and the answer box are provided to the model in the prompt for
the initial answer Y generation. These web search results are necessary to generate a reasonable
initial answer Y ; not having any additional context would stack the odds against the LLM by a large
degree since now the model would only be able to answer historical questions correctly since the other
answers would likely contain stale data or hallucination.

3.2.2. Stage II: False Premise Detection
The main purpose of the False Premise Detection stage is to identify potential false premises through
means of a proxy and, in turn, avoid hallucinations. This is achieved by first inferring question Q’
and comparing its intent to the original question Q using semantic similarity. Another approach to
achieving this is through Natural Language Inference (NLI)2 [95], which involves analyzing the logical
relationship between a premise and a hypothesis—in our case, Q and Q’, respectively—to determine
whether there is entailment or contradiction. However, since our task of intent comparison closely

2https://www.sbert.net/examples/training/nli/README.html

https://www.sbert.net/examples/training/nli/README.html
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resembles the Quora Duplicate Questions task3, where semantic similarity is a straightforward and
effective approach, we have decided to keep our method simple and adopt semantic similarity as well.

The False Premise Detection process is achieved in two distinct steps as described below:

1. Infer Question Q’
A new question Q’ needs to be inferred back from the context X (web search results) and con-
clusion (initial answer) Y using abductive reasoning. Question Q’ is generated by prompting the
LLM to perform abduction. The process of inferring a question from an answer is not a standard
NLP use case or task. This requires the creation of a custom prompt P2 to infer Q’:

Q′ = LLM(P2(X,Y)) (3.2)

The snippet of the prompt P2 containing the question generation aspect using abductive reasoning
is given below. Observation o1 is the context X and Conclusion o2 is the initial answer/outcome/-
conclusion Y. The entire prompt for question generation, along with all the other prompts, can be
found here B.2.

”Given the conclusion o2 and observation o1 along with your general knowledge of the
world, engage in abductive reasoning to form a question that addresses the information
provided in the conclusion o2. Ensure that the question is clear and directly relevant to
the conclusion even if it introduces additional context.”

Need for Context X
Context X is used along with initial answer Y to infer questionQ’. The primary purpose of including
X is to provide sufficient up-to-date background knowledge to the LLMwhile constructing question
Q’ using abductive reasoning. If the initial answer Y is incorrect, during the process of abduction,
the LLM should realize this since the prompt P2 to infer Q’ explicitly states that a question has to
be generated that satisfies the answer Y, the LLM will try to formulate its question Q’ in a way that
asks for more information or clarification or new evidence to support answer Y. In most cases,
this is a futile attempt since this additional information does not exist to support answer Y as this
answer is likely to be hallucinated. This will lead to the next question intent comparison step failing
and leading to the detection of a potential false premise and hallucination response Y. Context X
is only required for questions that are quite recent and ask about information that happened after
the LLM’s training point or changes frequently. If question Q is a historical question, then context
X is not required during the detection process. In such cases, the question Q’ inferred will almost
be the same in terms of phrasing. Examples highlighting the different scenarios are presented in
section 3.2.4.

2. Question Intent Verification
The intent similarity s(Q,Q′) betweenQ andQ’ is calculated using the cosine similarity of their sen-
tence embeddings obtained from SentenceBERT4. If this similarity exceeds a predefined thresh-
old τ (τ ∈ [0, 1]), we assume the original question Q does not contain a false premise and use
the initial answer Y. If the similarity is below the threshold, we consider the possibility of a false
premise in Q and proceed with the next stage to repair answer Y by generating an alternate
response.

premise =

{
true, s(Q,Q′) ≥ τ

false, s(Q,Q′) < τ
(3.3)

3.2.3. Stage III: False Premise Repair
The Repair stage is only initiated when question Q is identified to contain a false premise. The main
purpose is to analyze the available information (answer Y and context X) and generate an alternate

3https://huggingface.co/datasets/sentence-transformers/quora-duplicates
4This specific model from hugging face was used. (https://huggingface.co/sentence-transformers/

bert-base-nli-mean-tokens)

https://huggingface.co/datasets/sentence-transformers/quora-duplicates
https://huggingface.co/sentence-transformers/bert-base-nli-mean-tokens
https://huggingface.co/sentence-transformers/bert-base-nli-mean-tokens
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response using abductive reasoning. Abductive reasoning enables the LLM to consider various ex-
planations and their probabilities to arrive at the most plausible conclusion. This should offer enough
flexibility in reasoning to avoid any potential false premises. The alternate explanation Z is generated
with prompt P3 using the context X and conclusion Y to act as the final answer.

Z = LLM(P3(X,Y)) (3.4)

The snippet of the prompt containing the question generation aspect using abductive reasoning is given
below. Observation o1 is the context X and Conclusion o2 is the initial answer/outcome/conclusion Y.
The entire prompt P3 can be found here B.3.

”Given observation o1, which may or may not be accurate, and the subsequent conclusion
o2 derived from o1 alongside general knowledge of the world, analyze the plausibility of
o2 using abductive reasoning. Consider the potential explanations for the observed phe-
nomenon in o1 and evaluate whether o2 logically follows from these premises and aligns
with our broader understanding of reality. Provide a reasoned assessment of the coherence
and credibility of o2 in light of the available evidence and background knowledge.”

The prompt instructs the LLM to analyze both the context X and the conclusion Y using abductive
reasoning, taking into account the different possible explanations. The most plausible explanation
Z is generated and chosen as the final answer since abductive reasoning explanations are mutually
exclusive [146, 29] as explained in section 3.1.3.

Need for additional Context X
Context X in the generation process is used similarly to the first stage for answer Y. The additional
information provides sufficient context for the abductive reasoning process.

3.2.4. FPDAR Workflow Scenarios
This section will explain how FPDAR operates in different scenarios, including when it may fail and the
key dependencies required for its success.

False Premise - Successful Execution
Figure 3.5 showcases how FPDAR should function with a false premise. Given question Q, context
X is acquired, and then the initial answer Y is generated. At first glance, question Q looks like a
normal question, but it contains a false premise. President Andrew Johnson was not elected. Rather,
he assumed that position after the assassination of President Abraham Lincoln since he was the vice
president. Answer Y is hallucinated since it states Andrew Johnson was elected in 1864. Note that
this question is historical, so the LLM likely has the correct information stored as parametric knowledge.
Additionally, the correct information is also present in the web search results X, but the LLM is still
unable to effectively reason and formulate a proper answer Y.

The incorrect answer Y and the context X leads to the formation of question Q’. In this case, during
the generation of question Q’, the LLM realizes that the answer Y is unlikely to be plausible, but since
it has to formulate a question that, if answered, would lead to answer Y, i.e., the intent of the questions
are the same, question Q’ ends up asking for additional information or clarification that could make
answer Y true. This can be seen in the Q’ generated since it asks about a significant event that led
to Andrew Johnson becoming president. However, this is futile since this additional information that
could make the initial answer Y true does not exist. Performing question intent comparison onQ andQ’
would result in the questions being different, signifying that the initial answer Y is an incorrect response
caused by the presence of a false premise in question Q. Initial answer Y cannot be used, and an
alternative answer has to be provided, which is done using the repair stage.

In the repair stage, an alternative response is generated using context X and answer Y through abduc-
tion. The LLM is able to effectively reason that the plausibility of answer Y is unlikely. The alternate
explanation Z is generated, which is chosen as the final answer.
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Stage I: Base QA

Question (Q) - In what year was Andrew Johnson elected as President of the United States? 

Context (X) - [{’name’: ’Who is U.S. 17th president?’, ’snippet’: ”Andrew Johnson was the 17th president of 
the United States, serving from 1865 to 1869. Johnson was Abraham Lincoln’s vice president and so 
assumed the presidency after President Lincoln was assassinated.”}
{’name’: ’Andrew Johnson’, ’snippet’: ’With the assassination of President Abraham Lincoln, Andrew 
Johnson became the 17th President of the United States
(1865-1869), an old-fashioned southern ...’}

Initial Answer (Y) - Andrew Johnson was elected as President of the United States in 1864.

Stage II: False Premise Detection

Inferred Question (Q’) - What significant historical event occurred in 1864 that led to Andrew Johnson 
being elected as President of the United States in 1865?

Q’ not same Q in terms of the info that could be provided, proceed to stage III 

Stage III: False Premise Repair

Explanation (Z) - The conclusion that Andrew Johnson was elected as President of the United States in 
1864 is not plausible because historical records indicate that Abraham Lincoln was the President in 1864, 
and Andrew Johnson became President after Lincoln’s assassination in 1865.

Ground Truth - Andrew Johnson was not elected to the Presidency but instead assumed the position 
following the assassination of Abraham Lincoln

Figure 3.5: FPDAR False Premise example with successful execution

True Premise - Successful Execution
Figure 3.6 showcases an example of how the workflow operates during a true/valid premise question
with correct answer Y. Answer Y is generated using context X and LLM’s parametric knowledge. Ques-
tion Q is a valid question with no false premises. Question Q’ is inferred back during the false premise
detection stage. Since the answer Y is correct and the questionQ premise is true, questionQ’ is nearly
identical in terms of its intent to question Q. In most cases, when the question Q is valid, the inferred
question Q’ will likely be a paraphrase of Q. The question intent comparison succeeds, and the initial
answer Y is taken as the final answer. In this scenario, there was no need to proceed to the repair
stage.

True Premise with Abductive Explanation - Successful Execution
Figure 3.7 showcases an example of how the workflow operates during a true/valid premise question
when the question intent process fails for a correct answer Y. This situation is crucial to highlight be-
cause it points to two important aspects of our method. First, the question generation forQ’ is not robust
enough to identify the main content of answer Y. It can get distracted by unnecessary information when
inferring question Q’. In our implementation, the LLM is used to infer Q’ using abduction, but the model
is relatively free to focus on the aspect it thinks is the most relevant or, rather, is being presented in
the conclusion Y. This can cause Q’ to formulate its basis on an irrelevant aspect of question Q. Since
this can be the case, it also weakens our initial motivation to be able to reach the original question Q to
verify the veracity of answer Y, at least from an implementation perspective. Second, abductive reason-
ing in the repair stage should ensure that the answer Y remains consistent from a content perspective,
assuming the initial answer Y was correct. This can also be an issue because, due to LLM sycophancy
and the presence of biased feedback, the model could be inclined to modify its original response, but
in most cases, with abduction, that should be avoided.

Returning to the example, it is observed that answer Y is correct, but it proceeds to provide additional
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Stage I: Base QA

Question (Q) - After which country did Marie Curie name the first element that she discovered?

Context (X) – [{’name’: ’Marie Curie – Questions and answers - NobelPrize.org’, ’snippet’: ”And Marie was 
proven right: in 1898 the Curies discovered two new radioactive elements: radium (named after the Latin 
word for ray) and polonium (named after Marie’s home country, Poland).”}
{’name’: ’Why did Curie change her first name from Maria to Marie?’ ’snippet’: ”Three years later in Paris, 
Maria met her research partner and future husband Pierre Curie, a tutor at the School of Physics and 
Chemistry...}]

Initial Answer (Y) - Marie Curie named the first element that she discovered after her home country, 
Poland.

Stage II: False Premise Detection

Inferred Question (Q’) - How did Marie Curie choose the names of the two new radioactive elements she 
discovered in 1898?

Q’ same Q in terms of the info that could be provided, consider Y as final answer

Stage III: False Premise Repair

Explanation (Z) – This stage was not required

Ground Truth - Poland

Figure 3.6: FPDAR True Premise example with successful execution

information by explaining why Socrates was late. This leads to the question Q’ being formulated focus-
ing on why Socrates was late rather than who was late to Plato’s Symposium. As a result, questions
Q and Q’ are not the same in terms of their intent. The repair stage is triggered, and essentially, the
same explanation Z is outputted and taken as the final answer.

True Premise with Abductive Explanation - Unsuccessful Execution
The previous examples showcased how the workflow can reason effectively, overcome false premises,
and output the correct response. However, it is important to note that in the entire workflow, there is
no explicit false premise detection or even hallucination detection present; rather, these are avoided
through the use of abductive reasoning. Recall how our method FPDAR is termed as pseudo de-
tection. The workflow depends on at least the context X and/or the initial answer Y to be reliable,
relevant, and correct. If both of these are wrong or irrelevant, then the reasoning process will not lead
to a factually correct response, even if the LLM thinks that the explanation it generated is logically
correct.

Case in point, the scenario in figure 3.8 showcases this limitation of the workflow. Question Q asks
how many presidents Peru has had in the last five years. This question is completely valid and has
a factually correct answer. However, the context X acquired is irrelevant. Recall that these are web
search results obtained after querying question Q verbatim, and this is not guaranteed always to return
relevant results, especially since web search engines struggle with natural language queries [12]. The
LLM also does not possess relevant, up-to-date information regarding the question since this is an
event that happened quite recently.

All of this leads to the LLM also incorrectly interpreting the question Q question and answering that a
country can only have a single president at a time. The irrelevant context X and incorrect answer Y
lead to the formation of a question Q’ which does not have the same intent. The generation process is
expected to rectify the answer, but since its dependencies (X and Y) are irrelevant and incorrect, com-
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Stage I: Base QA

Question (Q) - Which character arrives late to the titular banquet in Plato’s Symposium?

Context (X) – [{’name’: ’Why is Socrates late in the Symposium?’, ’snippet’: ”Plato’s Symposium was 
written in the fourth century B.C.E. and offers a fictitious account of a gathering of notable Greek citizens at 
the home of Agathon. The famous philosopher Socrates is late to the banquet because he has fallen into a
philosophical reverie in the doorway of a neighbouring home.”},
{’name’: ”Who was present at Plato’s Symposium?”, ’snippet’: ’It depicts a friendly contest of 
extemporaneous speeches given by a group of notable men
attending a banquet...}]

Initial Answer (Y) - Socrates arrives late to the banquet in Plato’s Symposium due to...

Stage II: False Premise Detection

Inferred Question (Q’) - Why does Socrates arrive late to the banquet in Plato’s Symposium?

Q’ not same Q in terms of the info that could be provided, proceed to stage III 

Stage III: False Premise Repair

Explanation (Z) - In Plato’s Symposium, it is mentioned that Socrates arrives late to the banquet because 
he has been lost in thought on a neighbouring porch. This aligns with the conclusion that Socrates arrives 
late to the banquet in the Symposium.

Ground Truth - Socrates

Figure 3.7: FPDAR True Premise with Abductive Explanation example and successful execution

bined with the fact that the model lacks the relevant parametric knowledge, the alternate explanation Z
is also factually incorrect.



3.2. FPDAR 31

Stage I: Base QA

Question (Q) - How many presidents has Peru had in the last 5 years?

Context (X) – [{’name’: ’How many years is a presidential term in Peru?’, ’snippet’: ’The president is directly 
elected for a five year term. Power is shared with a prime minister and a governing council of ministers, 
appointed by the president. The president can seek re-election, but not for consecutive terms. Unicameral
congress of 120 members elected to represent geographical areas.’}
{’name’: ’Does Peru have a President right now?’, ’snippet’: ’The first president was José de la Riva Agüero 
and the current president in office is Dina Boluarte, the first woman to hold the position.’...}]

Initial Answer (Y) - The current president of Peru is Dina Boluarte, a country can only have 1 president at a 
time...

Stage II: False Premise Detection

Inferred Question (Q’) - Who is the current president of Peru and can Peru have multiple presidents?

Q’ not same Q in terms of the info that could be provided, proceed to stage III 

Stage III: False Premise Repair

Explanation (Z) - The conclusion that Peru has had only one president in the last 5 years is plausible 
because the current president, Dina Boluarte, took office in July 2021, and there is no indication of any 
other presidents during this time period and a country can only have one president active at a time.

Ground Truth - Five

Figure 3.8: FPDAR True Premise with alternative explanation and unsuccessful execution
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Experiments and Results

A series of experiments were conducted to evaluate the performance of FPDAR compared to other
strategies for overcoming false premises in QA. This chapter details the experimental setup, the bench-
marks, metrics, and methods used for comparison. The results will be discussed in terms of the specific
improvements observed in a certain setting with a particular model. The next chapter will contextualize
these results to better understand their broader implications.

4.1. Experiment
Benchmarks: The two benchmarks considered are FreshQA [124] and (QA)2 [54]. These benchmarks
were chosen because they were created to serve as an evaluation benchmark rather than a complete
training dataset. Since our proposed reasoning approach operates at an inference level, these bench-
marks are ideal for evaluation in our case.

• FreshQA contains 500 human-written open-ended questions that are dynamically changing. Out
of the 500, 124 questions, i.e., approx 25% contain false premises, and the remaining are true
premise questions. The temporal aspects are categorized based on how quickly the answer to
certain questions might change depending on events in the real world. These categories are
fast-changing (Fast), slow-changing (Slow) and never-changing (never). FreshQA also provides
information regarding the knowledge cutoff by designating whether questions require knowledge
of events that occurred before 2022 (< 2022) or since 2022 (≥ 2022). Lastly, questions are
also categorized according to the number of hops they require in terms of the various concepts
discussed and their complexity as (1-hop) and (m-hop). These categories are present in both
false and true premise, but due to the smaller number of instances for each category, only the (<
2022) for the false premise is considered. Approximately 70% of the false premise questions are
based on historical events and under the category (< 2022). It is important to note that FreshQA
is a dynamic benchmark; the answers to certain questions can change over time. Newer versions
are released every week. Our experiments were performed on the March 18th, 2024 version.

• (QA)2 dataset consists of 570 questions that both expert annotators and crowd workers have
annotated. They are equally distributed, i.e., 50% between questions with and without false
premises. Unlike FreshQA, this dataset is static in nature in terms of updates to the dataset
instances. The temporal aspect in (QA)2 is restricted to questions containing a false premise and
simply indicates whether this false assumption could change in the future. No further breakdown
of questions, false premises, or temporal aspects are provided. However, these questions are
derived from common search engine queries, which should aid in indicating the performance of
different methods in real user queries.

Metric: The primary metric considered is the accuracy of the various methods and models across
benchmarks since FreshQA and (QA)2 provide ground truth answers for comparison. Both of these
datasets do not provide further metrics related to false premises. A response to a question is considered
correct if it matches the ground truth answer, i.e., response correctness evaluation. We also care

32
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about the precision of false premise detection and repair stages of FPDAR. Both the benchmarks have
categorized their questions according to their premise; this also allows us to evaluate the performance
of our method in identifying and mitigating false premises, essentially stages two and three.

FreshPrompt

[demonstrations w/ query, evidence, query and answer] #five 
demonstrations are presented with each containing the fields in that 
order.

Query: When was Obama born in Kenya?

[retrieved_evidences] #omitted for brevity

Query: When was Obama born in Kenya?

Answer: Obama was born in Kenya on 4th August 1961 to parents…

(a) FreshPrompt

4-shot prompt

[demonstrations w/ query and answer] #four demonstrations are 
presented with each containing the fields in that order.

Query: When was Obama born in Kenya?

Answer: Obama was born in Kenya on 4th August 1961 to parents…

(b) Four-shot prompt

Self-consistency

Query: When was Obama born in Kenya?

[retrieved_evidences] #omitted for brevity

[temperature_sampling] # three candidate responses are generated 
using temperature sampling

Answer 1: Obama was born in Kenya on 4th August 1961 to 
parents…

Answer 2: There is evidence to suggest that Obama was in Kenya…

Answer 3: Obama was actually born in Honolulu, Hawaii …

(c) Self-consistency

Baseline 

Query: When was Obama born in Kenya?

[retrieved_evidences] #omitted for brevity

Initial Answer: Obama was born in Kenya on 4th August 1961 to parents…

FPDAR (Baseline + FPDAR)

[infer new query through abduction using evidence and initial answer]

Inferred Query: What evidence supports Obama was born in Kenya given 
the official birth certificate in Hawaii?

[question_intent_verification] #intent of original and inferred query is 
different

[generate alternate explanation through abduction using evidence and 
initial answer]

Alternate explanation: Obama was actually born in Honolulu, Hawaii on 
the 4th of August 1961 to parents… 

(d) FPDAR (Ours)

Figure 4.1: Example of inputs and outputs for different methods. (a) FreshPrompt: a few-shot approach with external knowledge
[124], (b) 4-shot prompt: a few-shot approach without external knowledge [54], (c)Self-consistency: consistency based approach
with three candidate responses using external knowledge and temperature sampling [127], (d) FPDAR (ours): a post-hoc false
premise detection method augmented with external knowledge and using abduction to infer question based on original query
and answer, verify their intent (detect false premise) and generate an alternate explanation using abduction if a false premise is
detected.

Models: Three widely used LLMs are considered for evaluation, including GPT 3.5-turbo [13], Llama2-
70b [118] andMistral-Small [76]. GPT 3.5-turbo and Mistral Small are closed-sourced models, whereas
Llama2-70b is open-source. This allows us to have a good balance between open and commercial
models which enhances the robustness of our evaluation results. All three of these models are at
par when it comes to their performance on various benchmarks for logical reasoning and language
understanding1. This ensures that the models are on an equal footing and helps ensure that any
observed results are more reflective of the method itself rather than the models’ inherent capabilities.
Details regarding the specific endpoints used to access these models are provided here B.2.1.

Methods to compare: The following methods were chosen for comparison because they are quite
similar to FPDAR in their focus on tackling false premises and operating without training/fine-tuning.
An overview of the chosen methods and the various forms of inputs and outputs they provide is shown
in figure 4.1.

• FreshQA proposed a custom few-shot prompting technique called FreshPrompt [124], which
incorporates five question-answer demonstrations at the beginning of the prompt, and each of
these demonstrations has been augmented with two relevant web search results which have
been sorted according to the current date.

1https://artificialanalysis.ai/

https://artificialanalysis.ai/
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• (QA)2 [54] does not propose its own method but evaluates various existing prompting strategies.
In their evaluation, the best accuracy was generated by a 4-shot prompt approach with question-
answer demonstrations. Unlike the other methods, this 4-shot prompt approach is not augmented
with web search results.

• Self-consistency [68] was chosen due to its remarkable performance on various hallucination
and reasoning benchmarks [68, 127]. Moreover, self-consistency operates at an inference level,
enabling a fair comparison since FPDAR also functions at inference. Our FPDAR method also
seems most similar to the self-consistency (section 2.2.2) method in terms of its pseudo-detection
nature. Instead of checking the consistency between responses, our method checks whether the
intent between questions is consistent. Self-consistency does not have an explicit hallucination
detection stage. The final response is chosen through majority voting with the assumption that
since this response is consistent, it will likely be correct, which in turn indicates that the responses
not chosen were hallucinated. Our implementation of self-consistency is augmented with web
search results, as mentioned in section 3.2.1. Specific implementation details can be found here
B.2.2.

• We categorize our first Base QA stage as the Baseline because it is one of the simplest strate-
gies that could be adopted to handle false premises. It is essentially a zero-shot CoT prompting
strategy with retrieval augmented generation.

• FPDAR: Our proposed false premise detection method based on abductive reasoning.

Evaluation Protocol: The evaluation is automated and achieved through GPT4-turbo [1]. To avoid
any potential bias caused by the evaluation protocol (based onGPT-4-Turbo), theGPT-4 series models
are not used for any of the main experiments. A RELAXED evaluation approach is followed, which is
solely focused on evaluating the correctness of the answer. Under theRELAXED evaluation, as long as
the primary information in the LLM response is similar and consistent with the ground truth answer, the
LLM response is considered correct. This is followed as long as the additional information in the LLM
response does not contradict or change the perception of the primary answer. If there is a contradiction,
then that response is marked as incorrect. For responses that include names of individuals or entities,
widely recognized names or abbreviations are accepted. For numerical answers, exact figures are
typically preferred unless the question specifically allows for approximations. Responses that may be
grammatically incorrect or in a language other than English are acceptable. Responses that contain
outdated or hallucinated information are accepted as long as this doesn’t drastically alter the main
answer. ThisRELAXED evaluation approach and the evaluation prompt are adopted from the FreshQA
paper [124]. The evaluation prompt can be found here B.4.

4.2. Results
The accuracy performance of all models with different methods on the FreshQA and (QA)2 benchmarks
is reported. A stage-wise evaluation of our abductive reasoning processes for detection and repair is
also performed. Additional analysis is done to understand the generalizability of FPDAR as a post-hoc
method and the semantic similarity threshold sensitivity employed in the false premise detection stage.
This is followed by an ablation study to understand the impact of various individual aspects of FPDAR.

4.2.1. Main Results
The accuracy results are shown in table 4.1. These are split into false and true premises for FreshQA
and (QA)2. FreshPrompt has consistent performance on (QA)2 for all splits, but its performance varies
on FreshQA, struggling largely on True Premise compared to other methods, leading to a reduction in
its overall accuracy. The 4-shot prompt performs the worst on FreshQA, especially on True Premise.
It is able to perform better on False Premise, but that is likely because a large number of instances in
False Premise are historical. Given how the 4-shot prompt method does not incorporate any external
knowledge but FreshQA being a temporal dataset essentially requiring up-to-date knowledge, this find-
ing is unsurprising. This method primarily relies on the model’s parametric knowledge to provide an
answer that can work reasonably well for historical questions (in FreshQA, majorly consisting of false
premise) but not for recent events (in FreshQA, majorly consisting of true premise). The static nature of
(QA)2 likely explains the reasonable performance observed on all splits when using the 4-shot prompt
method. A fine-grained evaluation of temporal performance is presented in table B.1. Information
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Methods LLM
FreshQA (QA)2

All FP TP All FP TP

FreshPrompt
GPT3.5-turbo 63.4 58.9 64.9 67.2 64.6 69.8
LLama2 70B 35.2 36.3 34.8 60.5 60.4 60.7
Mistral Small 57.8 61.3 56.6 64.0 64.2 63.9

4-shot prompt
GPT3.5-turbo 38.8 52.4 34.3 63.9 61.8 66.0
LLama2 70B 31.2 55.6 23.1 43.0 53.3 32.6
Mistral Small 41.8 62.1 35.1 63.3 70.5 56.1

Self-Consistency
GPT3.5-turbo 57.6 39.5 63.6 58.6 48.1 69.1
LLama2 70B 62.6 50.8 66.5 50.9 36.1 65.6
Mistral Small 56.6 57.3 56.4 47.5 41.8 53.3

Baseline
GPT3.5-turbo 64.2 53.2 67.8 74.7 65.6 83.9
LLama2 70B 63.6 49.2 68.4 70.4 63.2 77.5
Mistral Small 67.4 65.3 68.1 77.2 73.7 80.7

FPDAR
GPT3.5-turbo 64.0 54.8 67.0 75.4 67.7 83.2
LLama2 70B 63.4 53.2 66.8 70.7 66.7 74.7
Mistral Small 68.2 70.2 67.6 79.1 77.2 81.1

Performance Gain + 0.8 + 4.9 - 0.8 + 1.9 + 3.5 - 0.7

Table 4.1: Performance comparison (accuracy in percent) of different methods on FreshQA and (QA)2 benchmarks. Bold
denotes the best performance of our approach. Underline denotes the best performance in other methods. The performance
gain is calculated between the best performance of our approach and the best performance of the other methods on each split.
‘FP’ denotes False Premise, and ‘TP’ denotes True Premise based on the premise split of the respective benchmarks.

LLM
FreshQA (QA)2

All FP TP All FP TP

GPT3.5-turbo 69.8 16.1 87.5 49.3 12.3 86.3
LLama2 70B 60.8 38.7 68.1 52.3 44.9 59.6
Mistral Small 67.2 20.2 82.7 53.0 18.2 87.7

Table 4.2: False premise detection performance (based on binary classification) of our approach FPDAR on FreshQA and (QA)2
benchmarks. Question intent threshold at τ = 0.7

regarding the sample size of each category is also presented in the fine-grained evaluation.

Self-consistency performs consistently well on both datasets when it concerns True Premise, but its
performance drops drastically on False Premise. One possible reason is that the self-consistency
method might be trying to generate answers that are coherent with the premise of the question, which,
if they are false, could lead to an incorrect answer. Such responses might be consistent, but that does
not necessarily imply that they are correct.

Interestingly, the best performance for all the comparison methods other than FPDAR was achieved
through the Baseline method, the first stage of FPDAR, and essentially a zero-shot CoT approach
with external knowledge. If we consider the Baseline as a standard approach, then FPDAR is applied
on top of the Baseline as a posthoc method to detect and mitigate false premises using abduction.
FPDAR largely succeeds with this endeavor, as seen in the performance gains in False Premises
and overall accuracy. However, it does come at the cost of accuracy reduction in True Premise on
both datasets. Since Mistral-Small achieved the highest performance across most of the splits, the
subsequent analysis will primarily compare the effects seen on Mistral-Small.

4.2.2. Stage-Wise Evaluation
The evaluation of the abduction process in stage two, False Premise Detection, and stage three, False
Premise Repair, is presented below.
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LLM
FreshQA (QA)2

All FP TP All FP TP

GPT3.5-turbo 53.4 76.6 45.7 53.7 62.8 44.6
LLama2 70B 30.4 90.3 10.6 51.9 91.9 11.9
Mistral Small 42.8 71.8 33.2 57.2 80.4 34.0

Table 4.3: False premise detection performance (based on binary classification) of our approach FPDAR on FreshQA and (QA)2
benchmarks. Question intent threshold at τ = 0.9

LLM
FreshQA (QA)2

Detected FP TP Detected FP TP

GPT3.5-turbo 68.7 55.0 74.5 74.3 62.9 84.6
GPT3.5-turbo+ 65.7 50.0 72.3 71.6 65.7 76.9

LLama2 70B 71.4 64.6 74.2 70.8 64.8 77.4
LLama2 70B+ 70.2 66.7 71.7 70.8 68.8 73.0

Mistral Small 68.9 68.0 69.2 73.6 75.0 71.4
Mistral Small+ 68.9 72.0 67.7 79.3 82.7 74.3

Table 4.4: False premise Repair performance (based on QA accuracy on tasks detected with false premises) of our approach on
FreshQA and (QA)2 benchmarks. LLM name and LLM name+ represent Baseline and FPDAR based on that LLM, respectively.
‘FP’ denotes False Premise, and ‘TP’ denotes True Premise based on the premise split of FPDAR. ‘Detected‘ is the total of ‘FP‘
and ‘TP‘.

False Premise Detection Evaluation
Based on table 4.2, it is clearly observed that our method FPDAR as a false premise detection cannot
precisely identify false premise questions, and this is consistent on both datasets. This means that most
of the actual false premise questions were incorrectly classified as true premise. Detection performance
for True Premise is effectively the opposite of False Premise since, across both datasets, a significantly
higher detection performance is achieved. When discussing detection performance, it is important to
recall that our detection process also depends on the value of τ set in (cf. formula 3.3). The results
in table 4.2 are obtained at a τ = 0.7 threshold. If this threshold is increased to τ = 0.9, then the
detection performance seen in table 4.3 is acquired. At a glance, the detection of false premises has
improved drastically, but this has come at the cost of decreased performance in true premise detection.
The performance across different threshold values will be discussed in section 4.2.3.

False Premise Repair Evaluation
After the premise detection step, we analyze how our premise repair step affects final performance.
The results are reported in Table 4.4. FP (False Premise) and TP (True Premise) denote the accuracy
of those instances that were correctly detected according to their respective premise and were also
evaluated to be correct in their answer. Detected is the combined performance of both FP and TP. The
performance seen across both datasets and splits is promising since there is no major drop across
the False or True Premise split. This signifies that our repair process can function sufficiently well,
irrespective of the premise. Note that FP and TP refer to the False and True premises detected by our
method, FPDAR. The FP and TP set seen in table 4.1 refers to the split from the respective dataset
benchmarks.

4.2.3. Further Analysis
To enhance our understanding of generalizability and the impact of technical designs, we conduct a
detailed analysis of our approach.

Sensitivity Analysis of Question Intent Similarity Threshold
The false premise detection heavily relies on the question intent similarity (cf. formula 3.3). To under-
stand the effect of the semantic similarity threshold on our approach, a sensitivity plot for all backbone
models is presented in figure 4.2, which showcases the total accuracy across both benchmarks. Ob-
serving the plot, it is clear that being too strict with the semantic similarity threshold could be detrimental
to the overall accuracy, as this trend is seen in all models except Mistral. A clear threshold value is
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Figure 4.2: Semantic similarity threshold sensitivity plot for FreshQA and (QA)2 showing the total accuracy varies depending
on the threshold for the LLMs considered in our experiments

Method + LLM FreshQA

All FP TP

FreshPrompt + GPT-3.5 turbo 66.4 58.1 69.1
Self-consistency + LLama2 70B 61.2 46.0 66.2

Table 4.5: Generalisation baselines accuracy on FreshPrompt and Self-consistency with FPDAR

difficult to select since no value provides consistently high accuracy for all models and benchmarks.
If we look at figure 4.3, it presents a similar challenge in picking a threshold that maximizes the ac-
curacy across all cases. In this study, our main goal was to detect false premises and also ensure
that the accuracy (correctness) is maximized. Achieving a good balance between both these criteria
is challenging as favoring one metric would cause the other to decrease. This can also be seen in the
earlier false premise detection evaluation done with different thresholds. Calculating the average of all
the accuracy values for every dataset and each model yields τ = 0.3 as the threshold that maximizes
the overall accuracy. Doing the same for the false premise split results in τ = 0.7. The difference
between each threshold is quite minor, as can be seen from the plots, but a preference was given to
maximizing accuracy for false premises; therefore, τ = 0.7 was chosen as the final threshold. All of
our experiments with FPDAR are performed with this threshold.

Generalization Analysis across baselines
To verify the effectiveness of our approach as a post-hoc method over the QA methods, we substi-
tute our baseline with other methods such as FreshPrompt and Self-consistency. We select the best-
performing model variant for each of these methods and only perform the analysis on FreshQA due
to time constraints. As seen in table 4.5, there is an improvement for the FreshPrompt variant on the
overall and true premise split. However, the Self-consistency variant shows a decrease in accuracy
for all splits. The overall accuracy for both variants is still comparable to their original method and, in
some cases, even exceeds individual splits. This highlights that FPDAR could potentially be viable as
a post-hoc solution.
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Figure 4.3: Semantic similarity threshold sensitivity plot for FreshQA and (QA)2 showing the false premise accuracy varies
depending on the threshold for the LLMs considered in our experiments

Methods All FP TP

FPDAR 68.2 70.2 67.6

w/o context X
- stage II 66.8 66.1 67.0
- stage III 64.6 66.9 63.8
- stage II & III 41.6 52.4 38.0
deductive reasoning 66.0 62.9 67.0
Stage III w/ Q’ and X’ 67.8 66.1 68.4
Extra input Q’ 67.2 66.1 67.6
Extra input Q 68.0 70.2 67.3

Table 4.6: Ablation analysis on FreshQA dataset.

Ablation study
A number of ablation studies were done to understand the impact of various processes and stages of
FPDAR.

• w/o context X. The variant removes the factual context in our approach. As X is used in both
stage II and stage III of our approach, we explore all potential variants by removing them.

• deductive reasoning. In stage III, replace the framing of abductive reasoning in alternate expla-
nation generation to deductive reasoning with the input of X and Y.

• Stage III w/ Q’ and X’. The variant replaces the third stage of our methods by answering the
generated question intent Q’ and generating a new X’ (using the same method as stage I).

• Extra input Q’. Include the generated question intent Q’ as part of the input of stage III.
• Extra input Q. Include the original question Q as part of the input of stage III.

All variants are based on the Mistral-Small model and a semantic threshold τ = 0.7, which achieved
the best performance in our main experiment. A complete ablation evaluation for all other models is
presented in table B.2.
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From table 4.6, we can see that the external knowledge X is important in all stages of our approach.
Removing X at stage II will result in a performance decrease due to failure to recognize potential false
premises while removing it at stage III will significantly decrease the quality of the alternative expla-
nation. After reframing the abductive reasoning prompt used for false premise repair with deductive
reasoning, there is a performance drop (7.3%) on the split of False Premise. This verifies the effec-
tiveness of utilizing abductive reasoning to address the impact of false premise. Meanwhile, we also
found that directly answering Q’ will result in somewhat comparable results to the original variant when
considering the false premise split and manages to exceed the true premise. This indicates that our
motivation for checking false premises on the basis of reaching the original premise (original question
Q) is correct in most cases. This finding is also strengthened by the results seen for the inclusion
of Q’ and even Q while generating the alternative explanation using abduction. While the accuracy
does not increase beyond the original FPDAR variant, it is comparable in almost every split with minor
reductions.



5
Discussion and Conclusion

The chapter will explain the main takeaways from the previous results section. This will be followed by
the limitations section, where certain assumptions that could influence the findings will be discussed.
Finally, we will conclude by discussing potential future research directions.

5.1. Key Findings
FPDAR improves over other methods in overall and false premise accuracy
FPDAR demonstrates improvements in overall accuracy compared to other methods such as Fresh-
Prompt [124], 4-shot prompt [54], Self-Consistency [127], and the Baseline. It consistently surpasses
FreshPrompt and the 4-shot prompt on their respective datasets, FreshQA and (QA)2, across all LLMs
with respect to overall accuracy. A key factor in this success is the significant improvements in the
false premise split for both the FreshQA and (QA)2 benchmarks. However, there is a decrease in ac-
curacy for the true premise split on both benchmarks, indicating that FPDAR is more effective for false
premises and may not perform as well with valid premises.

FPDAR struggles to detect false premises without sacrificing accuracy
In the stage-wise evaluation, at threshold τ = 0.7, FPDAR exhibits inadequate performance in detect-
ing false premises. While our approach is termed a ’pseudo-detection’ method due to the absence of
explicit detection mechanisms, one of its objectives remains the identification of any false premises
within questions. However, FPDAR struggles significantly in this regard. Improving detection perfor-
mance can be achieved by enforcing a stricter similarity threshold, such as τ = 0.9. However, this
adjustment comes at the expense of reduced overall accuracy, which is undesirable. If false premise
detection stands as the primary concern for a system, FPDAR could still be employed effectively by
raising the threshold, albeit with the acknowledged trade-off of accuracy.

Backward direction and abductive reasoning could be a viable reasoning methodology for LLM
Our research question defined in 1.3 was to investigate whether abductive reasoning can be used to de-
tect false premises and hallucinations in a QA scenario. The development of FPDAR and the accuracy
results in table 4.1 across all LLMs being considered shows that a backward reasoning methodology
grounded in abductive reasoning could be a viable strategy for instructing LLMs to reason effectively.
While the overall accuracy and false premise accuracy have increased, there has also been a decrease
in accuracy for true premises. The performance is still comparable but does not completely align with
the findings and notions presented in [134, 52] regarding abductive reasoning being superior to other
forms of approaches, such as forward reasoning. While LLM’s reasoning capabilities could be more
effectively utilized in a backward reasoning methodology for false premises, this cannot be confidently
stated for true premises. Further experiments and evaluations using different QA datasets are neces-
sary before drawing any definitive conclusions. Additionally, the potential transferability of FPDAR to
other reasoning tasks in QA needs to be explored. If it turns out that FPDAR cannot be transferred,
this may highlight some limitations of our methodology that are not yet apparent.

40
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5.2. Limitations
This section will discuss certain limitations concerning the overall study, findings, the implementation of
FPDAR, and the experiment setup. Since these limitations could influence the main takeaways of the
findings, we categorize each discussion point explained in the previous according to how significant
the underlying assumptions are in order for the findings to be valid. A three-level categorization with
labels ”weak”, ”moderate” and ”strong” is chosen. A ”weak” assumption signifies that the under-
lying premise for that specific discussion point can safely be assumed to nearly always hold and be
valid. A ”moderate” assumption would indicate that that specific finding might not be true under certain
conditions. A ”strong” assumption is detrimental to the finding it is assigned to because it signifies there
are strong counterarguments to be made, which can considerably weaken that specific finding. The
assumptions listed below can be associated with multiple findings since certain points can overlap and
coincide.

Reliance on LLM emergent abilities and reasoning might prevent scaling to smaller models
The first finding discusses how FPDAR, which at its core is a reasoning approach that primarily relies on
the LLM’s reasoning capabilities, achieves superior performance compared to other methods. However,
the implementation of reasoning is achieved through specific capabilities of LLMs, which come with
certain caveats. The entire abduction process and the RAG implementation rely heavily on the LLM’s in-
context learning abilities [130]. These are known as emergent abilities and emerge as the model scales
up. Larger models demonstrate greater effectiveness at a different rate compared to smaller models.
Our abduction process expects the LLM to reason over various responses and information to generate
an explanation. This would indicate that the effectiveness of FPDAR would deteriorate drastically when
applied to smaller, less capable models. Tests to verify this were not conducted due to time constraints,
but based on previous research [130, 21], it can be safe to assume that the overall performance would
suffer and FPDAR would likely not function appropriately for smaller models. Related to LLM abilities is
also the notion that these models do not genuinely comprehend or reason because they operate purely
on statistical patterns in data rather than true understanding. LLMs generate text by predicting the most
likely sequence of words based on their training data without any conscious awareness or cognitive
processes. While they can emulate reasoning by replicating patterns that appear logical, they lack the
ability to grasp context, meaning, or intent in a human-like manner. Their ”intelligence” is an illusion
created by advanced algorithms, not actual comprehension. Since our entire work relies on reasoning
achieved through LLMs, this raises questions about the reliability of our accuracy benchmarks and the
motivation of utilizing backward reasoning or LLM reasoning in general. We categorize this assumption
as ”strong”. This is a hotly debated topic, and if the reader is interested, more explanation is provided
in appendix A.

What if the context X is irrelevant and inaccurate?
In our overall implementation, there is a huge emphasis on the importance of relevant, up-to-date infor-
mation, which in our experiments is the scraped web search results X. It is discussed how necessary
context X is to provide sufficient context to the reasoning processes. However, this also assumes
that the context X retrieved is, in fact, relevant and accurate. In our implementation of FPDAR, there
is no process to determine the veracity of the web search results. We have also not performed any
experiments to assess the relevance of the web search results. Since we use question Q verbatim
to query the web search API to generate results, we assume that those results will be relevant and
the chances of receiving irrelevant results are low. This strategy has also been used in other works
involving RAG, such as [124, 60]. However, web search engines have been known to struggle with
natural language queries [12]. Moreover, there is no guarantee that the web results retrieved will be
relevant. Since our implementation depends on the veracity of these results, this is an assumption that
should be highlighted. We categorize this assumption as ”weak”.

LLM as a judge; concerns surrounding bias
Our evaluation protocol is automated as described in section 4.1. This allows us to efficiently scale the
evaluation protocol to various models and experiment variations. The alternative to this would have
been human evaluation, but that would have cost more time and required additional compensation.
However, utilizing LLMs for evaluation is not without its downsides. First of all, there is the possibility
of models exhibiting bias. This could be in position bias, where models tend to favor responses in
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a specific position over others simply due to their position. For example, in [147], the authors found
that while comparing two responses with GPT4, the model tends to favor the first response over the
second response from a different model. They swapped the responses, and now GPT4’s judgment
would switch, and it would pick the first response again, contradicting its earlier decisions. Another
possible bias could be verbosity bias, where models tend to select responses that are long and verbose
even if they are not clear or accurate compared to shorted alternatives. LLMs are also known to favor
responses generated by themselves or other models [147]. These biases can reduce the reliability of
LLM evaluation judgments and inadvertently skew the results. However, even with these limitations,
automated evaluations are used and often accompanied by a human evaluation of a small subset of
the data [124, 88]. An inter-annotator agreement between the annotator and the LLM responses is then
calculated to gauge the reliability of the model’s judgment. If the agreement between the annotators
and the model responses is high, then the model response is assumed to be reliable. Due to time and
cost constraints, a human evaluation was not conducted for this thesis. Since there is a possibility that
a human evaluation might change the trends seen in the benchmarks, we categorize this assumption
as ”moderate”.

5.3. Conclusion
In this research, we introduced a novel method, FPDAR, for detecting false premises in question an-
swering using Large Language Models (LLMs) through abductive reasoning. The main concept is to
use abductive reasoning to identify potential false premises and then rectify them by creating an alterna-
tive explanation as the final response. We first use abductive reasoning to understand the question’s
intent, which helps us detect false premises by comparing their semantic similarity with the original
question. After identifying potential hallucinated responses and gathering factual context, we employ
abductive reasoning again to diagnose these false premises and improve the response quality. Our
method has shown promise in generating accurate, coherent responses by performing abductive rea-
soning, but it struggles significantly in accurately detecting false premises in questions. The detection
performance can be improved, but it comes at the cost of a reduction in correctness. Moreover, our
method FPDAR performs well on false premises but is slightly worse, albeit still comparable on true
premises, signaling that reasoning through abduction is not foolproof and can sometimes lead to incor-
rect conclusions.

To enhance our approach and ensure its applicability across various scenarios, it would be beneficial
to test FPDAR on additional false premise benchmarks. FPDAR mainly depends on abductive rea-
soning and the inherent abilities of the large language model (LLM). We hypothesize that FPDAR may
struggle with models that have fewer parameters. However, evaluating our method across a wide
range of models will provide insights into its overall usability. While larger models are less likely to
benefit significantly, smaller models might experience a substantial improvement, assuming they have
reasonable in-context learning capabilities. Experiments regarding the choice of fields to be used as
external knowledge should be performed along with the number of results that should be incorporated;
this analysis was missing due to time constraints but could provide valuable insights to improve overall
performance. Given its satisfactory performance on valid premise questions in generating accurate
responses, FPDAR could potentially be applied to other QA tasks. To further assess its effectiveness,
FPDAR could be evaluated on natural language understanding benchmarks like MMLU [36], possibly
incorporating more pertinent reasoning methods such as Chain of Thought (CoT) reasoning.

5.4. Ethics Statement
In this thesis, our work and experiments have primarily involved Large Language Models, which have
a tendency to provide false information and hallucinate. These models can also output biased and
malicious information. This can happen through tweaking certain parameters that control the output or
through adversarial methods designed to bypass the guardrails of models. During various experiments,
the researchers involved with this study did not observe any such instances, but we have not performed
any experiments to verify the same. Since our work has centered around identifying andmitigating false
premises, we are not completely certain whether our method could be used for malicious intents. As
always, the end user should always be careful and take into consideration various conditions before
accepting any AI-generated output for use in practical systems. If any malicious or biased output is
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generated by a model using the method provided in this study, then this was not the intention of the
author or the researchers associated with this study.
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A
Do LLMs Truly Understand?

LLMs have shown tremendous performance on various downstream tasks that involve reasoning and
thinking. Some recent studies suggest that LLMs may exhibit certain aspects of reasoning, such as
the ability to follow step-by-step prompts [129] and reflect human-like content effects on reasoning.
However, these findings don’t definitively prove that LLMs can genuinely reason as demonstrated in
[67]. For instance, it’s unclear whether the models rely on true reasoning or simply follow heuristic rules
for prediction. Even though LLMs might appear to reason sequentially, the outcomes may be incorrect
or inconsistent, raising questions about whether they truly reason or merely produce reasoning-like
responses. Additionally, while LLMs may demonstrate some human-like reasoning behaviors, this
doesn’t necessarily imply that they reason in the same way humans do.

Essentially, LLMs are not designed for principled reasoning as humans do, which involves complex
inference and search processes. Instead, they excel at approximate retrieval, akin to probabilistically
guessing completions for prompts word by word [143], unlike databases that retrieve data exactly. This
means LLMs don’t necessarily memorize complete answers and instead generate responses dynam-
ically, which can be both creative and prone to errors or ”hallucinations.” Their appeal lies in their
ability to mix and match language patterns, akin to how humans think, rather than strictly memorizing
information.

Moreover, there are several observations indicating that LLMs may not possess reasoning capabilities.
Firstly, they continue to struggle with tasks requiring complex reasoning, contrary to the expectation
that proficient reasoners should adeptly handle tasks solvable through human-like reasoning methods
[120]. Secondly, LLMs often make errors in their reasoning processes, as discussed earlier. Addi-
tionally, their performance on downstream tasks appears to be sensitive to the frequency of certain
terms in the training data, such as numbers, which is inconsistent with expectations if the models were
proficient at solving mathematical problems through reasoning [94]. Finally, language models have
difficulty associating relevant information they have memorized, suggesting limitations in their ability
to effectively utilize memorized knowledge [41]. It also does not help that the functioning of LLMs is
often in a black-box manner, which means that it is difficult to assess how these models are reaching a
conclusion or whether their outcomes are the result of complicated heuristic rules that are invisible to
the user.

The above observations are valid but they are often countered with demonstrable evidence in the
form of benchmarks and various reasoning strategies that showcase remarkable reasoning capabilities
in LLMs. Numerous studies have shown that Large Language Models (LLMs) possess significant
reasoning capabilities, leveraging both their implicit and explicit knowledge. For instance, research
by [15] revealed that LLMs can perform deductive reasoning using explicitly provided natural language
statements, and this ability can be transferred to various tasks without any prior training. Furthermore, a
study by [114] demonstrated that LLMs can integrate implicit taxonomic and real-world knowledge with
explicitly given information to facilitate deductive reasoning. Initially, it was believed that LLMs with in-
context learning lacked the ability to perform multi-step reasoning. However, recent research by [129]
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has revealed that their reasoning capabilities can be activated by constructing forward reasoning paths
leading to the final solution. This method, known as Chain-of-Thought (CoT) prompting, has enabled
LLMs to perform multi-step reasoning. Moreover, LLMs have shown the ability to engage in multi-step
reasoning not only in few-shot settings [69] but also in zero-shot scenarios using ”Let’s think step by
step” prompts, enabling them to generate intermediate steps automatically [92, 55]. Remarkably, LLMs
can learn from the reasoning paths they generate themselves [39, 140]. Several studies have already
evaluated the capacity of LLMs from different reasoning perspectives, such as multilingual reasoning
[5], commonsense reasoning [9], and mathematical reasoning [44], all of which have demonstrated
promising results and potential for utilizing LLMs for reasoning tasks.

As impressive as these benchmarks and claims are, a major criticism of these results is the argument
that these tasks are created to be solved in a constrained environment, often not capturing the reality
in which actual human reasoning is required to solve complex problems. These benchmarks also do
not sufficiently capture the reasoning capabilities of LLMs [120]. Moreover, tasks like solving basic
math problems and string concatenation are artificial and fail to represent real-world scenarios accu-
rately. To genuinely assess the reasoning prowess of LLMs, it’s crucial to incorporate more realistic
and meaningful applications such as decision-making, legal reasoning, and scientific reasoning.

A comprehensive examination of factors like training data, model architecture, and optimization ob-
jectives is warranted, along with the creation of improved benchmarks for assessing the reasoning
prowess of LLMs. Nonetheless, it is evident that the existing models still lack robust reasoning capabil-
ities. Coming back to our study, when we instruct a language model to ”perform abductive reasoning”,
how exactly the LLM is going to interpret that instruction is unclear. If the model is not performing ab-
duction in reality then what is it doing? And how is it still able to provide a satisfactory response in the
manner we are expecting to receive? Even if it is simply regurgitating commonly seen patterns, albeit
through a combination of sophisticated AI processes, the response often seems to make sense. There
is an ongoing discourse regarding such questions and whether language models genuinely compre-
hend language or capture its meaning, and we encourage the readers to read through these research
papers for different interesting views and insights [40, 49, 6, 90].



B
Implementation and Experiment

Details

B.1. Prompts
Below are the prompts for the initial answer, false premise detection, and repair. The initial answer
prompt B.1 was also used for the self-consistency method.

The prompts for abduction are deliberately explicit and elaborate to ensure that the abduction process
and tasks are clear for each model. Creating a prompt without much detail and simply stating the
model has to perform abduction could work since most LLMs would have knowledge about abductive
reasoning. However, at this stage, we are left with how the model is going to interpret the instructions
and its own understanding of what needs to be done, which might not align with our goals. In our initial
limited testing, we found that GPT3.5-turbo would perform well, but Llama2 and Mistral-Small would
suffer without explicit instructions.

1 You are a helpful agent with knowledge and expertise in a lot of fields. Please read the
question and provide your answer. Also indicate if the question contains a false premise.

2 Use the following format to provide your answer, the source, and the premise of the question:
3

4 Answer: [Your answer, please only include text with explanation] Source (reference source): [
The reference source which support the Explanation given above] Question 's Premise (Valid or
Invalid): [The premise of the question , please only include Valid or Invalid along with a
textual explanation]

5

6 Note: The source can either be the URL links from the External sources or your knowledge
which in that case indicate it. For instance Source: LLM (if the source is your knowledge and

the external sources are not helpful.)
7

8 Note: The premise of the question indicates whether the information contained in the question
leads to a valid answer consistent with our knowledge. If this is the case then denote the

premise as Valid otherwise it is Invalid.
9

10 Note: If the information presented in the sources are conflicting with each other then
carefully consider the relevant ones and make a decision to proceed with the most recent
information.

11

12 Question: {}
13

14 External Sources: {}
15

16 Use the following format always to provide your response
17 Answer: <concise text response >
18 Source: <Name of source and the url>
19 Premise of the Question:
20

21 Now, please answer this question , the source, and the premise of the question. Let's think it
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step by step.

Listing B.1: Prompt for generating the initial response

1 observation (o1): {}
2

3 conclusion (o2): {}
4

5 Given the conclusion o2, engage in abductive reasoning to form a question that directly
addresses the information provided in the conclusion o2. Ensure that the question is concise ,

clear, and directly relevant to the content of Statement.
6

7 Note: Your response should not mention any variables such as o1 and o2 or reference them in
the response.

8

9 Note: Formulate your response without any dependency on variables names, your response should
make sense on its own.

10

11 Note: Ensure that your responses are direct, concise and clear.
12

13 Use the following format for the output:
14

15 Final Question: <based on abductive reasoning , the final question without variable names>

Listing B.2: Prompt for inferring question Q’ through abductive reasoning

1 observation (o1): {}
2

3 conclusion (o2): {}
4

5 Given observation o1, which may or may not be accurate , and the subsequent conclusion o2
derived from o1 alongside general knowledge of the world, analyze the plausibility of o2
using abductive reasoning. Consider the potential explanations for the observed phenomenon in

o1 and evaluate whether o2 logically follows from these premises and aligns with our broader
understanding of reality. Provide a reasoned assessment of the coherence and credibility of

o2 in light of the available evidence and background knowledge.
6

7 Note: Your response should not mention any variables such as o1 and o2 or reference them in
the response.

8

9 Note: Formulate your response without any dependency on variables names, your response should
make sense on its own.

10

11 Note: Ensure that your responses are direct, concise and clear.
12

13 Use the following format for the output:
14

15 Final Answer: <based on your explanation , a standalone final answer response without variable
names>

16 Final Explanation: <your explanation response without variable names>

Listing B.3: Prompt for generating explanation Z through abductive reasoning

1 Please evaluate the response to each given question under a relaxed evaluation , where
hallucinations , outdated information , and ill-formed answers are allowed , as long as the
primary answer is accurate. Please credit the response only if it provides a correct answer,
or the correct answer can be obviously inferred from the response. The primary or final
answer when standing alone must be accurate. Any additional information that is provided must

not contradict the primary answer or reshape one's perception of it. For answers that
involve names of entities (e.g., people), complete names or commonly recognized names are
expected. Regarding numerical answers , approximate numbers are generally not accepted unless
explicitly included in the ground-truth answers. We accept ill-formed responses (including
those in a non-English language), as well as hallucinated or outdated information that does
not significantly impact the primary answer.

2

3

4 question: Is Microsoft 's stock price above $250 a share?
5 correct answer(s): Yes
6 response: Yes, it is. The stock price is currently at $207.
7 evaluation: incorrect
8
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9 question: Who is the latest winner of the Formula 1 world championship?
10 correct answer(s): Max Verstappen | Max Emilian Verstappen response: Max Verstappen won the

2022 Formula 1 world championship. He is a Dutch racing driver who competes in Formula One
for Red Bull Racing. He is the son of former Formula One driver Jos Verstappen. Verstappen
started his racing career in karting at the age of seven. He won the 2013 European Karting
Championship and the 2013 World Karting Championship. In 2014, he moved to single-seater
racing, competing in the European Formula Three Championship. He won the championship in his
first season, becoming the first

11 driver to do so since Nico Rosberg in 2005.
12 evaluation: correct
13

14 question: {}
15 correct answer: {}
16 response: {}
17

18 Use the following format for the output:
19

20 evaluation: <correct/incorrect >
Listing B.4: Prompt for evaluating the final accepted response and the ground truth answer. This prompt is based on the
evaluation presented in [124].

1 observation (o1): {}
2

3 conclusion (o2): {}
4

5 Given observation o1 evaluate whether conclusion o2 logically follows from these premises
using deductive reasoning.

6 Consider the structure of the argument and the logical relationships between the premises and
the conclusion.

7 Assess the validity of the conclusion based on the truth of the premises and the application
of logical rules.

8 Provide a reasoned assessment of the soundness and coherence of the argument , ensuring that
the conclusion

9 necessarily follows from the given premises.
10

11 Note: Your response should not mention any variables such as o1 and o2 or reference them in
the response.

12

13 Note: Formulate your response without any dependency on variables names, your response should
make sense on its own.

14

15 Note: Ensure that your responses are direct, concise and clear.
16

17 Use the following format for the output:
18

19 Final Answer: <based on your explanation , a standalone final answer response without variable
names>

20 Final Explanation: <your explanation response without variable names>

Listing B.5: Prompt for deductive reasoning for the ablation study concerning stage III with forward reasoning

B.2. Additional Experiment Setup Details
B.2.1. Models
Access to gpt3.5-turbo and gpt4-turbo was gained through the API endpoint gpt-3.5-turbo-11061 and
gpt-4-turbo-preview2 respectively using the OPENAI API service. Access to Mistral-Small was gained
through the API endpoint mistral-small-latest using the Mistral AI API service3. Access to Llama2-70b-
chat was gained through the API endpoint meta.llama2-70b-chat-v1 using the AWS Bedrock service4.

B.2.2. Self-consistency
The initial response in all experiments was generated at a temperature T=0. For self-consistency candi-
date response generation, the temperature sampling scheme mentioned in [92, 38] was followed. For

1https://platform.openai.com/docs/models/gpt-3-5-turbo
2https://platform.openai.com/docs/models/gpt-4-turbo-and-gpt-4
3https://docs.mistral.ai/getting-started/models/
4https://aws.amazon.com/bedrock/

https://platform.openai.com/docs/models/gpt-3-5-turbo
https://platform.openai.com/docs/models/gpt-4-turbo-and-gpt-4
https://docs.mistral.ai/getting-started/models/
https://aws.amazon.com/bedrock/
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Llama2-70b-chat and Mistral-Small a T = 1.0 was applied and GPT3.5-turbo a temperature sampling
was applied at T = 1.5. The effect of various temperature settings was not done in this work however,
[127] demonstrates across a set of different reasoning tasks how self-consistency is robust to sampling
strategies and parameters. This means that the results, or at least the trend for self-consistency, should
largely stay the same even if the different parameters are tweaked. In our implementation, there are
3 candidate responses generated, and consistency between these responses is calculated using this
specific semantic similarity model [95]. The response that is the most similar and consistent with others
is chosen as the final response. The prompt used to generate the candidate responses is the same as
the one used in the Base QA stage B.1. If a response could not provide its output in a proper format,
then that response would be discarded and regarded as an incorrect response, as a certain format is
needed for our implementation. None of the models were restricted in any way in terms of the length
of the response that could be generated by changing parameters such as max tokens.

B.2.3. FPDAR
The initial response response was generated at a temperature of T = 0 for all models. The false premise
detection and repair stage responses were generated using the same temperatures that were used to
generate self-consistency candidate responses for each model. None of the models were restricted in
any way in terms of the length of the response that could be generated by changing parameters such
as max tokens.

B.2.4. SerpAPI
SerpAPI was used to query the Google search engines for relevant results. Web search results con-
sisting organic results, related questions, and answer box were chosen to be augmented to the LLM.
The first two responses from the organic results and first four related questions are used along with the
answer box if it is available. If the answer box is present, then only the related questions field is used,
and organic results results are skipped since it is often unnecessary. The organic results were almost
considered to be skipped through the overall experiments, especially in cases with false premises since
it can often include irrelevant results which can act as noise. However, it was still kept to ensure that,
in some cases, there was at least a direct search result from the question. The most important aspect
was the snippet associated with each of the above results. The snippet would consist of one to three
sentences, which would trail off, but that would often be enough for the LLM to reach a reasonable
conclusion. related questions specifically is quite important since it often contains the valid version of
a false premise question. This was qualitatively observed in the early stages of the experiments and
is one of the primary reasons why Google search was chosen since other popular web engines, such
as Bing, do not provide a field similar to ”related questions.” This setup is adopted straight from [124],
where the authors utilize the same properties, but they also proceed to rerank the results. We do not
employ any reranking and simply append the results to the prompt. Instead, we rely on SerpAPI to
effectively provide the most relevant results at the top since it essentially returns results similar to a
Google web search for a query. We queried and saved the web search results of March 18th, 2024, to
avoid excess costs. This was then used for all experiments except in situations where new information
was needed, such as the FreshPrompt setup [124] and the ablation with X’.

B.3. Additional Evaluation Results
A fine grain evaluation for all the temporal aspects, along with single and multi-hop reasoning, is pro-
vided in table B.1. A complete ablation study for all model variants is shown in table B.2.
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Methods LLM All
False Premise True Premise
All <2022 All Fast Slow Never <2022 ≥ 2022 1 hop m-hop

Sample size 500 124 91 376 127 125 124 140 236 280 96

FreshPrompt
GPT3.5-turbo 63.4 58.9 72.5 64.9 38.6 67.2 89.5 88.6 50.8 68.6 54.2
LLama2 70B 35.2 36.3 47.3 34.8 9.4 28.8 66.9 63.6 17.8 36.8 29.2
Mistral Small 57.8 61.3 61.5 56.6 11.0 68.0 91.9 86.4 39.0 61.4 42.7

4-shot prompt
GPT3.5-turbo 38.8 52.4 68.1 34.3 7.1 26.4 70.2 75.7 9.7 35.0 32.3
LLama2 70B 31.2 55.6 68.1 23.1 5.5 16.8 47.6 48.6 8.1 26.8 12.5
Mistral Small 41.8 62.1 76.9 35.1 3.1 38.4 64.5 72.9 12.7 38.6 25.0

Self-Consistency
GPT3.5-turbo 57.6 39.5 45.1 63.6 42.5 66.4 82.3 80.7 53.4 68.9 47.9
LLama2 70B 62.6 50.8 58.2 66.5 40.9 71.2 87.9 85.7 55.1 70.7 54.2
Mistral Small 56.6 57.3 63.7 56.4 29.1 62.4 78.2 76.4 44.5 59.6 46.9

Baseline
GPT3.5-turbo 64.2 53.2 60.4 67.8 41.7 68.8 93.5 89.3 55.1 73.2 52.1
LLama2 70B 63.6 49.2 56.0 68.4 44.1 73.6 87.9 87.9 56.8 73.2 54.2
Mistral Small 67.4 65.3 72.5 68.1 38.6 76.8 89.5 90.7 54.7 73.9 51.0

FPDAR
GPT3.5-turbo 64.0 54.8 62.6 67.0 40.2 68.0 93.5 88.6 54.2 71.8 53.1
LLama2 70B 63.4 53.2 59.3 66.8 40.9 73.6 86.3 85.7 55.5 72.1 51.0
Mistral Small 68.2 70.2 78.0 67.6 37.0 75.2 91.1 90.7 53.8 73.6 50.0

Table B.1: Fine-grained evaluation results of FreshQA dataset. Bold denotes the best performance of our approach. Underline
denotes the best performance in other methods.

Methods LLM All
False Premise True Premise
All <2022 All Fast Slow Never <2022 ≥ 2022 1 hop m-hop

Sample size 500 124 91 376 127 125 124 140 236 280 96

w/o context X stage II
GPT3.5-turbo 65.6 56.5 68.1 68.6 42.5 72.0 91.9 90.0 55.9 72.5 57.3
LLama2 70B 63.6 51.6 60.4 67.6 42.5 74.4 86.3 88.6 55.1 71.4 56.3
Mistral Small 66.8 66.1 71.4 67.0 36.2 74.4 91.1 89.3 53.8 72.9 50.0

w/o context X stage III
GPT3.5-turbo 65.4 62.1 69.2 66.5 43.3 67.2 89.5 87.9 53.8 71.1 53.1
LLama2 70B 58.0 50.0 59.3 60.6 36.2 66.4 79.8 81.4 48.3 64.6 49.0
Mistral Small 64.6 66.9 71.4 63.8 35.4 70.4 86.3 84.3 51.7 68.9 49.0

w/o context X stage II & III
GPT3.5-turbo 40.2 62.9 75.8 32.7 9.4 26.4 62.9 71.4 9.7 36.1 22.9
LLama2 70B 31.8 50.8 58.2 25.5 7.9 23.2 46.0 50.7 10.6 26.4 22.9
Mistral Small 41.6 52.4 64.8 38.0 7.1 37.6 70.2 75.0 16.1 41.8 27.1

deductive reasoning
GPT3.5-turbo 64.6 58.1 67.0 66.8 38.6 71.2 91.1 89.3 53.4 71.1 54.2
LLama2 70B 55.2 43.5 49.5 59.0 38.6 62.4 76.6 75.0 49.6 62.1 50.0
Mistral Small 66.0 62.9 68.1 67.0 36.2 76.0 89.5 88.6 54.2 72.1 52.1

Stage III w/ Q’ and X’
GPT3.5-turbo 64.0 54.8 61.5 67.0 41.7 67.2 92.7 87.9 54.7 71.8 53.1
LLama2 70B 62.4 52.4 57.1 65.7 39.4 70.4 87.9 88.6 52.1 70.4 52.1
Mistral Small 67.8 66.1 73.6 68.4 38.6 76.0 91.1 91.4 54.7 73.9 52.1

Extra input Q’
GPT3.5-turbo 65.2 57.3 68.1 67.8 40.9 70.4 92.7 91.4 53.8 72.5 54.2
LLama2 70B 63.0 51.6 57.1 66.8 40.9 74.4 85.5 88.6 53.8 69.6 58.3
Mistral Small 67.2 66.1 70.3 67.6 37.8 76.0 89.5 88.6 55.1 73.6 50.0

Extra input Q
GPT3.5-turbo 65.2 57.3 65.9 67.8 40.9 69.6 93.5 89.3 55.1 72.9 53.1
LLama2 70B 64.6 55.6 65.9 67.6 43.3 74.4 85.5 86.4 56.4 72.5 53.1
Mistral Small 68.0 70.2 73.6 67.3 37.8 73.6 91.1 89.3 54.2 72.5 52.1

Table B.2: Ablation study for all models and their variants on FPDAR.
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