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Foreword

In the last four years of my PhD study, I have been working on solving the
following problems: how can we fulfil various information needs by conduct-
ing analytics with Social Web data and how can we build a system to make
the construction of such analytics simpler?

Given the main requirement of fulfilling information needs by using the
Social Web, I have studied different aspects, including relevance, redundancy,
and diversity of Twitter data by conducting different analytical tasks in the
context of information retrieval. My initial idea was to investigate how the
semantics in Social Web data can help in meeting this requirement. The
storyline behind my work is described as follows.

Motivated by the task of the TREC Microblog Track that was first in-
troduced in 2011, we exploit the usage of background knowledge for a query
expansion framework by referring the semantic links to Linked Open Data
Cloud and news articlesd. Then we further propose our relevance estima-
tion framework to predict the relevance of tweets to a given topic, taking
the results from the previous work as one feature of which the importance
can be analyzed. Hence, the frameworkd not only considers the retrieval
score given by the classical language model, for both the original queries and
the expanded version derived from the aforementioned work, but also the
features that do not depend on the given queries, such as syntactic charac-
teristics, semantics, and contextual information. The extensive evaluation

'Published as: WISTUD at TREC 2011 Microblog Track: Exploiting Background
Knowledge from DBpedia and News Articles for Search on Twitter. By K. Tao, F. Abel, C.
Hauff. In Proceedings of The Twentieth Text REtrieval Conference (TREC’12), Gaithers-
burg, Maryland, 2011

2Published as: What makes a tweet relevant for a topic? By K. Tao, F. Abel, C. Hauff,
G.J. Houben. In Proceedings of the workshop on Making Sense of Microposts (MSM2012),
workshop at the 21st World Wide Web Conference 2012 (WWW’12), Lyon, France

Xi
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with a standard corpus leads us to interesting findings in the relevance of
tweets to a given topic, of which we make use to improve the retrieval effec-
tiveness. Moreover, we put our findings into practice and propose Twinder,
which is a search engine for Twitter streamsH. This search engine serves as a
playground to conduct further analytical research on Twitter search.

Having noticed the occurrences of duplicate content in microblogging
search results even after filtering out retweets, we are motivated to further
investigate redundancy in Twitter data. We introduce a framework for near-
duplicate detection on Twitterd. We infer a model for duplication levels
between tweet pairs based on a case-study of microblog search results. Then
we develop a framework which can utilize the machine learning algorithms
to automatically identify the near-duplicate pairs and their level of duplica-
tion with the features that we construct by applying syntactic, semantic, and
contextual analyses. The evaluations on representative dataset results show
that, with our effective strategies, the redundancy in search results can be
reduced by around 50%. Again, we integrate the outcomes into Twinder and
improve the quality of search resultst.

Based on the analysis of redundancy in Twitter data, we further aim at
diversifying microblog search results and analyzing the impact of reducing
duplicates on diversity. However, the lack of an existing corpus for diversifi-
cation research on microblog search makes it harder for us to do so. Hence,
we present a methodology of building such a corpusd. The corpus is made
available to public for further research. A comprehensive analysis of the
corpus shows its suitability for the research on search result diversification.
Moreover, we evaluate the diversity of search results derived from the appli-
cation of our duplicate detection framework. Again, we find a redundancy
decrease achieved by applying our de-duplicate strategies. Meanwhile, we
discover the importance of the features for the topic types, e.g. long-term
versus short-term topics and topic recency, in diversification.

3Published as: Twinder: A Search Engine for Twitter Streams. By K. Tao, F. Abel,
C. Hauff, G.J. Houben. In Proceedings of the 12th International Conference on Web
Engineering (ICWE’12), Berlin, Germany, 2012

4Published as: Groundhog Day: Near-Duplicate Detection on Twitter. By K. Tao, F.
Abel, C. Hauff, G.J. Houben, U. Gadiraju. In Proceedings of the 22nd International World
Wide Web Conference (WWW’13), Rio de Janeiro, Brazil, 2013

SPublished as: Twinder: Enhancing Twitter Search. By K. Tao, Fabian Abel, Claudia
Hauff, Geert-Jan Houben, Ujwal Gadiraju. In PROMISE Winter School 2013: Bridging
between Information Retrieval and Databases. Springer, 2013

SPublished as: Building a Microblog Corpus for Search Result Diversification. By K.
Tao, C. Hauff, G.J. Houben. In Proceedings of 9th Asia Information Retrieval Societies
Conference (AIRS’13), Singapore, 2013
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Based on summarizing both the research that we have done with Twitter
data and the survey of analytics with information from the same sourcell, we
distill our research methodologies into a set of common tools for conducting
Social Web data analytics on Twitter. Therefore, we propose the Twitter
Analytical Platform that allows application developers, scientists, etc. to un-
derstand Twitter data in their own perspectivest. This platform, which can
be customized by using Twitter Analysis Language, implements the func-
tions of data acquisition, manipulation, enrichment, aggregation, as well as
integration with machine learning capabilities. We show the validity of the
platform with the successful implementation of above three analytical tasks
in Twitter Analysis Language.

Besides research on general scientific problems, we also look into the real-
life challenges in order to see how Twitter Analytical Platform can support
the application in production. For instance, it is a non-trivial challenge
to fulfil the information need during a real-world incident. Therefore, we
introduce Twitcidentt, a system that relies on Twitter Analytical Platform
to automatically filter relevant information about a real-world incident from
Twitter streams and make the information accessible and findable in the
given context of the incident. Consequently, the processed data given by
our platform provides support for the applications, including faceted search
and visualized analytics that allow people and emergency services to retrieve
particular information fragments as well as overview and analyze the current
situation as reported on Twitter. The large-scale evaluation proves that the
semantic enrichment offered by our platform leads to major and significant
improvements of both the filtering and the search performance.

The additional information, including datasets, experimental code, and
demonstrations, on this PhD thesis is available online at http://ktao.github.
io/phd/.

"Published as: Information Retrieval for Twitter Data. By K. Tao, C. Hauff, F. Abel,
G.J. Houben. Book Chapter In Twitter and Society. Peter Lang, 2013.

8Published as: Facilitating Twitter Data Analytics: Platform, Language, and Func-
tionality. By K. Tao, C. Hauff, G.J. Houben, F. Abel, G. Wachsmuth. In Proceedings
of 2014 IEEE International Conference on Big Data (IEEE BigData’14), Washington DC,
USA, 2014

9Published as: i) Twitcident: Fighting Fire with Information from Social Web Streams.
By F. Abel, C. Hauff, G.J. Houben, R. Stronkman, K. Tao. In Companion Proceedings
of International Conference on World Wide Web (WWW’12), Lyon, France, 2012; and
ii) Semantics + Filtering + Search = Twitcident. Exploring Information in Social Web
Streams. By F. Abel, C. Hauff, G.J. Houben, R. Stronkman, K. Tao. In Proceedings of
International Conference on Hypertext and Social Media (Hypertext’12), Milwaukee, USA,
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Chapter 1

Introduction

1.1 Motivation

As early as in the first year of my PhD study, an earthquakeﬁl struck Japan
and I got the news from my mobile phone in the morning. People who called
from all over the world to Japan did not get through due to the failure of
telephone networks [81]. However, the messages confirming the safety of their
loved ones were sent across the globe via the Social Web#. It was found that
the volume of messages sent through the Social Web and Twitter in particular
reached 5,000 tweets per seconds for several times. It motivated researchers
to make use of this data to investigate information diffusion on the Social Web
and deploy the applications inspired by this research for the general public.
One of the first applications in this area is an earthquake early warning
system based on Twitter data, which is able to provide warnings 2 minutes
faster than traditional warning systems [b1]. Besides the Internet, special
thanks should go to Sir Tim Berners-Lee. In 1989, he proposed a system
that aims at making the information sharing between scientists working at
CERN more effective [16]. This system, which is known as the World Wide
Web or now the Web, was realized not only in a small academic circle, but at
a global scope. Thus, more and more hypertext documents get interlinked in
the World Wide Web so that one can navigate between them via hyperlinks
with a Web browser.

During the past decades, Web technologies have tremendously changed

'http://earthquake.usgs.gov /earthquakes/eqinthenews/2011/usc0001xgp/,  accessed
July 30th, 2014
Zhttps://blog.twitter.com/2011/global-pulse, accessed July 30th, 2014
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the mechanisms of information exchange between individuals or groups of
people. Furthermore, the development of a second generation of Web ap-
plications, Web 2.0 applications, has allowed for content authoring by every
single user that is connected to the Internet. Part of these applications con-
stitute the Social Web, which enables people to engage with each other at a
relatively low threshold and motivate individual users to participate in the
sharing of information. The amount of messages shared on Social Web plat-
forms, via systems like Twitter, Sina Weibo, Facebook, or YouTube, is so
large that details about people’s daily lives in all extent are shared via easily
composed snippets in different media forms, including text, locations, images,
or videos. Taking Twitter as an example, the number of posts published per
day typically exceeds several hundred million® while the number of monthl
active users has reached 255 milliong. During the 2014 FIFA World Cupé:
32.1 million tweets were posted during the final match while the peak volume
reached 618,725 tweets per minute when Germany won the championship.
Such huge amount of data becomes a source for people to exploit its values
in different scenarios. Researchers have attempted, with Social Web data, to
warn people of an earthquake wave ahead of traditional systems, to profile
users [B, [104], to analyze the travelling patterns of people [[11, B7], and even to
predict the results of political elections [121]. Furthermore, many profitable
and valuable ideas have been implemented to support decision making for
business cases [35] and public interests [5]. These works can be considered as
conducting analytics with data from the Social Web, i.e. finding meaningful
patterns of knowledge in Social Web data to fulfill information needs or pro-
vide the “knowledge to act” Due to the characteristics of Social Web data,
it is a non-trivial challenge to conduct data analytics to fulfill those specific
information needs.

Among the numerous Web applications that can provide information rel-
evant for a specific information need, the most commonly used service is
the Web search engine, as represented by Google [24]. With the exponen-
tial growth of contents on the Web [75], such systems make use of infor-
mation retrieval techniques to facilitate information discovery processes on
the Web with simple keyword queries. Building such systems involves mul-
tiple phases, including crawling [31, B8], indexing [165], searching [131], etc.,
and prompts researchers to make the information finding more efficient and

3https:/ /blog.twitter.com /2013 /new-tweets- per-second-record-and-how, accessed July
30th, 2014

*https://investor.twitterinc.com/releasedetail.cfm?ReleaseID=843245, accessed July
30th, 2014

Shttps://blog.twitter.com/2014/the-roar-of-the-crowd-for-the-worldcupfinal, accessed
July 30th, 2014
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effective with diverse research efforts, such as evaluating the importance of
documents [[124], personalization [79], diversification [135], or adapting to hu-
man browsing preferences [56]. Given the substantial amount of information
generated on Social Web applications, the new challenges, which are intro-
duced by the incapability of existing solutions for adapting to user-generated
contents [174], lead to an urgent need for investigating the techniques in
effectively retrieving user-generated contents.

Besides the tools for satisfying general information demands, e.g. a search
engine, applications for specific domains can also benefit from Social Web
data analytics to provide relevant information to the concerned parties. For
example, marketing researchers consider the Social Web as a new commu-
nication channel between businesses and consumers [105], which allows for
exploiting the conversations to timely harness the responses from consumers
and apply countermeasures [179]. In addition to business cases, systems have
been developed for public interests such as monitoring disease [143, 147], dis-
seminating early warning of natural disasters [133], or post-analyzing the
multimedia contents during mass events [125]. Building such kinds of sys-
tems not only shows the social value of these short messages but also poses
scientific and engineering challenges to the researchers.

1.2 Objectives

In this thesis we investigate how to build a system to make the construc-
tion of Social Web data analytics simpler and how to utilize the analytical
results can be utilized to fulfill manifold information needs. Based on re-
viewing the existing use cases of Social Web data analytics, we introduce
a systematic platform solution, which includes both general purpose tools
and domain-specific use cases. Twitter, as one of the most influential Social
Web applications, has been selected as the main target of study in this thesis
because of its pervasiveness throughout the world.

In the context of information retrieval on Twitter, we conduct analytics
on microblog search from three different aspects, including relevance, redun-
dancy, and diversity, with the aim of applying the results in a microblog
search engine to improve the effectiveness of results. These objectives cannot
be achieved by directly applying the existing methods for the Web due to the
characteristics of short messages and search behavior on Twitter. Inspired
by the task of real-time search on Twitter, we first propose a framework to
combine various features as evidence to predict whether a tweet is relevant
to a given query (relevance). Then we investigate duplicate content in mi-
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croblog search results and propose different strategies to detect it. Next, we
explore the various aspects conveyed by Twitter messages on a certain topic
to gain a deep understanding of diversity in microblog posts, which not only
means novelty — avoiding redundancy — but also the ability to resolve under-
specified information needs. Finally, we put these results into practice and
build a search engine for Twitter streams, to show not only the effectiveness
of our analytical results but also the applicability of our platform solution.

Having defined and implemented our platform, we focus on the domain
of crisis management and present a system (built on top of our platform)
that supports stakeholders from public sectors and the general public during
emergency or sensitive circumstances. The systems allows interested users
to from an opinion about the important occurrences during an event, e.g. a
festival or public holiday, a thunderstorm, a large fire, by filtering, enriching,
and analyzing Twitter streams. Here, Twitter users act as so-called social
sensors [133], providing a near real-time coverage of an event. Aggregating
the individual users’ tweets in a meaningful way can provide actionable in-
sights for interested parties such as the police, the city council, the regional
government, etc.

In summary, this thesis makes the following research contributions.

e Social Web Data Analytical Platform. We introduce the Twitter
Analytical Platform (TAP) for conducting Twitter data analytics based
on a survey of existing typical user cases. The platform provides a set of
analysis tools that can be used to construct analytical workflows with a
domain-specific language. Based on this platform, we build Twinder, a
prototype search engine for Twitter streams, which serves as the target
to which our analytical results for microblogging-based search can be
applied.

« Relevance Estimation for Microblog Search. We propose a frame-
work to expand the microblogging-based search queries with external
knowledge. Then we combine it into another framework for extracting
the features which are potentially predicative for estimating the rele-
vance of a microblog post to a given topic. Finally, this enables us
to analyze their importance and evaluate their impact on the retrieval
effectiveness.

e Near-Duplicate Detection for Microblog Search. Based on the
analysis of duplicate content in microblog search results, we set up
a framework for extracting the syntactical elements, semantics, and
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contextual characteristics and evaluate their effects on both detecting
duplicates and determining the severity of the duplication.

e Diversity Analytics of Microblog Search Results. We present
a methodology for building a corpus for diversification of microblog
search and analyze the diversity characteristics in microblog search re-
sults.

e Information Exploration System for Social Web Streams. We
apply our analytical platform and utilize the provided tools to build
Twitcident, which is an information exploration system for Social Web
streams and evaluate the efficiency of information seeking with a faceted
search framework.

1.3 Research Questions

Social Web applications stimulate the prosperous development of social as-
pects in the Web 2.0 era and drive the popular participation of end-users to
generate and exchange resources on the Web. Thanks to the ease of authoring
microposts, the microblogging platforms like Twitter and Sina Weibo have
become highly influential Social Web applications. Investigations and explo-
rations based on data from these microblogging sites have become so active
that more and more value and research possibilities behind the microblog
posts have been identified. We have noticed the potential of microblogging
messages in fulfilling information needs under either a general setting or more
restrictive circumstances [26, B5]. Novel knowledge can be derived from the
large volume of microblogging posts with predictive analytics supports. Lin
et al. [[L00] detailed the efforts spent at Twitter to provide such kind of analyt-
ics. It relies on machine learning methods implemented in Pig (a higher-level
language for the Hadoop platform) [122] to achieve scalability. This research
field is naturally interdisciplinary [72] and there is an urgent need of engag-
ing researchers from various domains, especially those who do not have a
computer science background. Therefore, an easy to use, generic solution for
typical applications to the problem of Social Web data analytics is valuable
for the research community.

In the following we will make the contributions indicated in Section Ell
concrete by listing the research questions that will be answered in this thesis.

e Social Web Data Analytical Platform. With structured data
stored in relational database management systems, data analytics rely-
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ing on a series of collection, extraction, and analysis technologies have
been considered as a data-centric approach to provide business intelli-
gence [34, B5, 1168, 178]. The Social Web promotes content generation
by end-users and thus brings new possibilities for conducting analyt-
ics for a wider range of application scenarios, including social-political
patterns [97], discussions about celebrities, professional activities [95],
and other activities in daily life. However, the characteristics of Social
Web contents lead to the need for new analysis tools and orchestra-
tion frameworks. Therefore, we provide our solution to this problem
by answering the following research questions.

— What are the characteristics of Social Web data, which make an-
alytics a non-trivial challenge?

— What are the common core procedures across Social Web data
analytics?

— How can we accommodate essential procedures for Social Web
data analytics in a scalable platform?

— How can we efficiently build workflows for Social Web data ana-
lytics?

In Chapter E, the solutions to these questions are presented by a sys-
tematic solution to Twitter data analytics that allows for reusing a set
of common analysis tools by programming in a domain specific lan-
guage. Furthermore, we will show the efficiency of this solution by
building a prototype search engine for Twitter streams, which can be
enhanced by the analytical results from Chapters B-p.

Relevance Estimation for Microblog Search. Taking information
retrieval on Twitter as the main context of research for providing rel-
evant information, the most fundamental problem is to estimate the
relevance of the tweets to the given topic. The classical approach is to
apply mature information retrieval methodologies, e.g. relevance-based
language modelling [77, 92], to retrieve a list of documents. In our
solution, we take this method as part of the evidences available for rel-
evance estimation and take advantage of the knowledge and predicative
factors from various sources.

— How can we enrich search queries on Twitter with background
knowledge in order to better understand the meaning behind them?

— Which micropost features allow us to best predict a micropost’s
relevance to a query?
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— How can we put our analytical findings into our prototype Twinder
so that the overall retrieval effectiveness of the system improves?

In Chapter E we will answer these questions and propose a query ex-
pansion framework and a framework that combines various features,
including results derived from query expansion, to predict the rele-
vance of tweets to the given queries. With a publicly available corpus,
we present our analytical results to evaluate the importance of these
features. Moreover, we will describe how we applied these results into
Twinder, which is a search engine for Twitter streams proposed in this
thesis, to improve the retrieval effectiveness.

e Near-Duplicate Detection for Microblog Search. According to
previous quantitative investigations of the Twittersphere [91], 85% of
the tweets are related to news. Trending topics are being discussed
by Twitter users and it is reasonable to assume that there is consider-
able duplicate contents even when excluding retweets. The duplicate
messages will decrease the novelty of search results and degrade the
efficiency of seeking relevant information [1§].

— How much duplicate content exists in typical microblog search
results?

— How can we automatically detect the duplicate content along with
the duplication level?

— How does removing or aggregating duplicate contents affect the
quality of the search results with respect to diversity?

These questions will be answered in Chapter H by presenting a study of
duplicate contents in Twitter search results and by proposing a near-
duplicate detection framework for Twitter of which the effectiveness
will be evaluated with a representative corpus.

« Diversity Analytics of Microblog Search Results. Decreasing re-
dundancy in the search results makes space for more novel search results
but does not necessarily mean diversity in a more general sense [40]. As
of yet, there does not exist a microblog corpus for conducting research
on search result diversification.

— How can we build a microblog corpus for search result diversifica-
tion?

— How suitable is the corpus that we created for research on search
result diversification?
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— To what extent can we achieve diversity by applying the developed
de-duplication strategies?

Chapter B provides answers to these questions and presents our efforts
in building a microblog corpus for search result diversification. We then
conduct comprehensive analyses to gain an understanding of diversity
in microblog messages that are relevant to general topics.

¢ Information Exploration System for Social Web Streams. Dur-
ing crisis situations such as large fires, storms or other types of in-
cidents, people nowadays report and discuss their observations, ex-
periences and opinions in their Social Web streams. Recent studies
show that data from the Social Web and particularly Twitter helps
to detect incidents and topics [111, 133, [180] or to conduct analyt-
ics afterwards the information streams that people generated about a
topic [60, 93, 130]. Automatically filtering relevant information about
a real-world incident from Social Web streams and making the infor-
mation accessible and findable in the given context of the incident are
non-trivial scientific challenges. However, the engineering and evalu-
ation of a system tackling these two problems has not been answered
sufficiently by the literature yet.

— How can we build an information exploration system with the
Twitter Analytical Platform?

— How well do the proposed strategies for information exploration
perform in fulfilling the information needs?

The answers to these questions will be given in Chapter B where we
construct_a system, relying on the analytical platform introduced in
Chapter E, for fulfilling the information needs from users during inci-
dents and evaluate its performance in seeking relevant information.

1.4 Thesis Outline and Origin of Chapters

This thesis consists of seven chapters. After introducing the motivation of
this thesis, the main contributions are presented in Chapters —E. For each of
these chapters, we first describe the main research challenge and the corre-
sponding research questions, continue with a dedicated background section,
and summarize the main findings and contributions. The work in these chap-
ters is based on multiple publications at workshops and conferences.
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e Chapter E is based on the paper published at the 2014 IEEE Interna-
tional Conference on Big Data (IEEE BigData 2014) [162].

e Chapter E starts with work presented in a notebook paper published at
the 20th Text REtrieval Conference (TREC 2011) [156] and continues
with the work presented in the Epaper published at the 2nd workshop

(MSM 2012) [158], where it won the
hypiosd award for best ’innovation-related paper’. The extended version
of this work has been published at the 12th International Conference

on Web Engineering (ICWE 2012) [157].

on Making Sense of Microposts

e Chapter @ is based on the paper published at the 22nd International
World Wide Web Conference (WWW 2013) [159]. In addition, the work
on this topic was in its then current stage presented at the PROMISE
Winter School in 2013 as a poster, based on which a paper has been
invited to be published in a tutorial book [160].

e Chapter E contains findings that have been published at the 9th Asia
Information Retrieval Societies Conference (AIRS 2013) [161]].

e Chapter E includes the works that have been published as a demo
paper at the 21st International World Wide Web Conference (WWW
2012) [6] and a full research paper at the 23rd ACM Conference on
Hypertext and Social Media (HT 2012) [5].

Finally, Chapter H concludes this thesis by summarizing the main findings
and contributions made in this thesis and answering the research questions
raised in Section @ Furthermore, we provide an outlook of interesting
research directions opened up by the work that has been done in this thesis.

Sco-located with the 21st International World Wide Web Conference (WWW 2012)
"http://www.hypios.com
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Chapter 2

Twitter Analytical Platform

In this chapter, we first conduct a survey of Social Web data analytics through
typical use cases and abstract the common procedures into the Social Web
data analytics pipeline. While the conceptual pipeline requires multiple func-
tions, infrastructures, and the corresponding orchestration logic, we take
Twitter data as the analysis target and propose a platform in which the
specific workflows can be programmed in a domain specific language and
thus executed. Finally, we present the agile implementation of a prototype
search engine for Twitter streams with a small effort of coding. This pro-
totype will be improved with additional analytical components that will be
discussed in the following chapters. The contributions of this chapter have
been published as [162].

2.1 Introduction

With the development of Web 2.0 technologies, Social Web applications, such
as Twitterd, have been attracting millions of users and media entities to share
personal activities and publicize messages [91]. Given the immense amount
of messages published on the Social Web every day, its popularity makes it an
attractive source for conducting large-scale data analytics. Taking Twitter as
the example, in the era of “Big Data” with emphasis on the 5 V’s (Volume,
Velocity, Variety, Value, and Veracity), the characteristics of Volume and
Velocity in Twitter data analytics are represented by the hundreds of millions
of messages posted every day and the TPS (Tweets per second) record broken

Thttp:/ /twitter.com/, accessed July 30th, 2014
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as important events are talked up with microblog pOStSE. The Variety comes
both from combining the textual messages (limited to 140 characters) with
the metadata and the need of integrating external knowledge (e.g. knowledge
bases). The final two 2 V’s, Value and Veracity, cannot be naturally obtained
from Twitter data - human insights and ideas drive those two dimensions.
Thus, deriving valuable and high-quality insights from Twitter data become
non-trivial challenges.

In this chapter, we take Twitter as the analysis target mainly because of
its openness. For the same reason, it has attracted numerous researchers to
conduct analytics on various scenarios, ranging from sport events [128, 149]
and natural disasters [175] to political elections [97, 115] and users’ cultural
characteristics [62]. Previous works [157-159] in the context of information
retrieval for Twitter data focused on fulfilling the general information need
of users with a list of ranked search results, enhanced by analytical results,
including frameworks for relevance estimation and duplicate detection. Be-
sides scientific contributions, applications have also been developed based
on analytical results obtained from Twitter data. For instance, Sakaki et
al. [133] have established an early warning system for earthquakes in Japan;
later a similar system was also established in the United States Geological
Survey [b1]. Gao et al. [61] proposed a Twitter-based user modelling frame-
work, which developers can leverage to build their personalized applications.
Abel et al. [] introduced a framework of adaptive faceted search, which lever-
ages the semantics for efficient information exploration in tweets. In order
to provide a systematic solution to content analysis tasks, IBM created the
framework UIMA [66], which later became an Apache project, to analyze
unstructured information with the aim of providing relevant knowledge to
end users. However, there is to our knowledge not yet a dedicated solution
for Twitter (or more generally microblog-based) data analytics that (i) al-
lows for efficient customization of the tasks, (ii) with an extensible set of
functionality, (iii) which can be employed both for research and application
development purposes.

In this chapter, we tackle this challenge by answering the following re-
search questions:

e What are the characteristics of Social Web data, which make analytics
a non-trivial challenge?

e What are the common core procedures across Social Web data analyt-

Zhttps://blog.twitter.com/2013 /new-tweets-per-second-record-and-how, accessed July
30th, 2014
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ics?

e« How can we accommodate essential procedures for Social Web data
analytics in a scalable platform?

e How can we efficiently build workflows for Social Web data analytics?

2.2 Background: Social Web Data Analytics

Nowadays, the data being generated on Social Web applications including
Twitter, Facebook, Flickr etc., is of massive volume. The popularity of these
services makes it possible to turn users into “Social Sensors” [[133] for conduct-
ing analytics in different application scenarios, including commercial mar-
keting, recommendation systems [B, 61], political elections [121], and, public
infrastructures [5, 152]. However, one has to understand the characteristics
of Social Web data before such kind of analytics can be implemented. The
objective of Social Web Data Analytics is to provide users with “knowledge
to act”, in order to help them to make correct decisions. In this section,
we will present a number of Social Web data characteristics, that make data
analytics challenging.

As the content on the Web is created in a collaborative manner, a large
number of applications and Social Web portals allow users to produce, con-
sume and edit content as well as to vote and comment on other users’ content.
Thus, Social Web documents (of any type, e.g. image, video, audio, microblog
message, blog post) are “rich” resources, with user-generated meta-data and
signals allowing us to perform complex analytics.

Size and Ownership. Social Web portals have been growing quickly and
often are continuing to grow; they may be generating hundreds of millions of
items per day. For example as of August 2013, on an average day, 500 million
tweets are being posted on Twitter, 1.6 million public photos are uploaded
to Flickr and 500 terabytes of data are ingested into the Facebook database.

Not only size and growth make data collection difficult, the fact that most
Social Web portals allow users and developers only very limited access to the
data adds another dimension to the problem.

Unstructured Format. Before knowledge can be extracted from Social
Web data, a lot of effort has to be expended on the refinement and transfor-
mation of the data [[127]. This is not a simple process as multiple software
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tools may be involved in the analytics pipeline. Previous studies [B, 4, 1, 57|
have shown that more insights can be obtained by enriching the Social Web
content.

Data Noise. The simplicity of authoring and the fact that large financial
incentives exist for adversaries (to produce spam) lead to a substantial frac-
tion of Social Web content to be of low quality. Given the collected data,
one of the key challenges is to filter out the noise. Filtering can be based on
simple manually defined rules, or rather complex NLP-based techniques.

2.3 Social Web Data Analytics Pipeline

Having analyzed the characteristics of Social Web Data, we now propose a
Social Web Data Analytics pipeline in four steps: the analytics tasks follow
a process of (i) collecting data, (ii) filtering the data, (iii) enriching the data
with knowledge from other sources, and (iv) mining the refined data.

In order to orchestrate these different steps, they need to be connected
in a pipeline. Additionally, the data needs to be translated into one generic
data model. After the application of the analytics pipeline, the results can
then be exploited to support secondary applications, such as interpreting the
data through visualizations [[128] or providing public sectors with real-time
information during emergency situations [5]. Moreover, by integrating dif-
ferent components into our analytics pipeline, we can connect them together
to make the analytical tasks more complex and more powerful.

To provide the reader with a better intuition of the proposed steps and
their integration, we now discuss the major pipeline components in the con-
text of three Twitter-based use cases:

e User Profiling. Previous works showed the feasibility to leverage
Social Web activities for user modelling and personalization [61]. User
profiles can be build from a user’s semantically enriched tweets [4].
These user profiles in turn can then be employed for applications such
as news recommendation [3].

e Crisis Management. During emergency circumstances, the informa-
tion from Social Web streams have been shown to be good resources for
interested parties (e.g. the police, the council, even news media) [91].
For example, the Social Web, Twitter in particular, broke the news
when a US Airways plane ditched in the Hudson river on January 15th,
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2009. It would be helpful for the concerning parties to collect these rele-
vant information based on what the more comprehensive decision could
be made.

e Brand-building. Major corporations have realized the importance
of brand-building on Social Web applications. Apart from proactively
engaging with customers through multiple channels, it is necessary to
monitor public sentiment towards their products or services and to react
accordingly [146].

Therefore, it would be useful if one can quickly build an application for
monitoring Social Web data streams and automatically categorize the
information into different priority levels so that Public Relation efforts
can be spend in a optimal way.

In the rest of this section, we will describe how these three cases fit into
our Social Web Data Analytics pipeline.

2.3.1 Data Collection

Let us now discuss data collection issues within the context of the three
introduced use cases.

User Profiling

When new users begin to use applications supported by the User Profiling
module, their historical activities should be acquired from Twitter to build a
model that is as accurate and complete as possible. As users keep using the
application, we also need to monitor their latest activities as interests may
vary over time [2].

Crisis Management

During emergency circumstances or cases where such possibilities may be
expected, the basic information about an incident can be provided by either
an emergency broadcasting system, e.g. P2000 in the Netherlands, or the
predefined targets that we are concerned about. This may include several
relevant keywords, the incident type, and possibly a geo-location. There are
two ways to collect tweets that are potentially relevant to an incident:
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e We can monitor the keywords that describe the incident and its type
and the physical area around the incident (identified through geo-
coordinates).

o With full access to historical data, we can build an index of Twitter
messages’ content; the potentially relevant tweets can be acquired by
issuing a query against the index.

Having acquired the original tweets that may be relevant to the inci-
dent, we can further analyze their likelihood of relevance and assign them to
different facets or categories.

Brand-Building

To monitor the tweets discussing a certain produce or service, we can use
its name as a keyword or simply follow the account of the brand (including
replies & direct tweets to this account). However, the tweets acquired may
be much more than what want for brand-building purposes. Here the next
phase of the pipeline becomes important: data filtering.

2.3.2 Filtering Social Web Data

The filtering of messages is an important component in a number of analytical
tasks:

User Profiling

During the interest-based profiling of a user, we usually track the user by her
ID via the Twitter Streaming API (see Section ) This process however
will not only provide us with her posting activities but will also include those
messages that mention her. Here, filtering is simple: we retain all messages
that are authored by the given user and remove the remainder from the
stream.

Crisis Management

A huge volume of messages can be received from Social Web streams during
an incident and they can describe multiple aspects of an incident. We can
imagine that during incidents which receive a lot of attention some tweets
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may be retweeted frequently. However, from the informativeness point of
view, these retweets add little value for handling the incident. Therefore, we
can filter them out.

Brand-Building

Many companies assign cool names to their produces or services, but fre-
quently they may be easily confused with other entities of the same name.
For example, Microsoft may want to monitor users’ opinions about their Win-
dows products after a new version release. However, “Windows” can refer
to the operating systems distributed by Microsoft or a range of other con-
cepts. By keyword matching, we collect all tweets mentioning “Windows”
independent of the underlying semantics. To tackle this problem, we can
use semantics extraction tools (see Section ) to identify the concepts in
tweets. Then we can rely on our filtering component to only retain the tweets
that discuss the target concept.

2.3.3 Enriching Social Web Data

As Social Web data is often unstructured and noisy (see Section @), we re-
quire approaches that enrich the data with further evidences (semantics). We
can use existing techniques, including natural language processing, knowledge
bases, Semantic Web resources etc., to extract valuable meta-data automat-
ically. However, the specific method depends on the type and the charac-
teristics of the data. In some cases, the results need a further normalization
step before they can be used for analytics (in particular numerical data with
units attached often requires normalization).

Unstructured textual raw data is difficult to exploit for analytics in case
of Twitter, due to the severe length restrictions and the informal nature
of most messages. With semantics identification tools, we can make better
use of textual data by linking the concepts to a structured knowledge base.
Aggregation tools can add summary results for complex data, especially from
lists.

We now discuss the enrichment process with our three use cases in mind:
User Profiling

Given the Twitter messages’ content posted by some user, we can extract
named entities and topics to better understand the semantics of her Twit-
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ter activities. For this purpose, we utilize Named Entity Recognition (NER)
tools such as OpenCalaisH, which have been shown to work well for microblog
messages [177]. This leads to semantically enriched documents whose iden-
tified semantic concepts form the basis for the user profile.

Crisis Management

In response to a crisis, Social Web users may talk about different aspects
such as the reasons, locations, damages, casualties, etc. The identified con-
cepts can be used to organize information facets and allow relevant parties
to quickly zoom into the aspect that is most pertinent to them.

Brand-Building

Customers may talk about their experiences of not only using products, but
also about purchasing, delivery and after-sale services. In large companies
these different types of messages should be categorized according to the mes-
sage type, the country of origin, the type of user, etc. Enriching tweets with
semantics and identifying the related concepts in contents and metadata may
help in this procedure. Moreover, brands may want to prioritize the messages
to first review and respond to messages with a negative sentiment.

2.3.4 Mining Social Web Data

The core challenge of Social Web Data Analytics is to extract “knowledge
to act”. Data mining techniques are primarily designed to handle large-scale
data, extract actionable knowledge, and gain insightful results. Therefore, we
consider “Mining Social Web Data” as the last phase of Social Web Data An-
alytics. The data collection, filtering, as well as enrichment can be considered
as the preparation for the eventual mining process.

User Profiling

User profiles can be derived without a specific application in mind [61]. How-
ever, they are most useful in practice, when employed for a specific task, such
as advertisement targeting. In this example, the user profile is used as in-
put to a classification model which determines whether or not to show a
particular ad to the user.

3http://www.opencalais.com, accessed July 30th, 2014
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Crisis Management

The Social Web contents discussing an incident may provide information on
different aspects. One can either manually define rules for categorization, or
use classification algorithms to achieve the same. The latter is the only feasi-
ble approach for large-scale data sources, as manual rules can never capture
all particularities of unstructured documents.

Brand-Building

The complaints from a user may have effects on a product’s or service’s
reputation, depending on her influence on followers and the attractiveness
of her messages. Therefore, it would be effective if the complaints can be
categorized (classified) with respect to their priorities.

Having introduced the three use cases and analyzed the detailed require-
ments in each of the four steps in the proposed Social Web Data Analytics
pipeline, we are going to provide a more concrete and complete solution in
the rest of this chapter. We implement the 4-step pipeline model in the form
of workflows that can be customized with a domain specific language and
enabled by a set of tools.

2.4 Twitter Analytical Platform

Having analyzed the characteristics and key enabling technologies, we will
now provide our systematic solution for conducting data analytics of Twitter
data. Towards this end, we have designed TAP (the Twitter Analytical
Platform), which allows us to develop customized analytical workflows with
Twitter data. Our platform is open-sourcef and can be easily extended.

2.4.1 Architecture

The architecture of TAP is summarized in Figure El! The analytical tasks
are implemented as workflows that can be executed on the platform. The
workflows rely on the tools provided in the TAP Functionality Stack, which
features data collection, filtering, enrichment, and mining capabilities. The
workflows can be programmed in the domain-specific language TAL (Twitter

4https://github.com/ktao/tap/wiki
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Figure 2.1: Architecture of Twitter Analytical Platform

Analysis Language), whose data model and syntax will be described in Sec-
tion R.5. With this language, one can select a set of analysis tools in the TAP
functionality stack as we will discuss in Section R.§. The currently supported
analysis tools in the TAP functionality stack are listed in the blue block in
Figure @ We have designed a unified interface for these tools.

The intermediate results and historical data can be indexed and stored in
an internal facility, which is depicted by the grey component in Figure @
Currently, TAP relies on typical tools indexing and schema-free databases,
which achieve good scalability, so that the Twitter data of large Volume and
high Velocity can be handled — it provides the solution to the Size problem
that we identified in Section P.2.

2.4.2 Workflow Design

Our platform provides users with the freedom to create and customize their
own analytical workflows. The workflows can be categorized into two types:
(i) streaming workflows, and, (ii) query workflows. The categorization de-
pends on the length of the acquired Twitter data (infinite or finite). Typical
applications are supported by TAP in a hybrid mode, i.e. they rely on both
types of workflows with various purposes. However, one can, of course, solely
use one of them according to the requirements of the envisioned analytical
task.
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Streaming Workflow

The streaming workflows start with obtaining a Twitter data source from
which Twitter messages arrive continuously. The workflows of this type are
typically used for pre-processing the data collected from Twitter.

Here, some of the analysis tools can already be applied to the tweets before
a specific information need is specified. These pre-computed intermediate
results are stored in (and later served from) the internal storage.

For instance, in the use case of user profiling, one can implement a user
modelling service with TAP by following the methodologies from our previous
works [155]. The semantic enrichment of users’ Twitter activities [4] can be
implemented with a streaming workflow in TAP and the enriched Twitter
messages will be indexed and stored for later user profiling, which can be
implemented as a query workflow.

Query Workflow

The query workflows serve the information needs specified by users, e.g. a
keyword search query, the sentiment over a brand or a new product to be
monitored. The preprocessed (i.e. filtered and semantically enriched) Twitter
messages can be fetched from the internal index & storage facility for data
mining purposes. The necessary features are either fetched (if pre-computed)
or generated on the fly and served to the selected learnt machine learning
algorithms.

Following our user profiling example, a query workflow can be designed
to compute her user profile. We collect her streamed activities and build
the user profile with the user modelling strategy proposed in [61]. However,
even if we have not been monitoring the user, we can still collect the user
activities from external services and apply the same pre-processing tools in
the streaming workflow. It should be noted that there is no restriction on
the functionality depending on the workflow type. However, in this case, the
efficiency of the user profiling service may be lower as the high-quality user
profiles rely on the results from a chain of analysis tools.

2.5 Twitter Analysis Language

Having introduced the architecture and the workflow design, we now present
TAL (Twitter Analysis Language), our domain specific language, with which
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we can program the TAL scripts for customizing the various analytical work-
flows. The language will provide an interface for building the analytics work-
flows efficiently. In this section, we introduce the essentials of this language,
including the data model and the syntax.

Note, that latest specification and example usages can be found at the
development page of our Twitter Analytical Platform®.

2.5.1 Data Model

TAP provides a unified data model to accommodate the source data, the
intermediate results, and the output. Therefore it tackles the problem of
Unstructured Format identified in Section @ Given the fact that TAL is
focused on data analytics with tweets, the core element in the data model
is a single Twitter message. Thus, if we denote a single tweet as ¢ with a
subscript, the data model can be represented as follows.

t1,ta,t3,. .., ln, ... (2.1)

as stream or
t1,t2,t3,...,1n (2.2)

as finite list.

The tweets arrive in the order indicated by the subscript. For both work-
flow types, one can utilize the available tools discussed in the TAP Function-
ality Stack to conduct data analytics.

The core element of the data model in TAL is the representation of a
tweet. It has numerous attributes which can either be directly received from
Twitter or derived from existing attributes through external services. The
attributes can be either a value, a nested value, or a list of values. For
example, a tweet that is received from the Twitter Streaming APIT looks as
follows:

{lltlll: {
"text":"Pageview logs of Wikipedia are publicly
available at http://t.co/WD9hNUmL5z , must be
useful for some analysis. #RAMSS2013 #WWW2013",

"source": "web",
"author": {
"username": "taubau",

"id": 17730501,
"created_at":"Sat Nov 29 07:47:38 +0000 2008",

Shttps://github.com/ktao/tap
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"statuses_count":797,
"friends_count":369,
"followers_count":160 },
"created_at": "Tue May 14 19:16:20 +0000 2013",
"id": "334386718419587100" }
"hashtags": ["RAMSS2013","WWW2013"],
"language":"en",
"urls":{ "http://t.co/WDOhNUmL5z":s
"http://dumps.wikimedia.org/other/pagecounts-raw/"},
. (more attributes)},
. (more tweets),
"meta": {
"started_at": "Tue May 1 00:00:00 +0000 2013",
. (more meta information)}

Every single tweet in either the stream or the list is supposed to be a tweet
element, as shown in the above data model. Besides the tweet elements, there
is also the meta element, which contains a summary or global information
about the whole data stream or list. This data model can accommodate
various operations on the data acquired from supported sources, including
filtering, enriching, and mining tools provided by the TAP functionality stack.

In TAL, each attribute has a data type, which can be one of the three
supported types: (i) numeric, (ii) boolean, and (iii) string values. The nu-
meric value can be integer or double values. Furthermore, the calculation
can be performed between attributes or with immediate values of these three
types. The supported operators are described next.

2.5.2 Syntax

The TAL scripts contain a series of statements. Each of them can specify
an operation, such as collecting data from sources, making changes to the
attributes of tweet elements or the meta element. There are two categories
of statements in TAL:

General Operation The statement of General Operation type is for the
overall operations to the target of analytics, including data collection, index-
ing, and storage.

Assignment The Assignment statements can create or modify the attributes

of elements, including both tweet elements and the meta element.

When writing scripts in TAL, the keyword this always refers to the data
that is currently being processed. The General Operation statements can
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define the data source or invoke the indexing as well as the storing procedure
as follows:

[General Operation] (parameters)

Depending on the General Operation chosen, certain parameters can be
passed. For instance, one can specify the data source to be analyzed as track-
ing the keyword “twitter” via the Twitter Streaming API with the following
statement (see detailed usage in Section )

source.twitter.filter("twitter", null, null)

One can use the keyword this with a dot operator (.) to specify the at-
tribute of all the tweet elements, or with an arrow operator (—) to cite a
particular element, especially the meta element. Given the method of speci-
fying an attribute in an element, the general syntax of assignment operations
is:

this. [attribute] := [method] (parameters)
this->meta. [meta attribute] := "example"

The statements above describe two assignment operations: (i) to assign
the specified attribute with the value derived by the method with required
parameters (if applicable) and (ii) to set the value of a meta attribute to the
string value “example”.

Operators

TAL provides support of expressions with a set of operators. Depending on
the data types or purposes, different sets of operators can be used.

Boolean Values The logical operators supported by TAL are ! (NOT),
AND, as well as OR. The logical expressions can be connected to become a
complex logical expression.

Numeric Values Besides the arithmetic operators, i.e. +, —, *, /, we can
use relational operators, including ==, ! =, >, <, >=, and <=, to determine
a boolean value.

String Values TAL provides the following operators for the data type of
String to formulate logical expressions: == (equal), | = (not equal), contains,
startsWith, endsWith. The length of a string value can be calculated by
using the operator len.
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Aggregation A number of aggregation operators are currently being sup-
ported by TAL, including minimum, mazximum, median, average, sum,
count and cardinality. The first five operators can only be used on numeric
attributes, while the operators count and cardinality are used for counting
the elements in a certain attribute or the distinct values for the attribute.
Moreover, the aggregation operator can also be combined with a condition
so that we can derive statistics of a subset of elements without removal of
data.

Miscellaneous TAL provides built-in support for many operators that can
be used in expressions, including (i) overlap for determining the overlap
between two lists with given identifiers and (ii) exists for checking whether
the given attribute exists for this tweet.

Delete One can remove the intermediate results or unnecessary content from
the data with the delete operator, especially before moving the results in
streaming workflows into the internal index and storage. This in turn reduces
the spatial costs.

Analysis Functions

TAL relies on the analysis tools in the TAP Functionality Stack to construct
or derive evidences for conducting analytics. These tools can be invoked from
within TAL; detailed information on currently supported analysis tools can
be found in Section @

Example

To provide the reader with a better intuition, we present a number of brief
examples showcasing the usage of operators in TAL.

this.lang := langid(this.text)

this.nURLs := count(this.urls, this.lang=="en")
this.hasURL := this.nURLs > 0
delete(this.nURLs)

The statements above specify the construction of a new boolean attribute
hasURL. The value of this attribute depends on the evaluation result of the
logical expression on the right side of the assignment statement. The logical
expression means whether, for English tweets, the attribute nURLs as the
result of the aggregation operator count is higher than zero. The English
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tweets are marked with string “en” in the attribute of lang as given by the
language identification tool referenced by langid in the statement. The result,
as assigned to the attribute hasURL, is conserved for further analysis, while
the other attribute nURLs as the intermediate result is then deleted. One
would need to repeat this process for multiple times to formulate a list of
attributes as evidences for her analytical tasks. Taking the attribute hasURL
as example, we could make a hypothesis that this feature is quite influential
in predicting whether a tweet is relevant to a given topic. We will present
our analytics results on this in Chapter B.

2.5.3 Implementation

To implement the Twitter Analysis Language, we employ the Spoofax Lan-
guage Workbench [83], a platform for the development of textual domain-
specific languages with state-of-the-art IDE support. Spoofax provides highly
declarative meta-languages, which abstract over the implementation of lan-
guage processors. This allows us to focus solely on the design of TAL. In
particular, we provide a modular syntax definition of TAL in SDF3, name
binding and typing rules in NaBL and TS [88], and a mapping to Java code
in Stratego [23]. Given these declarative specifications, Spoofax derives an
Eclipse editor plugin [176] for designing workflows in TAL and generating
Java code from them. Figure shows an example of transforming TAL
script named “example.tal” in the upper editor into the resulting Java code
“example.java” in the below editor. The generated Java code can be executed
in TAP. We make the latest progress on the implementation of TAL publicly
availablea.

2.6 TAP Functionality Stack

As mentioned in previous sections, the analytics workflows depend heavily
on the analysis tools supported by TAP. In this section, we are going to
introduce each of them with example usage in TAL.

2.6.1 Data Collection

The first step of creating a workflow is to acquire the data to be analyzed. As
mentioned in Section , TAL supports processing both data streams and

Shttps://github.com/guwac/metaborg-tal
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TwitterStreamSource tss = new TwitterStreamSource();
tss.connect();

// Do whatever needs to be done with messages
while (!tss.isDone()) {
String msg = tss.take();
@ TALpp try {
8 TaLadt Tweet t = new Tweet(TwitterObjectFactory.createStatus(msg));

® Common.sdf3
® TAL generated.pp

if (!t.language.equals("en")) {
continue;

¥
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-

catch (TwitterException e) {
e.printStackTraceQ);

catch (Exception e) {
logger.error("Interrupted.");
.printStackTraceQ);

-

o

tss.stopQ);

Writable Smartinsert | 2:1

Figure 2.2: Eclipse editor plugin for TAL derived by Spoofax, transforming TAL
script “example.tal” into Java code “example.java”

a tweet list of finite lengths. TAP provides access to the Twitter streaming
APIY, the retrieval interface of an internal index and storage infrastructure,
and is able to obtain previous tweets from the Twitter REST APIE.

Streaming Data

TAL supports acquiring real-time data from a public stream endpoint of
the Twitter Streaming API. Specifically, users can use either a filter end-
point with parameters or a sample endpoint. Depending on the endpoint
selected, the streaming data can be acquired with the general statement
“twitter.[endpoint]”. For instance, the following example specifies that we
need to monitor the tweets either mentioning a keyword twitter or tagged
with a geo-location within New York City.

twitter.filter ("track=twitter&locations=-74,40,-73,41")

"https://dev.twitter.com/docs/api/streaming, accessed July 30th, 2014
8https://dev.twitter.com/docs/api/1.1, accessed July 30th, 2014
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Search Result

Besides streaming data, a tweet list of finite length is often used as source
to fulfill a specific information need. The most common practice is to take
advantage of information retrieval tools to generate a ranked list of search
results. As mentioned in Section , TAL maintains an internal index so
that one can search with keyword queries. In order to obtain the search result
list, one can fill the query as a parameter in the statement starting with the
keyword search.

TAL can accept the search query that follows the query language speci-
fication of the preferred index. For instance, if the Indri search engine [186]
is deployed as the indexing component in TAP, one can specify the search
query with the Indri query language. Besides the original information given
by Twitter, the search result given by TAL will not only provide all the pre-
processing results in the persistent layer but also attach the query along with
the retrieval score to the tweet. Therefore, a storage facility is needed to
achieve this. One can configure the information to be stored so that it can
be retrieved along with the search result. An example usage of this function
is shown below:

search([search query])

Previous Tweets

Apart from the index, TAL maintains an internal storage for previous tweets.
In this way, it allows us to retrieve a selection of stored tweets. For example,
we can retrieve the tweets posted by a specific user, given her Twitter user
1D:

twitter.select(author.id = 17730501)

2.6.2 Filter

With acquired data of either continuously arriving streams or lists of finite
length, the effectiveness of selecting relevant information is limited by the
functionality supported by the sources therefore further refinement is still
needed for analysis in many cases. The solution to this problem is to first
acquire a superset of the information needed and filter out the extra part
afterwards. To achieve this, an essential approach is to filter on the attributes
of tweets. For example, we can remove the non-English tweets if we focus
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on analyzing English tweets as we did in some previous work [158, [159].
To achieve this in TAL, one can utilize the filter function, with a logical
expression that can be evaluated on each tweet:

filter([logical expression])

The filter method will iterate over all the tweets and evaluate the logical
expression. Only the tweets with an evaluation result of TRUFE will be re-
tained. We can leverage this function to deal with the data noise problem
that we have noticed in Section .

2.6.3 External Link Crawler

Due to the length limitation of 140 characters, tweets are too short to accom-
modate the full stories so that frequently URLs are included. TAP provides
support for the extraction of the main content in the resources referenced by
these URLs. Moreover, the URLSs in the tweets are often shortened by various
services. We implement two functions to address these issues: URL Expan-
ston and Web Content Extraction. Note that Twitter currently processes all
URLs with the t.co URL wrapper and includes the expanded URLs in the
URL entities of tweets. However, it will not expand the URLs shortened by
a third-party service.

URL Expansion

Assuming that a list of URL entities are given in the field urls in every
tweet, they can be expanded as follows:

this.urls.expandedurls := urlexpand(this.urls)

The URL expander will iterate over the URL entities in the list as specified
by the attribute urls in every tweet and attempt to follow the links until it
receives an HTTP Success response. The expanded URLs will be stored in
the new attribute named expandedurls in every element of the list urls.

Web Content Extraction

Previous studies have shown the effectiveness of exploiting the linkage for
inferring semantics from tweets [4]. The Web Content Extraction function
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allows for extracting the main content that the URLs refer to. To use this
function, we need to specify a list of URLs. As the result, a list of URL
entities, including an attribute as specified for storing the content of the
Web pages referenced by the URLs, will be returned. For example:

this.urls.content := extcrawl(this.urls)

The results will be added into the corresponding URL entities in the list
as attribute content.

2.6.4 Language Identification

Given the text in the attribute, its language can be identified and a new
attribute will be added to store the language identifier. As of March 2013,
the language identification of original Twitter messages are provided via the
streaming APIE. However, we reserve the functionality in our design since it
can be applied to other attributes as well.

For instance, the following command identifies the main language used in
the text attribute; the results are stored in the lang attribute:

this.lang := enrich.langid(this.text)

2.6.5 Semantic Enrichment

Previous work has shown that semantics are meaningful for various analytical
tasks, including understanding the user preferences [3], relevance of tweets to
given topics [157, 158], and serving the modelling interface for applications
such as recommender systems and digital tour guides [120]. TAP provides
access to services like OpenCalais= (oc), DBpedia Spotlight= (dbp), Alche-
myAPI@ (alch), Zemanta®™ (zmt) and Wikipedia Miner@

annotate the named entities mentioned in the input text. The results, in the

(wm), which can

form of a list of named entities, can be attached to the analysis object with
the given attribute name. For example,

this.semantics := semantics.dbp(this.text)

Shttps://dev.twitter.com/docs/platform-objects/tweets, accessed July 30th, 2014
Ohttp://http://www.opencalais.com /|, accessed July 30th, 2014
http://spotlight.dbpedia.org/, accessed July 30th, 2014
2http:/ /www.alchemyapi.com, accessed October 6th, 2014
Bhttp:/ /www.zemanta.com, accessed October 6th, 2014
Yhttp://wikipedia-miner.cms.waikato.ac.nz/, accessed July 30th, 2014
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The statement above calls the DBpedia Spotlight service. The outcomes
will be stored as a new attribute semantics. Moreover, semantic enrich-
ment can also be applied to the external resources. This can be realized by
specifying the attribute of the content crawled by the External Link Crawler.

2.6.6 Sentiment Analysis

TAP provides built-in support for categorizing the sentiment of Twitter mes-
sages. For example:

this.sentiment := sentiment(this.text)

The results of the sentiment analysis will be attached to the tweets as a
new field. The result value can be: positive, negative, or neutral.

2.6.7 Index & Storage

TAP provides an internal index and storage facility, which allows us to re-
trieve tweets based on keyword or more complex queries that follow the given
query language specifications. For example, the following statement asks
TAP to store the tweets and add them into index:

store()
index ()

The internal index and storage facilities are commonly used to preserve
the preprocessed information that can be used for analytics at a later usage
(again). Together with the Data Collection function (see Section ) this
setup provides a solution to the Ownership problem that we have identified
in Section R.2.

2.6.8 Machine Learning

In existing works, researchers have applied various machine learning algo-
rithms for analytical tasks. TAP relies on Weka toolkit@ to provide support
for a wide range of classification and clustering algorithms.

Bhttp://www.cs.waikato.ac.nz/ml/weka/, accessed July 30th, 2014
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Classification

Classification algorithms are supervised learning methods. Hence, we need
to specify the model derived from training data. Additionally, an attribute-
feature mapping file that describes the relationship between the attributes
in the TAP data model and the features in the learning model needs to
be provided. Simple normalization operations can also be defined in the
mapping file. Consider the following TAL example to this effect:

this.class := ml.classify(this, [MODEL], [MAPPING]}

The above statement classifies each tweet into categories according to
the trained model. Assuming that the candidate tweets are readied for the
classification, e.g. all evidences are included as attributes, one can pass the
classification model file name as well as the attribute-feature mapping file to
the function of ml.classify. The result will be assigned as the attribute class
in each tweet. Given the classification results, one can use it as output or
take is as evidence for further analyses.

Clustering

Clustering is a type of unsupervised learning method, hence a model file is
not needed. However, one needs to specify the configuration parameters de-
pending on the specific algorithm that is applied. For example, the clustering
method can be used to cluster the documents according to their themes [29].
This allows us to diversify the microblog content in terms of subtopics:

this.theme := ml.cluster(this, [CONFIG], [MAPPING]}

The clustering result for each tweet is a cluster tag, which is assigned as
an attribute. Therefore, we can diversify the content conveyed by the tweets
by avoiding tweets in the same cluster.

2.7 Twinder Prototype

In this section, we showcase our solution to the problem of building a search
engine for Twitter streams with TAP. We start with a prototype system and
demonstrate how to accommodate the the analytics results [157, 159] into
the prototype in the following chapters. The goal is to improve the quality of
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the search results. With the use case of Twinder, we show that our platform
allows us to build a search engine for Twitter streams with little effort. For
instance, the streaming and the query workflows of the prototype system can
be programmed in less than 10 lines of TAL scripts. The implementation of
Twinder presented in this chapter has been made publicly available=.

twinder
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posts
Figure 2.3: Twinder prototype architecture

We start building a search engine prototype for Twitter streams with
two workflows: one streaming and one query workflow. Based on TAP, the
architecture of Twinder is depicted in Figure R.3. The streaming workflow
obtains tweets from Twitter’s public stream and adds them to the internal
storage and index. The query workflow will be executed whenever a keyword
query arrives. As seen from Figure R.3, the prototype makes use of only a
few tools provided in the functionality stack. A list of tweets will be returned
from the internal index based on the retrieval score given by the information
retrieval approach. Finally, Twinder will render the results given by the query
workflow into a Web page of search results as shown in Figure g

Ohttps: //github.com/ktao/twinder-project
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© 06 Twinder
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Figure 2.4: Twinder prototype screenshot

2.8 Discussion

In this chapter, we have introduced the Twitter Analytical Platform,
which enables developers to conduct Twitter data analytics with various anal-
ysis tools. The specific analytical tasks can be customized by encoding them
in the domain-specific Twitter Analysis Language which is also proposed
in this chapter. We demonstrated the applicability of the TAP by building
a prototype search engine for Twitter streams and integrated recently intro-
duced techniques to improve its retrieval effectiveness. We summarize our
contributions in Table R.1|.



Research Question

Summary of Contributions

What are the characteristics of
Social Web data, which make
analytics a non-trivial challenge?

» We summarized the
characteristics of Social Web data,
which make the analytics
challenging due to the (i) immense
size and limited accessibility, (ii)
the unstructured data model, and
(iii) the noisiness.

What are the common core
procedures across Social Web data
analytics?

» Based on three use cases, we
proposed a four-step pipeline of
Social Web data analytics, which
includes (i) data collection, (ii)
filtering, (iii) enriching, and (iv)
mining Social Web

data (Section @)

How can we accommodate essential
procedures for Social Web data
analytics in a scalable platform?

» We presented TAP (Twitter
Analytical Platform), a data
analytics platform for Twitter that
features support for both streaming
and batch processing of Twitter
data with scalable

infrastructures (Section @)

How can we efficiently build
workflows for Social Web data

analytics?

» We introduced the
domain-specific language

TAL (Twitter Analysis Language),
which allows us to utilize TAP’s set
of analysis tools and in turn
enables us to create and customize
analytical workflows in a simple
manner (Section .5 and @)

» Based on TAP, we demonstrated
the ability of our solution to
perform data analytics tasks and
support applications through an
in-depth analysis of different
implemented features aimed at the
improvement of retrieval
effectiveness in adhoc search
settings (Section @)

Table 2.1: Overview on research questions investigated in Chapter E






Chapter 3

Relevance: Finding Relevant
Microposts

Based on the platform introduced in Chapter E (which provides general sup-
ports for analytical tasks exploiting Social Web data), we now present com-
mon applications that can rely on the platform’s functionality and orchestra-
tion abilities. We take search among microposts as the typical scenario and
investigate the characteristics that make them relevant to a given topic. The
contributions of this chapter have been published in [156-158].

3.1 Introduction

Microblogging sites such as Twitter or Sina Weiboﬁ] have emerged as large
information sources for exploring and discussing news-related topics [91]. For
instance, Twitter is used as a major platform for publishing and disseminat-
ing information related to various eventsH, e.g. US presidential election in
20128 and Super Bowl in 20148. Hence, searching for relevant information in
microblogging services is challenging.

Among such immense amount of information, users who search for mi-
croposts about a certain topic typically perform a keyword search, as this is
the standard way of accessing the Web today, made popular by Web search
engines such as Bing and Google. However, Teevan et al. revealed that users

 http://www.weibo.com/, accessed July 30th, 2014
2http://yearinreview.twitter.com/en/tps.html, accessed July 30th, 2014
3https://blog.twitter.com /2012 /election-night-2012, , accessed July 30th, 2014
4https://blog.twitter.com/2014/celebrating-sb48-on-twitter, accessed July 30th, 2014

37


http://www.weibo.com/
http://yearinreview.twitter.com/en/tps.html
https://blog.twitter.com/2012/election-night-2012
https://blog.twitter.com/2014/celebrating-sb48-on-twitter

38 Chapter 3. Relevance: Finding Relevant Microposts

exhibit a different search behaviour on Twitter compared to Web search [163].
For example, keyword queries on Twitter are significantly shorter than those
issued for Web search: on Twitter people typically use 1.64 words to search
while on the Web they use, on average, 3.08 words. This can be explained by
the length limitation of 140 characters per Twitter message: as long keyword
queries easily become too restrictive, people tend to use broader and fewer
keywords for searching. Such shortness also leads to the problem of lack of
semantics, so that the queries tend to be ambiguous or underspecified. Thus,
searching within massive amount of microposts for tweets that are relevant
to a given topic is a non-trivial research challenge.

To tackle this challenge, we focus on the fundamental problem of search
on Twitter, which is to estimate the relevance of microposts to a given topic.
Since 2011, the Text REtrieval Conference (TREC) has been organizing a
specific track for microblog [99, [123, 145]. The main task in this track is de-
fined as follows: given a keyword query @) and the timestamp ¢ of @, retrieve
the interesting and relevant tweets for @) that are at least as old as ¢ (to sim-
ulate Twitter’s streaming nature). Inspired by the challenge introduced in
this track, we aim at providing high-quality search results with respect to in-
formativeness and coverage from different information sources, such as news
media, experts with authority in related fields, and politicians. The corpus
used for this track in 2011, as known as Tweets20112. It contains 16 million
tweets that cover a duration of two weeks starting from January 24th, 2011.
The corpus was obtained by sampling the Twitter stream in order to create a
reusable, representative sample of the Twitter sphere [113] (see Section )
Apart from the corpus documents, TREC also provides 50 topics and their
corresponding relevance judgements for evaluation purposes. Our studies of
relevance estimation on Twitter search throughout the following subsections
is based on this corpus.

In this chapter, we first consider the language gap between the queries
and the Twitter messages as a core challenge. To overcome this problem, we
introduce approaches that expand the original queries with keywords, which
are more in line with the type of language people use on Twitter. In order to
make the query rich in semantics, our approaches make use of the background
knowledge from Linked Open Data [19] and external news articles due to
their wide coverages of different topics. Then we further investigate what
characteristics make a micropost relevant to a given query. By conducting
extensive experiments with standard corpus, we verify the effectiveness of
our methods.

Shttp://trec.nist.gov/data/tweets/, accessed July 30th, 2014
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We formulate the task of query expansion as following.

Problem 1 (Query Expansion) Given a query, the task of query expan-
ston is to better understand the semantics in the original query and enrich
it with potential knowledge from external sources so that relevant microposts
that do not contain keywords from the original query can also be discovered.

The expanded queries are the input to the retrieval system which matches
them against the content of the indexed microposts. However, the language
variation on Twitter, including the omission of vowels, the usage of abbre-
viations, and the repetition of letters [67, 172], may lead to low accuracy.
Therefore, we develop another solution framework to consider all the factors
that may influence relevance estimation.

Problem 2 (Feature-based Relevance Estimation) Given a set of can-
didate microposts that are potentially relevant to a query, the task of feature-
based relevance estimation is to determine which ones match the information
need, based on a comprehensive set of micropost characteristics.

With proper feature engineering, one can conduct various data analytical
tasks with Social Web data. For example, Leskovec et al. [94] proposed a
feature-based method to categorize the links in online social networks into
positives (indicating relations such as friendship) and negatives (indicating
relations such as opposition). Naveed et al. [119] analyzed a set of content-
based characteristics in tweets that are indicative of a tweet’s retweet like-
lihood. In this chapter, our relevance estimation framework employs a set
of features that not only include classical retrieval scores, but also syntactic
characteristics, semantics, and contextual information.

Having approached these two problems, we finally put the solutions into
practice and achieve in better effectiveness in search results comparing to
the prototype search engine for Twitter streams, Twinder as introduced in
Section a’

The research questions that we will answer in this chapter can be sum-
marized as follows.

e How can we enrich search queries on Twitter with background knowl-
edge min order to better understand the meaning behind them (see Prob-
lem [1))?

e Which micropost features allow us to best predict a micropost’s rele-
vance to a query (see Problem EV
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e How can we put our analytical findings into our prototype Twinder so
that the overall retrieval effectiveness of the system improves?

3.2 Related Work

Since the introduction of the Microblog Track at TREC 2011, numerous re-
search efforts have been spent on microblog search. In the early attempts,
researchers proposed solutions based on the existing retrieval methods that
were proved to be effective for the normal Web search. For example, in this
chapter we adopt the retrieval model of RM2 [92] in our proposed query
expansion framework. Lv et al. [106] compared different estimations for the
Relevance Models and showed that RM3 [[77] is better and more stable. Since
the temporal aspects are especially important to microblog search [52], the
studies on temporal ranking of documents are meaningful for retrieving very
fresh content. Therefore, researchers can benefit from the existing work on
the retrieval models that emphasize the importance of temporal aspects. For
example, Li et al. [96] introduced the time-based language models to incorpo-
rate the recency into the both query-likelihood models and relevance models.
Dong et al. [48] presented their method for improving realtime search by
detecting the fresh URLs from microblog streams. Efron et al. [53] showed
that considering temporal information improved the retrieval effectiveness of
a Twitter corpus.

As both documents and queries of microblog search are shorter than on
the normal Web [163], it is intuitive to expand them with related information.
Massoudi et al. [110] proposed a dynamic query expansion model for micro-
posts retrieval, which incorporates the top terms representing the evolving
language usage related to a given query. Bandyopadhyay et al. [14] tried to
address the vocabulary mismatch problem by applying the query expansion
methods that rely on the Web as the source of terms. However, relying solely
on news articles turned out to be counter-productive for the retrieval effec-
tiveness. McCreadie et al. [112] suggested that exploiting the hyperlinked
documents improved retrieval effectiveness over using only the content of
tweets or using the presence of a URL within the tweet as a feature.

Making sense of the semantics can benefit the applications that rely on
microposts. For instance, Jadhav et al. [76] developed an engine that enriches
the semantics of Twitter messages and allows for issuing SPARQL queries on
Twitter streams. Abel et al. [4] introduced a method to improve the quality
of users profiles by semantic enrichment of users’ posting history on Twitter.
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A straightforward way to extract semantics from tweets is to employ NER
tools. However, it has been found that the performance of standard NER
tools decreases severely on tweets [129]. Liu et al. [101] pointed out that
there are two main issues that led to this: i) the amount of information that
can be conveyed in 140 characters is limited; ii) there is a lack of training
data. There has been many research efforts spent on NER specifically for
tweets. In 2013, the MSM workshop [27] organized an “Information Ex-
traction” challenge to attract research efforts from the community to tackle
this problem [55, 63, 171]. The early attempts of acquiring the training data
were achieved by employing crowdsourcing platforms [68]. The NER tech-
niques are also exploited to improve search effectiveness. For example, Guo
et al. [68] presented a method to detect the named entities in a given query
and classify them into predefined classes.

Learning to Rank has been widely applied to real-time Twitter search.
For instance, Zhang et al. [190] presented a query-biased ranking model with
considering the differences between queries, e.g. the unique expansion terms.
Duan et al. [50] investigated features such as Okapi BM25 relevance scores
or Twitter specific features (length of a tweet, presence or absence of a URL
or hashtag, etc.) in combination with RankSVM to learn a ranking model
for tweets. In an empirical study, they found that the length of a tweet and
information about the presence of a URL in a tweet are important features
to rank relevant tweets. In Section @, we will re-visit some of the features
proposed by Duan et al. [b0] and introduce novel semantic measures that
allow us to estimate whether a micropost is relevant to a given query or not.

To provide a user interface for consuming information conveyed by Twit-
ter messages, Bernstein et al. [17] proposed an application that enables the
exploration of tweets by means of tag clouds. However, their interface is
targeted towards the browsing of tweets that have been published by users
whom a user is following and not for searching the entire Twitter corpus.

3.3 Exploiting Background Knowledge for Search
on Twitter

As mentioned in Section @, we consider the language gap between the query
and tweets as a core challenge of search on Twitter. For example, with a
query such as “Roger Federer Wimbledon 2009”, we expect to find very few

SMaking Sense of Microposts (#MSM2013), co-located with the 22nd International
World Wide Web Conference (WWW)
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microposts that contain all query concepts. As human beings, we can identify
the query contains the tennis player Roger Federer as well as the event of the
Wimbledon Championships in 2009. It is reasonable to assume that the user
would like to see information on the matches and results of Roger Federer’s
during the 123" Wimbledon Championships in the search results. However,
matching such concepts with original keywords in the query will miss a lot
of result items, because users may not use them while authoring their tweets
but rather prefer to include abbreviations, nicknames etc. Having studied
the topics of the TREC 2011 Microblog Track, we find this indeed to be the
case for most queries: only 18 of the provided 50 search queries yield ten or
more result tweets in the corpus when used as conjunctive queries.

To overcome this problem, we implement approaches that expand the
original queries with keywords, which are more in line with the type of lan-
guage people use on Twitter. This solution is inspired by Twitter-based user
modeling methods [3] and aims to create a semantically rich profile for a query
that is then translated into a weighted keyword query. Therefore, each query
is modelled as a list of weighted concepts. The concepts, e.g. ATP, Roger Fed-
erer, 2009 Wimbledon Championships, Wimbledon, Sport, and Grand Slam,
are automatically derived with a Named-Entity-Recognition service from (i)
news articles by mainstream media outlets, and (ii) from a set of phrases
commonly used in tweets, so-called memes.

In this chapter, we will present a framework for constructing query ex-
pansion strategies with multiple choices in different design dimensions. We
propose two strategies that exploit not only the semantics in queries but also
concepts extracted from related tweets and news articles and verify their ef-
fectiveness by comparing them with the baseline line run, which is to search
with adhoc queries, and the upper bound which is manually crafted by iden-
tifying relevant tweets ranked at the top.

3.3.1 Query Expansion Framework

An overview of our proposed query expansion framework is depicted in Fig-
ure @ It visualizes our approach of query expansion by modeling it as a
profile. We model each query as a query profile that should provide an accu-
rate and comprehensive summary of the topic. When users submit a query
to search for information, they are often not able to include the specific infor-
mation nugget they are looking for. For example, a user’s intention behind
submitting a query such as “Roger Federer Wimbledon 2009” may be to learn
more about the final between Roger Federer and Andy Roddick. If the user
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was searching for Roger Federer’s opponent, he would obviously not have
added the concept “Andy Roddick” to his query. Our solution framework
sets out to solve problems such as this one.

B|B|C]
CCN\H I I@hc;\'cwﬂork@imrs

e

query: Roger Federer i ll 1
Wimbledon 2009 BN
. related news articles k.
Top Search Results
Entity n ll | Entity_
Recognition [N | Recognition

././. topic:Tenni
eventThe - place:All England Club
person: Championships, topic:Sports
Roger Federer Wimbledon person:Andy Roddick
Query modeling
Query Profile
Weighted Keywords:
- Roger Federer - Federer
- Wimbledon - All England Club
- The Championships - Andy Roddick
- Roger - Tennis
- Sports

Figure 3.1: Overview of the query expansion framework

Query profiles are supposed to be expandable so that more information
can be integrated when available. To specify the importance of an element
in the profile, a weight is assigned to each element (see Definition m) The
elements in the profile are a set of concepts that are related to queries, which
can be the words from the original queries, the labels of the entities detected
by NER services, and the partial names or the synonyms that may be used
to express the information needs in different ways.

Definition 1 (Query Profile) The profile QP of a query Q is a set of
weighted concepts ¢, determined by a set of strategies. Fach concept has
weight ws(c, Q), which is determined by the strategy s, and the query Q.
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QP:(Q) = {(c,ws(e, Q))|c € s(Q)}

In the query profile, the additional keywords derived from knowledge con-
cepts can be gained from (i) semantic enrichment of queries, (ii) semantic
enrichment based on related tweets, and (iii) related news articles. By aggre-
gating query profiles generated from 3 sources, the keywords will be combined
together with varying importance weights depending on the query transla-
tion rules. The translated query can then be issued to the retrieval system
to retrieve a ranked list of results.

Semantic Enrichment of Query

On average, the topics provided by the TREC 2011 Microblog Track con-
tain 3.5 words (the shortest topic is “NSA”M and the longest one is “William
and Kate fax save the date”8). Although these queries are longer than natu-
rally occurring Twitter search queries as pointed out by Teevan et al’s find-
ings [163], they contain abbreviations, part of names, and nicknames. One
example (see Table B.1|) is the event “Wimbledon 2009” (in the query “Roger
Federer Wimbledon 2009”), which refers to the 123"¢ Wimbledon Champi-
onships, an important tennis event. However, in tweets it may also be referred
to as “Wimbledon”. Similarly, Federer may be referred to by his nickname,
e.g., “Federer Express”, “Swiss Maestro”. If these variants of a person’s name
and nicknames are considered when building a query profile, a wider variety
of tweets can be found.

Topic ‘ [Roger Federer| [Wimbledon 2009]
Entity Name ‘ Annotated Text ‘ Possible Concept Labels
Roger Federer ‘ Roger Federer ‘ Roger, Federer, Roger Federer
2009 Wimbledon . Wimbledon, 123"% Wimbledon,
Championships Wimbledon 2009 2009 Wimbledon, etc.

Table 3.1: Example of named-entity recognition and possible concepts in the topic

"Query with the identifier of MB006 in TREC 2011 Microblog Track
8Query with the identifier of MB018 in TREC 2011 Microblog Track
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Semantic Enrichment with Related Tweets

Besides the semantics from the original query string, the information from
other sources can also be utilized to further enrich the query profile. By
searching Twitter with a query profiled by QF,, we can retrieve the top-k
“related tweets”, t;(i = 1...k), in the result list Rt(QPq)E. Performing entity
extraction on these tweets results in a set S¢, which contains a set of entities
assignments s(t;) for each tweet ¢;. As a result, we can derive a query profile
QPienrich(QP,) by assigning a proper weight wWienrich(ct, S) to the concept
¢¢. Intuitively, it should be determined by the importance of ¢; in S. This
query profile can be combined with other query profiles with a maximum
weight in order to avoid the problem of query drift, which means the changes
between the original query, which conveys the information need of users and
its expanded form [192].

k
QPtenrich(QPq) = {(Ct7 wtenrich(ct, St))|0t S U S(ti), t; € Rt(QPq),Z =1... ]{7}
- (3.1)
Sy ={s(ty)|ti € Rt(QPq),i =1...k} (3.2)

Semantic Enrichment with Related News

Since search queries on Twitter are often timely [163], i.e. related to cur-
rent news, we also consider an external corpus of news articles as additional
source of query enrichment. By maintaining an index of the latest news
articles within a certain time period, we can retrieve the related news arti-
cles. Then similarly, we may derive a query profile QPpenrich(QF;), enriched
with concepts identified in news articles n;(i = 1...k). Again, the weighting
function determines the influence of the concepts based on their occurrences
across all news articles .5,,.

QPnenM'ch(QPq) = {(Cn7 wtenrich(cna Sn))
k

len € | s(ni),ni € Ra(QPy),i=1...k} (3.3)

=1

9The subscript ¢ means to search against the corpus of tweets.
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Sn = {s(n;)In; € Ry (QP,),i=1...k} (3.4)

Query Profile Aggregation

Having identified additional named entities to enrich the original query with,
we aggregate the entities into the query profile. To avoid query drift it can be
beneficial to assign the greatest weights to the keywords found in the query
originally submitted by the user.

For example, given two query profiles Q P; and QP> and the corresponding
weighting ratios of 1 and 79 respectively, the aggregated query profile is given
as follows:

Qpaggregated(QPh r1, QP27 7’2) = {(Cia w1 (Cz) * 1]+ w2(ci) * 7'2)’
(ci,wl(ci)) S QPl, (Ci,U}Q(Ci)) € QPQ,i =1.. ’I’L} (3.5)

where r1 > 0,170 >0, 711 + 10 = 1.

Query Profile Translation

With extra concepts, the query can be expanded to a more comprehensive
version. Having created a query profile, in the final step we need to translate
this profile into a query that can be interpreted by a retrieval system. Of
interest to us are in particular retrieval systems that contain query languages
which support the use of weighted keywords and concepts.

One example of such a retrieval system is Indri. In Indri’s query lan-
guaget entities consisting of more than one concept are treated as a phrase
(using the #1(....) operator). As an illustration, consider the Indri query
below, which was enriched with named entities extracted from the original
query (“Roger Federer Wimbledon 2009”).

#weight (

0.48000 #1(Roger Federer)

0.32000 #1(2009 Wimbledon Championships)
0.04000 #1 (Roger)

0.04000 #1(Federer)

Ohttp: //www.lemurproject.org/lemur /IndriQueryLanguage.php, accessed July 30th,
2014
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0.04000 #1(2009)
0.04000 #1(Wimbledon)
0.04000 #1(Championships) )

All the concepts shown in the above example seem reasonable. However,
there are cases in which the semantics are extracted incorrectly from the
queries. To address this issue, we can apply strategies that assign higher
weights to the concepts that are high in confidence. For example, the name
Roger Federer, which has been identified by multiple NER services=, is as-
signed the highest weight. The full name of the event 2009 Wimbledon Cham-
pionships is also considered as important as the annotated text “Wimbledon
2009” consists of more than one term. Other possible aliases are assigned a
score as low as 0.04 to minimize the potential impact of query drift.

3.3.2 Query Expansion Strategies

Having introduced the tools for customizing the query profiling process, we
can build pipelines for strategies to expand queries with related concepts from
different sources. We propose two query expansion strategies as follows.

SEQwSRT. The strategy SEQwSRT stands for Semantic Enriched Queries
with Semantics from Related Tweets. Figure @ shows an example of this
query expansion strategy that combines semantics extracted from the original
query with the semantics from related external resources. In the case of
SEQwSRT, the semantically enriched query profile will be aggregated with
a query profile generated from related tweets, which are considered to be
the related external resources. The importance of the two query profiles are
adjusted by the weights 1 and 3. In this way, we integrate the information
from related tweets in order to learn how users talk about the topic of a
query, which words they are using, which people they are referring to etc.

SEQwSRTN. Often, users write postings on Twitter about what is going
on at the moment in the world. News articles contain details about the most
important events. We expect to be able to benefit from searching for related
news articles to find additional entities that can be included in the query
profiles. Therefore, we propose another strategy SEQwSRTN (Semantic
Enriched Queries with Semantics from Related Tweets and News) to further
include concepts from related news articles. This means to further aggregate

"The applied NER services, which are supported by Twitter Analytical Platform (see
Section , include AlchemyAPI, DBpedia Spotlight, OpenCalais, Zemanta.
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the query profile generated by the strategy of SEQwSRT, possibly with dif-
ferent weighting configuration, with a query profile, containing concepts from
related news articles.

related
external resources

query (] l. |

. (|
!

Entity

Entit
y Recognition

Recognition

—H°

semantic enriched

query profile. query profile from
external resources
Aggregation ‘

Weight: r1 Weight: r2

O O

O ®
expanded
query profile

O

Figure 3.2: Example of Query Expansion Strategy

3.3.3 Evaluation of Query Expansion

To assess the effectiveness of our query expansion approach on Twitter, we
evaluate the strategies proposed in Section E by comparing them with a
baseline strategy that does not employ query expansion, as well as a manually
created result as the upper bound.
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Dataset Description

As mentioned in Section @, we make use of the Tweets2011 corpus for this
evaluation. The original corpus consists of approximately 16 million tweets,
posted over a period of 2 weeks (January 24 until February 8th, inclusive).
Since over time, less tweets are available for public access, we were only
able to crawl 15 million tweets (crawled in June/July 2011), of which near%
5 million tweets were detected to be written in English. Employing NER
on the English tweets resulted in over 6 million named entities among which
we found approximately 0.14 million distinct entities.

The external news corpus was derived by extracting articles from 62 RSS
feeds of prominent news media such as BBC, CNN, or the New York Timestd,
from January 21st to February 10th, 2011. A precise overview of the numbers
can be found in Table B.2.

The 49 search queries are adopted from TREC 2011 Microblog Track@.
Besides, 40,855 relevance judgments are used for evaluation purposes. The
relevance judgments adopt a three-point scale, including i) Not Relevant,
which means the tweet does not provide any useful information, ii) Relevant,
which indicates the tweet at least some useful information on the topic, and
iii) Highly Relevant, which suggests the tweet either contains or links to highly
informative content [123].

Comparing Strategies

We compare our proposed strategies against: (i) baseline strategy without
semantic query expansion and (ii) the manually created result list, which
serves as upper bound.

Baseline With a separate index created for each query that includes all
tweets up to the query’s time stamp only (to avoid dealing with corpus statis-
tics that are computed over future tweets), we retrieve up to 1000 results for
each query. We filter out the non-English tweets, re-tweets, tweets with less
than 100 characters, tweets with less than 50 characters if URLs are ignored,
and tweets with words that contain a single letter three or more times in

12Tn this case, we used OpenCalais - http://www.opencalais.com/, accessed October
6th, 2014.

B The datasets, including the RSS feeds and the news articles, have been made publicly
available at http://ktao.github.io/phd/#datasets.

150 queries were proposed for the TREC 2011 Microblog Track; one query had to be
dropped as none of the participating system retrieved a single relevant document for it.
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Corpus #Elements
Crawled Tweets2011 Corpus 14,958,450
English Twitter Corpus 4,766,901
Entities extracted from Twitter Corpus 6,193,060
Queries 49
Relevance Judgment 40,855
(Tweet, Query) Pair Judged as Relevant 2,825
(Tweet, Query) Pair Judged as Non-Relevant 37,349
RSS News Feeds 62
News Articles 13,959
Entities extracted from News Articles 357,559

Table 3.2: Statistics of Tweets2011 dataset

sequence (e.g. “000000000h” or “aaaaaaah”). Language modeling with rele-
vance model RM2 [[186] was employed for the retrieval process. This approach
makes use of pseudo-relevance feedback, i.e. additional terms are extracted
from the top-k retrieved documents. In contrast to our strategies though,
semantics do not enter the model, the expansion terms are chosen based on
computed term-document statistics.

Manual The manual strategy was created by manually processing each
query for 5 minutes as follows: the manually formulated queries were submit-
ted them to a database™. By scanning the results of the English-tweet corpus
sorted in descending order of tweet time, relevant tweets were marked. Tweets
being duplicates of already marked tweets were subsequently ignored. We
did not follow hyperlinks mentioned in tweets, only the tweet text itself was
considered (though it was sometimes possible to determine the potential in-
formativeness based on the URL itself, e.g. a link http://www.bbc.co.uk/.../
was considered more informative than http://bit.ly/rrxSt9). No external
source (e.g. news articles) were used to learn more about a topic, potential
new query concepts were learnt while scanning the tweets. Once the 5 min-
utes were up, the next topic was processed. On average, 20.8 tweets were

15Regular expressions were used, e.g. “%bbc%cut%” for searching the corpus for tweets
relevant to the topic “BBC World Service staff cuts” (Query with the identifier of MB001
in TREC 2011 Microblog Track).
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Strategy Topics P@30 MAP >Median >Median
P@30 MAP

Baseline all 0.0993 0.1110 7 14
high 0.0323 0.1207 3 11

SEQwSRT all 0.3014t 0.2291% 25 29
high 0.1051¢ 0.19997 16 19

SEQwSRTN all 0.1959% 0.1553 14 18
high 0.0859t 0.1508 14 16

Manual all 0.3946t 0.2719¢% 42 40
high 0.1242% 0.2705¢% 22 24

Table 3.3: Experimental Results of Query Expansion. Statistically significant im-
provements over the baseline are marked with 1 (paired ¢-test, two-sided,
a = 0.01).

marked as relevant. The minimum was 0 (for the query of “organic farming
requirements”™) and the maximum was 42 (for the query of “Egyptian cur-
few”Ed). The tweet time of the oldest manually marked tweet was recorded
and one more query (also created by the annotator) was submitted; all tweets
retrieved this way with a time stamp older than the manually selected ones
were appended until a maximum of 1000 tweets was reached.

Experimental Results

The experimental results of the 2 proposed strategies (see Section ) and
our baseline as well as manual approach are reported in Table . The
evaluation measures are Precision at 30 documents (P@30) and mean average
precision (MAP). Both two measures were adopted as offical measures by
TREC 2011 Microblog Track. On the one hand, the measure of PQ30 tells
us the fraction of relevant documents within the top-30 documents. On the
other hand, MAP measures the quality across recall levels with one figure.
The results for the 49 queries are shown in rows marked with all, while the
subset of 33 queries that contain highly relevant tweets are shown in rows
marked high. We also compared our query expansion strategies with the
participants of TREC 2011 Microblog Track. The final two columns list
the number of queries for which the P@Q30/MAP effectiveness of our query
expansion strategies improved over the median P@Q30/MAP computed across
all participants of the track [123].

18Query with the identifier of MB047 in TREC 2011 Microblog Track
1"Query with the identifier of MB039 in TREC 2011 Microblog Track
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The Manual strategy outperforms the automatic strategies on all mea-
sures by a considerable margin. This is not surprising, as the manual run
involved a great amount of human effort. In 42 of the 49 queries, the manual
result outperforms the median P@Q30 across all submitted runs. The fraction
of queries that improve over the median decreases when considering only the
query set with highly relevant tweets, a result which can be explained by the
fact that the human annotator only considered the tweet text and possibly
the URL string, but did not follow the hyperlinks present in the tweets. Hav-
ing analyzed the provided relevance judgments, we find 81.9% of the relevant
tweets to contain URLs. Among the automatic strategies, the strategy of
SEQuwSRT performs best, with P@30 = 0.3 (all) and PQ30 = 0.1 (high).
The strategy of SEQwSRTN has a less positive effect which may be caused
by query drift introduced by related news articles. Furthermore, we have
applied the two-sided paired t-tests to show the statistical significance of the
effectiveness differences. Specifically, we have shown that the improvements
achieved by the strategy of SEQwSRT are statistically significant in terms
of both P@Q30 and MAP. Therefore, we can conclude that the retrieval effec-
tiveness can be improved by expanding the queries with concepts that are
linked to semantics extracted from queries and related tweets.

3.4 Feature-based Relevance Estimation

In the previous section, we proposed a framework for query expansion to
incorporate relevant concepts in a query profile so that more potentially in-
teresting tweets can be discovered. Based on the experimental results in
Section@

tiveness. However, we have found that concepts introduced by related news

, our query expansion strategy indeed improved retrieval effec-

articles did not yield benefits in terms of retrieval effectiveness. Therefore, we
seek to exploit the characteristics of microposts and combine them with the
success that we achieved from last section. To this end, we consider the re-
trieval score given by the relevance model for either the original query or the
expanded version can be seen as query-sensitive features of a (tweet, query)
pair. Besides these, we utilize other query-insensitive characteristics that
differentiate between relevant tweets and non-relevant tweets. For example,
more relevant tweets contain URLs compared to non-relevant tweets.

Hence, we can rely on the set of tweets whose relevance was judged by
TREC assessors for our analysis and investigate query-sensitive as well as
query-insensitive features. In this section we:
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e present a set of strategies for the extraction of features from Twitter
messages that allow us to predict the relevance of a post for a given

query,

« take the success achieved in query expansion in Section @ as a query-
sensitive feature of a (tweet, query) pair,

« analyze the features and characteristics of relevant and interesting tweets,

e evaluate the effectiveness of the different features for predicting the
relevance of tweets to a query and investigate the impact of the different
features on the quality of the relevance classification, and

e study to what extent the success of the classification depends on the
type of queries (e.g. queries of short-term topic vs. queries of long-term
interest) for which relevant tweets should be identified.

3.4.1 Features of Microposts for Relevance Estimation

In this section, we provide an overview of the different features that we an-
alyze to estimate the relevance of a micropost to a given query. We present
query-sensitive features that measure the relevance with respect to the query
(keyword-based and semantic-based relevance) and query-insensitive mea-
sures that do not consider the actual query but solely exploit syntactic or
semantic tweet characteristics. Finally, we also consider contextual features
that, for example, characterize the creator of a micropost.

Query-Sensitive Features

A straightforward approach is to interpret Twitter messages as traditional
Web documents and apply standard text retrieval measures to estimate the
relevance of tweet to a given query.

Feature F1: keyword-based relevance score. To calculate the retrieval
score for pair of (topic, tweet), we employ the language modeling approach to
information retrieval [186]. A language model 6, is derived for each document
(tweet). Given a query @ with terms @ = {qi, ..., ¢, } the document language
models are ranked with respect to the probability P(6;|Q), which according
to the Bayes theorem can be expressed as follows.
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P(Q[6) P(6:)

POIQ) = =525

o P(6;) 1] Plail6r)- (3.6)

% €Q

This is the standard query likelihood based language modeling setup
which assumes term independence. Usually, the prior probability of a tweet
P(6) is considered to be uniform, that is, each tweet in the corpus is equally
likely. The language models are multinomial probability distributions over
the terms occurring in the tweets. Since a maximum likelihood estimate
of P(q;|0;) would result in a zero probability of any tweet that misses one
or more of the query terms in @, the estimate is usually smoothed with a
background language model, generated over all tweets in the corpus. We
employed Dirichlet smoothing [186].

c(gi, t) + uP(qilbc)

(3.7)

Here, p is the smoothing parameter, ¢(g;,t) is the count of term g¢; in ¢
and [t| is the length of the tweet. The probability P(g;|0¢) is the maximum
likelihood probability of term ¢; occurring in the collection language model
Oc (derived by concatenating all tweets in the corpus). Due to the very small
probabilities of P(Q|6;), we utilize log (P(Q|0;)) as feature scores.

Hypothesis H1: the greater the keyword-based relevance score (that is, the
less negative), the more relevant and interesting the tweet is to the topic.

Based on the semantics that are extracted from the microposts, we cal-
culate two further relevance features.

Feature F2: semantic-based relevance score. This feature is also a
retrieval score calculated according to Feature F'1 though with an expanded
version of the original query. Based on the experimental results presented in
Section , we select the best-performing strategy SEQwSRT to expand
the original query.

Hypothesis H2: the greater the semantic-based relevance score, the more
relevant and interesting the tweet is.

Feature F3: isSemanticallyRelated. It is a boolean value that shows
whether there is a semantic overlap between the query and the tweet. This
feature requires us to employ Named-Entity Recognition on the query as well
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as the tweets. If there is an overlap in the identified concepts then it is set
to true.

Hypothesis H3: if a tweet is considered to be semantically related to the
query then it is also relevant and interesting for the user.

Syntactic Features

Syntactic features describe elements that are mentioned in a Twitter message.
We analyze the following properties:

Feature F4: hasHashtag. This is a boolean property that indicates
whether a given tweet contains a hashtag. Twitter users typically apply
hashtags in order to facilitate the retrieval of the tweet. For example, by
using a hashtag people can join a discussion on a topic that is represented
via that hashtag. Users, who monitor the hashtag, will retrieve all tweets
that contain it. Teevan et al. [163] showed that such monitoring behavior is
a common practice on Twitter to retrieve relvant Twitter messages. There-
fore, we investigate whether the occurrence of hashtags (possibly without
any obvious relevance to the query) is an indicator for the interestingness of
a tweet.

Hypothesis Hj: tweets that contain hashtags are more likely to be relevant
than tweets that do not contain hashtags.

Feature F5: hasURL. Dong et al. [48] showed that people often exchange
URLs via Twitter so that information about trending URLs can be exploited
to improve Web search and particularly the ranking of recently discussed
URLs. Hence, the presence of a URL (boolean property) can be an indicator
for a relevant tweet.

Hypothesis H5: tweets that contain a URL are more likely to be relevant
than tweets that do not contain a URL.

Feature F6: isReply. On Twitter, users can reply to the tweets of other
people. This type of communication may be used to comment on a certain
message, to answer a question or to chat. Thus, reply messages are more pri-
vate oriented. Chen et al. [36] studied the characteristics of reply chains and
discovered that one can distinguish between users who are merely interested
in news-related information and users who are also interested in chatting.
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For deciding whether a tweet is relevant to a news-related topic, we therefore
assume that the boolean isReply feature, which indicates whether a tweet is
a reply to another tweet, can be a valuable signal.

Hypothesis H6: tweets that are formulated as a reply to another tweet are
less likely to be relevant than other tweets.

Feature F7: length. The length of a tweet (the number of characters) may
also be an indicator for the relevance. We hypothesize that the length of a
Twitter message correlates with the amount of information that is conveyed
it.

Hypothesis H7: the longer a tweet, the more likely it is to be relevant.

For the above features, the values of the boolean properties are set to 0
(false) and 1 (true) while the length of a Twitter message is measured by
the number of characters divided by 140 which is the maximum length of a
Twitter message.

There are further syntactic features that can be explored such as the men-
tioning of certain character sequences including emoticons, question marks,
etc. In line with the isReply feature, one could also utilize knowledge about
the re-tweet history of a tweet, e.g. a boolean property that indicates whether
the tweet is a copy from another tweet or a numeric property that counts the
number of users who re-tweeted the message. However, in this thesis we
are merely interested in original messages that have not been re-tweeted yet
and therefore also only in features which do not require knowledge about the
history of a tweet. This allows us to estimate the relevance of a message as
soon as it is published.

Semantic Features

In addition to the semantic relevance scores described as Feature F2, we
can also analyze the semantics of a Twitter message independently from the
topic of interest. We therefore utilize again the NER services to extract the
following features:

Feature F8: #entities. The number of named entities that are men-
tioned in a Twitter message may also provide evidence for the potential rel-
evance of a tweet. We assume that the more entities can be extracted from
a tweet, the more information it contains and the more valuable it is. For
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example, in the context of the discussion about birth certificates we find the
following two tweets in our dataset:

t1: “Despite what her birth certificate says, my lady is actually only 277
to: “Hawaii (Democratic) lawmakers want release of Obama’s birth certifi-
cate”

When reading the two tweets, without having a particular topic or informa-
tion need in mind, it seems that ¢5 has a higher likelihood to be relevant to
some topic for the majority of the Twitter users than ¢; as it conveys more
entities that are known to the public and available on DBpedia. In fact, the
entity extractor is able to detect one entity, db:Birth__certificate, for tweet tq
while it detects three additional entities for to: db:Hawaii, db:Legislator and
db:Barack__Obama.

Hypothesis HS8: the more entities a tweet mentions, the more likely it is
to be relevant and interesting.

Feature F9: diversity. The diversity of semantic concepts mentioned in
a Twitter message can be exploited as an indicator for the potential relevance
of a tweet. Here, we count the number of distinct types of entities that are
mentioned in a Twitter message. For example, for the two tweets ¢; and
to, the diversity score would be 1 and 4 respectively as for ¢; only one type
of entity is detected (yago:PersonalDocuments) while for to also instances of
db:Person (person), db:Place (location) and owl: Thing (the role db:Legislator
is not further classified) are detected.

Hypothesis H9: the greater the diversity of concepts mentioned in a tweet,
the more likely it is to be interesting and relevant.

Feature F10: sentiment. Naveed et al. [119] showed that tweets which
contain negative emoticons are more likely to be re-tweeted than tweets which
feature positive emoticons. The sentiment of a tweet may thus impact the
perceived relevance of a tweet. Therefore, we classify the semantic polarity of
a tweet into positive, negative or neutral using sentiment analysis services (see
Section .

Hypothesis H10: the likelihood of a tweet’s relevance is influenced by its
sentiment polarity.
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Contextual Features

In addition to the aforementioned features, which describe characteristics of
the Twitter messages, we also investigate features that describe the context
in which a tweet is published. In our analysis, we focus on the social context,
which describes the creator of a Twitter message, and investigate the following
four contextual features:

Feature F11: #followers. The number of followers can be used to indi-
cate the influence or authority of a user on Twitter. We assume that users
who have more followers are more likely to publish relevant and interesting
tweets.

Hypothesis H11: the higher the number of followers a creator of a message
has, the more likely it is that her tweets are relevant.

Feature F12: #lists. On Twitter, people can use so-called lists to group
users, e.g. according to the topics about which these users post messages. If a
user appears in many Twitter lists then this may indicate that her messages
are valuable to a large number of users. We thus analyzes the number of lists
in which a user appears in order to infer the value of a user’s tweets.

Hypothesis H12: the higher the number of lists in which the creator of a
message appears, the more likely it is that her tweets are relevant.

Feature F13: Twitter age. Twitter was launched more than five years
ago. Over time, users learn how to take advantage of Twitter and possibly
also gain experience in writing interesting tweets. Therefore, we assume that
the experienced users are more likely to share interesting tweets with others.
We measures the experience of a user by means of the time which passed
since the creator of a tweet registered with Twitter.

Hypothesis H13: the older the Twitter account of a user, the more likely
it is that her tweets are relevant.

Contextual features may also refer to temporal characteristics such as the
creation time of a Twitter message or characteristics of Web pages that are
linked from a Twitter message. One could for example categorize the linked
Web pages to discover the types of Web sites that usually attract attention
on Twitter.
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3.4.2 Features Analysis

In this section, we describe and characterize the Twitter corpus with respect
to the features that we presented in the previous section.

Dataset

Again, we use the Tweets2011 data for the analysis (see Table @) Since
we are inspired by the features differentiating between relevant tweets and
non-relevant tweets, the (tweet, query) pair are categorized into two groups,
including 2,825 judged as relevant and 37,349 judged as non-relevant.

Feature Characteristics

In Table @ we list the average values of the numerical features and the
percentages of true instances for the boolean features that have been ex-
tracted. Relevant and non-relevant tweets show, on average, different values
for the majority of the features. As expected, the average keyword-based and
semantic-based relevance scores of tweets which are judged as relevant to a
given topic, are much higher than the ones for non-relevant tweets: —10.7
and —10.3 in comparison to —14.4 and —14.2 respectively (the higher the
value the better, see Section ) Similarly, the semantic relatedness is
given more often for relevant tweets (25.3%) than for non-relevant tweets
(4.7%). For the query-sensitive features, we thus have first evidence that the
hypotheses hold (H1-H3).

With respect to the syntactic features, we observe that 81.9% of the
relevant tweets mention a URL in contrast to 53.9% of the non-relevant
tweets. Hence, the presence of a URL seems to be a good relevance indicator.
Contrary to this, we observe that hasHashtag and length exhibit, on average,
similar values for the relevant and non-relevant tweets. Given an average
number of 2.4 entities per tweet, it seems that relevant tweets feature richer
semantics than non-relevant tweets (1.9 entities per tweet). Furthermore, the
semantic diversity, i.e. the distinct number of different types of concepts that
are mentioned in a tweet, is more than 10% higher for relevant tweets.

As part of the sentiment analysis the majority of the tweets were classified
as neutral. Interestingly, Table depicts that for relevant tweets the frac-
tion of negative tweets exceeds the fraction of positive tweets (4.9% versus
2.4%) while for non-relevant tweets it is the opposite (6.5% versus 10.7%).
Given the average sentiment scores, we conclude that relevant and interest-



60 Chapter 3. Relevance: Finding Relevant Microposts

Category Feature Relevant Non-relevant
keyword keyword-based -10.699 -14.408
relevance
semantic semantic-based -10.298 -14.206
relevance isSemanticallyRelated 25.3% 4.7%
hasHashtag 19.1% 19.3%
svntactic hasURL 81.9% 53.9%
Y isReply 3.4% 14.1%
length (in characters) 90.282 87.819
#entities 2.367 1.882
diversity 1.796 1.597
semantics positive sentiment 2.4% 10.7%
neutral sentiment 92.7% 82.8%
negative sentiment 4.9% 6.5%
#followers 6501.45 4162.364
contextual  #lists 209.119 101.054
Twitter age 2.351 2.207

Table 3.4: The feature characteristics

ing tweets seem to be more likely to be neutral or negative than tweets that
are considered as non-relevant.

The average scores of the contextual features that merely describe char-
acteristics of the creator of a tweet reveal that the average publisher of a
relevant tweet has more followers (#followers), is more often contained in
Twitter lists (#lists) and is slightly older (Twitter age, measured in years)
than the average publisher of a non-relevant tweet. Given these numbers,
we gain further evidence for our hypotheses (H11-H13). Thus, contextual
features may indeed be beneficial within the retrieval process.

3.4.3 Evaluation of Features for Relevance Estimation

Having analyzed the dataset and the proposed features, we now evaluate
the quality of the features for predicting the relevance of tweets for a given
query. We first outline the experimental setup before we present our results
and analyze the influence of the different features on the effectiveness for the
different types of topics.

Experimental Setup

To evaluate the effectiveness of our feature-based relevance estimation frame-
work and to analyze the impact of the different features on the relevance
estimation, we relied on logistic regression to classify tweets as relevant or
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Features Precision Recall F-measure
keyword relevance 0.3036 0.2851 0.2940
semantic relevance 0.3050 0.3294 0.3167
query-sensitive 0.3135 0.3252 0.3192
query-insensitive 0.1956 0.0064 0.0123
without semantics 0.3410 0.4618 0.3923
without sentiment 0.3701 0.4466 0.4048
without context 0.3827 0.4714 0.4225
all features 0.3725 0.4572 0.4105

Table 3.5: Performance results of relevance estimations for different sets of features

non-relevant to a given query.

Due to the small size of the topic set (49 queries), we use 5-fold cross
validation to evaluate the learned classification models. For the final setup
of the evaluation, all 13 features were used as predictor variables. As the
number of relevant tweets is considerably smaller than the number of non-
relevant tweets, we employed a cost-sensitive classification setup to prevent
the relevance estimation from following a best match strategy where simply
all tweets are marked as non-relevant. In our evaluation, we focus on the
precision and recall of the relevance classification (the positive class) as we
alm to investigate the characteristics that make tweets relevant to a given
topic.

Influence of Features on Relevance Estimation

Table @ shows the performances of the relevance estimation based on dif-
ferent sets of features. Learning the classification model solely based on
the keyword-based or semantic-based relevance scoring features leads to an
F-measure of 0.29 and 0.32 respectively. Semantics thus yield a better effec-
tiveness than the keyword-based relevance estimation. By combining both
types of features (see query-sensitive in Table B.5) the F-measure increases
only slightly from 0.3167 to 0.3192. As expected, when solely learning the
classification model based on the topic-independent features, i.e. without
measuring the relevance to the given topic, the quality of the relevance pre-
diction is extremely poor (F-measure: 0.01).

When all features are combined (see all features in Table @), a precision
of 0.37 is achieved. That means that more than a third of all tweets, which
our framework classifies as relevant and thus returns as results to the user,
are indeed relevant, while the recall level (0.46) implies that our approach
discovers nearly half of all relevant tweets. Since microblog messages are
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Performance Measure Score
precision 0.3693

recall 0.4625

F-measure 0.4107

Feature Category Feature Coefficient
keyword-based keyword-based 0.1716
semantic-based semantic-based 0.1039
isSemanticallyRelated 0.9559

hasHashtag 0.0627

syntactic hasURL 1.1989

Y isReply -0.5303
length 0.0007

#entities 0.0225

diversity 0.0243

semantics negative sentiment 0.4906
neutral sentiment 0.2270

positive sentiment -0.6670

#followers 0.0000

contextual #lists 0.0001
Twitter age 0.1878

Table 3.6: The feature coefficients for the model trained across all queries

very short, a significant number of tweets can be read quickly by a user when
presented in response to her search request. In such a setting, we believe
such a classification accuracy to be sufficient.

Overall, the semantic features appear to play an important role as they
lead to an effectiveness improvement with respect to the F-measure from
0.39 to 0.41. Similarly, the sentiment features allow for an increase of the
F-measure. However, Table also shows that contextual features seem to
have a negative impact on the retrieval effectiveness. In fact, the removal
of the contextual features leads to an effectiveness improvement in recall,
precision and F-measure.

We will now analyze the impact of the different features in more detail.

One of the advantages of the logistic regression model is, that it is easy to
determine the most important features of the model by considering the ab-
solute weights assigned to them. For this reason, we have listed the relevant-
tweet estimation model coefficients for all involved features in the last column
of Table @ The features influencing the model the most are:

e hasURL: Since the feature coefficient is positive, the presence of a URL
in a tweet is more indicative of relevance than non-relevance. That
means, that hypothesis H5 holds.
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e isSemanticallyRelated: The overlap between the identified named en-
tities in the topics and the identified named entities in the tweets is
the second most important feature in this model, thus, hypothesis H3
holds.

o isReply: This feature, which is true (= 1) if a tweet is written in reply
to a previously published tweet has a negative coefficient which means
that tweets which are replies are less likely to be in the relevant class
than tweets which are not replies, confirming hypothesis H6.

o sentiment: The coefficient of the positive and negative sentiment fea-
tures are also strong indicators for estimating the relevance of a tweet
which is in line with our hypothesis H8. In particular, the coefficients
suggest that negative tweets are more likely to be relevant while positive
tweets are more likely to be non-relevant.

We note that the keyword-based relevance score, while being positively
correlated with relevance, does not belong to the most important features
in this model. It is superseded by semantic as well as syntactic features.
Contextual features do not play a significant role in the relevance estimation
process.

When considering only the query-insensitive features, we observe that
interestingness is related to the potential amount of additional information
(i.e. the presence of a URL), the overall clarity of the tweet (a reply tweet
may only be understandable in the context of the contextual tweets) and the
different aspects covered in the tweet (as evident in the diversity feature).

Influence of Query Characteristics on Relevance Estimation

In all reported experiments so far, we have considered the entire set of topics
available to us. We now investigate to what extent certain topic characteris-
tics impact the effectiveness of relevance estimation and to what extent those
differences lead to a change in the logistic regression models. Our ambition
is to explore to what extent it is useful to adapt the configuration of the rele-
vance estimation model to the particular type of search topic. We categorized
the topics with respect to three dimensions:

o Popular/Unpopular: The topics were split into popular (interesting
to many users) and unpopular (interesting to few users) topics. An
example of a popular topic is 2022 FIFA soccer@ —in total we found 24.
In contrast, topic NIST computer security=2 was classified as unpopular

18Query with the identifier of MB002 in TREC 2011 Microblog Track
9Query with the identifier of MB005 in TREC 2011 Microblog Track
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as one of 25 topics.

o Global/Local: In this split, we considered the interest for the topic
across the globe. The already mentioned query MBO002 is of global in-
terest, since soccer is a highly popular sport in many countries, whereas
the topic Cuomo budget cuts= is mostly of local interest to users living
in New York where Andrew Cuomo is the current governor. We found
18 topics to be of global and 31 topics to be of local interest.

o Persistent/Occasional: This split is concerned with the interestingness
of the topic over time. Some topics persist for a long time, such as
MBO002 (the FIFA world cup will be played in 2022), whereas other
topics are only of short-term interest, e.g. Keith Olbermann new job E3.
We assigned 28 topics to the persistent and 21 topics to the occasional
topic partition.

Our discussion of the results focuses on two aspects: (i) the effectiveness
differences and (ii) the difference between the models derived for each of the
two partitions (denoted Mg,iitname). The results for the three binary topic
splits are shown in Table B.7. While the effectiveness measures are based on
5-fold cross-validation, the derived feature weights for the logistic regression
model were determined across all topics of a split. For each topic split, the
three features with the highest absolute coefficient are underlined.

Popularity We observe that the recall is considerably higher for unpopular
(0.53) than for popular topics (0.41). To some extent this can be explained
when considering the amount of relevant tweets discovered for both topic
splits: while on average 67.3 tweets were found to be relevant for popular
topics, only 49.9 tweets were found to be relevant for unpopular topics (the
average number of relevant tweets across the entire topic set is 58.44). A
comparison of the most important features of M, opuiar and Myppopuiar Shows
few differences with the exception of the sentiment features. While senti-
ment, and in particular positive and negative sentiment, are among the most
important features in Mpopyiar, these features (in particular the negative sen-
timent) are ranked much lower in M,popuiar- We hypothesize that unpopular
topics do not evoke strong emotions among users and thus sentiment features
play a less important role.

Global vs. Local This split did neither result in major differences in the
retrieval effectiveness nor in models that are significantly different from each

29Query with the identifier of MB001 in TREC 2011 Microblog Track
21Query with the identifier of MB030 in TREC 2011 Microblog Track
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other, indicating that—at least for our currently investigated features—a
distinction between global and local queries is not useful.

Temporal Persistence It is interesting to note that the effectiveness (all
metrics) is considerably higher for the occasional (short-term) topics than for
the persistent (long-term) topics. For topics that have a short lifespan, recall
and precision are notably higher than for the other types of topics. In the
learnt models, we observe again a change with respect to sentiment features:
while the negative sentiment is an important indicator for occasional topics,
it is among the least important features for topics that are more persistently
discussed on Twitter.

The observation that certain topic splits lead to models that emphasize
certain features also offers a natural way forward: if we are able to determine
for each topic in advance to which theme or topic characteristic it belongs
to, we can select the model that fits the query best and therefore further
optimize the effectiveness of the feature-based relevance estimation.

3.4.4 Synopsis

We have introduced a feature-based relevance estimation framework that
analyzes various features to determine the relevance and interestingness of
microposts for a given query. In an extensive analysis, we investigated tweet-
based and tweet-creator based features along two dimensions: query-sensitive
features and query-insensitive features. We gained insights into the impor-
tance of the different features on the retrieval effectiveness.

Our main discoveries about the factors that lead to relevant tweets are as
follows:

e The learned models which take advantage of semantics and query-
sensitive features outperform those which do not take the semantics
and query-sensitive features into account.

o Contextual features that characterize the users who are posting the
messages have little impact on the relevance estimation.

e The importance of a feature differs depending on the query characteris-
tics; for example, the sentiment-based features are more important for
popular than for unpopular topics.
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3.5 Relevance Estimation in Twinder

In Section @, we introduced Twinder as a search engine for micropost
streams. Having investigated the problems of query expansion in Section
and feature-based relevance estimation in Section B.4, we now show how these
works can be applied. By realizing the scientific outcomes from this chapter
in TAL, we show that the value of our ideas in a real application and further
showcase the ability of the Twitter Analytical Platform.

3.5.1 Twinder Architecture with Relevance Estimation

The updated system architecture of Twinder is shown in Figure @ Im-
plemented within Twitter Analytical Platform, there are two components
accepting external information: (i) microposts pre-processing and (ii) query
preparation.

In particular, the former component is continuously receiving microposts
from Social Web Data streams. The query-insensitive features are extracted
for all tweets in real-time and the results are subsequently made persistent in
the storage facility. Besides, we maintain the index in the prototype system
and consider the indexing as a part of the pre-processing component.

Once a query is submitted, the query-sensitive features will be computed
after the query is expanded with enriched semantics. Then by combining
these features with the query-insensitive features that have been computed
in advance, the Feature-based Relevance Estimation component will classify
the candidate tweets and label them accordingly.

The implementation details of main components are given in Section .

3.5.2 Implementation in TAL

In order to integrate Feature-based Relevance Estimation into Twinder, we
need to create a streaming workflow that processes the microposts in real-time
for later tasks, and define a workflow that is triggered by search requests.

Pre-Processing Microposts

In the following, we give a possible pre-processing implementation in TAL.
The pre-processing component will detect the messages’ language and trans-
form the necessary data fields in parallel. After filtering out non-English
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Figure 3.3: The architecture of Twinder with relevance estimation integrated

tweets, we make use of DBpedia Spotlight and a sentiment analysis tool to
enrich microposts with semantics. Finally, Twinder appends the content of
these microposts and stores the pre-processed results.

twitter.sample()

# add an attribute named lang to represent the language identification result
this.lang := langid(this.text)

filter := this.lang == "en" # filter out non-English tweets
this.semantics := semantics.dbp(this.text)

this.sentiment := sentiment(this.text)

store()

index ()

Search for Microposts

Having computed and stored the pre-processed results, the query-insensitive
features are ready. However, the query-sensitive features can only be de-
termined after we receive search requests from users. The component Query
Preparation will take care of this and provide them to the component Feature-
based Relevance Estimation. A classification model will be preloaded into the
component as well as a feature list description file. Hence, the relevance esti-
mation results can be computed with the query-insensitive features from the
storage and the query-sensitive features from the component of Query Prepa-
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ration. Taking the query of “BBC World Service” as example, we implement
this workflow as follows in TAL.

this.meta.query := "BBC World Service staff cuts"
# LM-based retrieval score, semantically enriched LM-score
search(this.meta.query)

# prepare the evidences

this.nEntity := count(this.semantics) # the number of entities
this.nURLs := count(this.urls) # the number of URLs
this.nHashtags = count(this.hashtags) # the number of hashtags
this.nEntityTypes := cardinality(this.semantics.type)
this.meta.query.semantics := semantics.dbp(this.meta.query)

# check the overlap between entities from query and entities from tweet
this.semanticOverlap := overlap(this.query.semantics,this.semantics)

# get the features ready

# keyword-based relevance is given by "source search" --> this.query.score
# semantic-based relevance is given by "source search" --> this.squery.score
this.isSemanticallyRelated := this.semanticOverlap > O

# syntactic features

this.hasHashtag := this.nHashtags > 0
this.hasURL := this.nUrls > 0
this.isReply := this.replyTo != NULL
this.length := len(this.text)

# semantic features

this.positiveSentiment := this.sentiment == "positive"
this.negativeSentiment := this.sentiment == "negative"
this.neutralSentiment := this.sentiment=="neutral"

#contextual features

##followers given by this.author.followers_count --> specify in mapping file
##1ist given by this.author.listed_count --> specify in mapping file

# using unix-timestamp for calculating...

this.TwitterAge := (this.created_at - this.user.created_at) / 3600 / 24 / 365

this.query.relevance := ml.classify(this,RELEVANCE.model,RELVANCE_TAL.mapping)

Finally, the relevance estimation result is specified by the field of
this.query.relevance.

3.5.3 Demonstration

We have implemented the feature-based relevance estimation in Twinder.
Figure depicts the search result page for the query of “Haiti Aristide
return”E4.

22Query with the identifier of MB003 in TREC 2011 Microblog Track
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Figure 3.4: The search results rendered in Twinder with applying relevance esti-
mation

The microposts with a check symbol are predicted as relevant while the
results for the ones with cross are the opposite.

3.6 Discussion

To solve the problems and the research questions raised in the beginning of
this chapter, we introduced and evaluated (i) the query expansion frame-
work exploiting background knowledge and (ii) the feature-based relevance
estimation framework. Further, we integrated the feature-based relevance
estimation into Twinder, our search engine for Twitter messages. We sum-
marize our findings in Table B.8.

We have presented the query expansion framework that enriches queries
with background knowledge. The suitability of semantic enrichment tech-
niques adopted in such a framework has been validated through the im-
provement in the retrieval effectiveness. Specifically, one of our proposed
strategies, which enriches the original query with background knowledge from
Linked Open Data, performs significantly better than the original query.
This result leads us to the conclusion that semantic enrichment is a tech-
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Research Question

Summary of Findings

How can we enrich search queries
on Twitter with background
knowledge in order to better
understand the meaning behind
them?

» By exploiting the named entities
in the query string and the
concepts extracted from related
tweets, we can build an enriched
profile with which the retrieval
effectiveness can be significantly

improved.

» The semantics and
query-sensitive features are
influential in the estimation of the
relevance between microposts and
the given query.

» The length of tweets and the
contextual features have little
impact on the prediction.

Which micropost features allow us
to best predict a micropost’s
relevance to a query?

» The design of our Twitter
Analytical Platform enables
scalability in different levels,
including processing, storage, etc.;
» By implementing the
Feature-based Relevance
Estimation in TAL, we enhance the
Twinder search engine.

How can we put our analytical
findings into our prototype Twinder
so that the overall retrieval
effectiveness of the system
improves?

Table 3.8: Overview on research questions investigated in Chapter E

nique which should be investigated further in this setting. Future work will
focus on the extraction of content from hyperlinks present in tweets, as our
analysis has shown that the majority of relevant tweets contain URLs.

Furthermore, we have analyzed features that can be used as indicators
of a tweet’s relevance and interestingness to a given query and propose a
feature-based relevance estimation framework. To achieve this, we inves-
tigated features along two dimensions: query-sensitive features and query-
sensitive features. We evaluated the utility of these features with a machine
learning approach that allowed us to gain insights into the importance of the
different features for the relevance classification. Our main discoveries about
the factors that lead to relevant tweets are the following: (i) The learned
models which take advantage of semantics and query-sensitive features out-
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perform those which do not take the semantics and query-sensitive features
into account. (ii) The length of tweets and the social context of the user
posting the message have little impact on the prediction. (iii) The impor-
tance of a feature differs depending on the characteristics of the queries. For
example, the sentiment-based feature is more important for popular than
for unpopular topics and the semantic similarity does not have a significant
impact on the topics about entertainment.

The introduction of the feature-based relevance estimation approach is
beneficial for search & retrieval of microblogging data and contributes to
the foundations of engineering search engines for microposts. Hence, we put
the scientific findings in this chapter into practice by integrating them into
our prototype Twitter search system, Twinder, in the context of the Twitter
Analytical Platform. In the following chapters, we will further analyze the
redundancy and diversity in microposts.



Chapter 4

Redundancy: Near-Duplicate
Detection for Microposts

In the context of information retrieval for Twitter data, in the last chap-
ter we have presented our analytical findings that convey the importance
of both query-sensitive and query-insensitive features to improve the search
effectiveness. Having noticed the occurrences of duplicate content among
results of microblog search, we are motivated to further explore the redun-
dancy in Twitter data. By a preliminary investigation, we indeed have found
that 20% of items within a ranked list of search results. However, this was
not penalized by the evaluation metrics that were used in Chapter E Hence,
in this chapter, we study and analyze the characteristics of duplicate micro-
posts of different levels. The outcomes from such analytics may bring us
deeper understanding of the duplication in Twitter. Further more it can in-
spire us to investigate the methods to detect the near-duplicates and identify
their duplication levels. Similarly to Chapter B, we enhance our prototype
Twinder with the analytical results of near-duplicate detection presented in
this chapter. The main contributions of this chapter have been published
in 159, [160]

4.1 Introduction

On microblogging platforms such as Twitter or Sina Weibo, where the num-
ber of messages on influential events exceeds millions, solving the problem of
information overload and providing solutions that allow users to access new
information efficiently are non-trivial research challenges. Many of the mi-

73
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croposts convey the same information in slightly different forms which puts
a burden on users of microblogging services when searching for new content.

Traditional Web search engines apply techniques for detecting near-dupli-
cate content [73, [L08] and provide diversification mechanisms to maximize the
chance of meeting the expectations of their users [126]. However, there exists
little research that focuses on techniques for detecting near-duplicate content
and diversifying search results on microblogging platforms. The conditions
for inferring whether two microposts comprise highly similar information and
can thus be considered near-duplicates differ from traditional Web settings.
For example, the textual content is limited in length, people frequently use
abbreviations or informal words instead of proper vocabulary and the amount
of messages that are posted daily is at a different scale.

In this chapter, we bridge the gap and explore near-duplicate detection
as well as its preliminary effects on redundancy of search results in the mi-
croblogging sphere. More specifically, we solve the problem that can be
formulated as below.

Problem 3 (Near-Duplicate Detection) Given a search result list of mi-
croposts, the task of near-duplicate detection is to automatically identify the
items with contents of repetition, syntactically and semantically so that such
messages could be filtered out or aggregated in the final search results.

To tackle the problem, we conduct a study of micropost search results
to get a deeper understanding of the duplicate contents on Twitter. As a
result, we infer a model in which the duplication between microposts are
categorized into 5 levels. We then apply techniques of syntactic, semantic,
and contextual nature to engineer sets of features. These features are derived
for individual pairs of tweets to determine their relationship to each other.
We utilize machine learning algorithms to automatically identify the near-
duplicate pairs and their level of duplication. Furthermore, we integrate this
functionality into Twinder to demonstrate the validity of our work in real
usage.

The main research questions answered in this chapter can be summarized
as follows.

e How much duplicate content exists in typical microblog search results?

e How can we automatically detect the duplicate content along with the
duplication level?
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e How does removing or aggregating duplicate contents affect the quality
of the search results with respect to diversity?

In Section @, we introduce the related works on near-duplicate detec-
tion on Twitter. Then we will present our duplication model of microposts

deduced from studying the dataset in Section 1.3. Based on that, we will pro-
pose our near-duplicate detection framework for microposts in Section #.4. In
Section @.5, we will conduct extensive evaluations of our methodology. We

will make preliminary analyses of its impact on the diversity of microblog
search results. Finally, in Section we describe the addition of the dupli-
cation detection component to Twinder.

4.2 Related Work

Near-duplicate detection technologies have been studied extensively for many
types of contents. As driven by the prosperous development of the Web and
search engines, most efforts have been spent on documents on the Web [74,
148]. Theobald et al. [164] targeted the problem incurred by the add-on por-
tions on Web pages such as navigational bars and advertisements. Zhang et
al. [[189] showed the effectiveness of their method for detecting near-duplicate
documents in both English and Chinese. Ture et al. [169] presented a solution
to extract similar pairs of documents across two different languages. Koppula
et al. [89] proposed a method to partially solve the problem by mining rules
for de-duplication using only URL strings without fetching the content ex-
plicitly. The content reuse in online news articles [173] and blog entries [85]
were studied as particular cases of Web documents. Besides extensive work on
near-duplicate detection focusing on the Web, methods were also developed
for other types of textual content, such as email [69], SMS [170] messages, and
scientific publications [167]. As networking bandwidth increased and multi-
media applications became popular, researchers developed approaches for de-
tecting near-duplicate content among images [49] and videos [142]. From an
algorithmic perspective, Mitzenmacher et al. [117] recently proposed efficient
methods for high similarity estimation and Sundaram et al. [154] provided a
solution to deal with large datasets.

A wide range of applications can benefit from near-duplicate detection
algorithms. For instance, successful identification of near-duplicate content
can reduce the costs of crawling, indexing, and storage [108]. The problem

has been tackled most frequently on the pairwise level [74, 164, 169]. Similar
effects can be achieved in a more efficient way by distinguishing the Web



76 Chapter 4. Redundancy: Near-Duplicate Detection for Microposts

mirrors site with the approaches of mining URL patterns [89]. The methods
presented by Hajishirzi et al. [69] and Vallés et al. [170] for Email and SMS
messages can potentially be used to fight spam given that such messages
are mostly the same and sent en masse [87]. The approach of near-duplicate
detection for scientific articles by Tsagkias et al. [167] can support identifying
republished works or plagiarism. The identified structural similarity between
Web pages [80] can be utilized for information extraction.

Among the numerous previous works on duplicate detection from which
the Web search engines benefit, the most typical works are Broder et al’s [25]
shingling algorithm and Charikar’s [B3] random projection approach. Hen-
zinger conducted a large-scale evaluation to compare these two methods [73]
and Manku et al. [L0§] proposed to use the latter one for near-duplicate
detection during Web crawling.

The duplicate detection algorithms proposed for textual corpora rely on
the fingerprint generation [[74, [148, [164] with characters [107] or document
vector [87], the connectivity information between documents [46], document
structure information such as anchor text and anchor window [70], or phrase
usages [13]. Unfortunately, these methods are not suitable in a microblogging
context due to the characteristics of microposts, which are mainly caused
by the shortness and the authoring quality. Moreover, there is a lack of
solutions to the problem of identifying near-duplicate content in the context
of microblogs. In this chapter, we thus aim to bridge the gap and research
near-duplicate detection on Twitter. We evaluate the impact of our method
on the redundancy and its influence on the diversity of microblogging search
results.

4.3 Duplicate Content on Twitter

In this section, we provide the outcomes of our study of duplicate content
on Twitter. We present a definition of near-duplicate tweets in 5 levels and
show concrete examples. We then analyze near-duplicate content in a large
Twitter corpus and investigate to what extent near-duplicate content appears
in Twitter search results.

All our examples and experiments utilize the “Tweets2011” corpus which
is provided by TREC 2011 Microblog Track [113, [123].
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4.3.1 Different Levels of Near-Duplicate Tweets

We define duplicate tweets as tweets that convey the same information either
syntactically or semantically. Particularly, we distinguish near-duplicates in
5 levels.

Exact copy. The duplicates at the level of exact copy are identical in terms
of characters. An example tweet pair (¢1, t2) in our Twitter corpus is:

t1 and t3: Huge New Toyota Recall Includes 245,000 Lexus GS, IS
Sedans - http://newzfor.me/7cuye

Nearly exact copy. The duplicates of nearly exact copy are identical in
terms of characters except for #hashtags, URLs, or @mentions. Consider
the following tweet:

t3: Huge New Toyota Recall Includes 245,000 Lexus GS, IS Sedans -
http://bit.ly/ibUoJs

Here, the tweet pair of (¢1, t3) is a near-duplicate at a level of nearly exact
copy.

Strong near-duplicate. A pair of tweets is strong near-duplicate if both
tweets contain the same core messages syntactically and semantically, but
at least one of them contains more information in form of new statements or
hard facts. For example, the tweet pair of (¢4, t5) is strong near-duplicate:

ty: Toyota recalls 1.7 million vehicles for fuel leaks:
Toyota's latest recalls are mostly in Japan, but they
also... http://bit.ly/dHOPmw

ts: Toyota Recalls 1.7 Million Vehicles For Fuel Leaks
http://bit.1ly/f1WFWU

Weak near-duplicate. Two weak near-duplicate tweets either (i) contain
the same core messages syntactically and semantically while personal opin-
ions are also included in one or both of them, or (ii) convey semantically the
same messages with differing information nuggets. For example, the tweet
pair of (tg, t7) is a weak near-duplicate:

t¢: The White Stripes broke up. Oh well.
t7: The White Stripes broke up. That's a bummer for me.

Low-overlapping. The low-overlapping pairs of tweets semantically con-
tain the same core message, but only have a couple of common words, e.g.
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the tweet pair of (tg, t9):

tg: Federal Judge rules Obamacare is unconsitutional...
tg: Our man of the hour: Judge Vinson gave Obamacare its second
unconstitutional ruling. http://fb.me/zQsChak9

If a tweet pair does not match any of the above definitions, it is considered
as non-duplicate.

4.3.2 Near-Duplicates in Twitter Search Results

The near-duplicates in Twitter search results lead to redundancy thus in-
efficiency in fulfilling information needs. Therefore, we need a better un-
derstanding about the severity of this problem by studying a representative
dataset. Towards this end, we again make use of the Tweets 2011 corpus [113]
from which the example tweets in Section are selected. The introduction
of this dataset can be found in Section .

In this dataset, TREC assessors judged the relevance between 40,855 topic-
tweet pairs for 49 topics. A total of 2,825 topic-tweet pairs were judged as
relevant. In other words, each topic on average has 57.65 relevant tweets. Em-
ploying Named Entity Recognition (NER) services on the content of these
relevant tweets results in 6,995 and 6,292 entity extractions by using DB-
pedia Spotlight [114] and OpenCalais respectively. There are 1,661 external
resources referred by the links mentioned in these relevant tweets, from which
we further extract 35,774 and 56,801 entities respectively by using the two
same services. For each topic, we manually labelled all pairs of relevant
tweets according to the levels of near-duplicates that we defined in in Sec-
tion . More specifically, a junior researcher first labeled the duplicate
pairs according to the definitions given in Section , based on which two
senior researchers checked the labeling and finally achieved an agreement ra-
tio of 98.1%. The inconsistency was then resolved after a discussion among
all three contributors for the annotation. In total, we labelled 55,362 tweet
pairs. As a result, we found that 2,745 pairs of tweets are duplicates, 1.89%
of them were labelled as exact copy and 48.71% of them were judged as weak
near-duplicates (see Figure {.1)).

For each of the 49 topics, we ranked the tweets according to their relevance
to the corresponding topic based on previous work [[157] to investigate to
what extent the ranked search results contain duplicate items. It is should
be noted that the retweets have been removed before this ranking process.
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Figure 4.1: Ratios of near-duplicates in different levels

In the top 10, 20, 50 items and whole range of search results, we find that
19.4%, 22.2%, 22.5%, and 22.3% respectively are duplicates. Given that
approximately one fifth of the items are duplicates, we consider duplicate
detection an important step in the processing pipeline to improve the quality
of the search results.

4.4 Duplicate Detection Framework

We consider the problem of duplicate detection as a classification task that
can be performed in two steps: (i) deciding whether a pair of tweets is du-
plicate or not; and (ii) determining the duplicate level. For both steps, we
rely on a collection of features that exploit syntactic elements, the seman-
tics in both tweets and the content of the referred Web pages, as well as
context information about tweets and users. Finally, we employ logistic re-
gression classifiers to ensemble the characteristics from pairs of tweets into
the detection of duplicates and the determination of the levels.

4.4.1 Features of Tweet Pairs

We now provide an overview of the different features that we extract from
tweet pairs for the task of duplicate detection. Given a pair of tweets (¢, t5),
four sets of features are constructed. In the following sections, we elaborate
on the definition of the features and the hypotheses that led us to include
them in our strategies.
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Syntactic Features

We construct syntactic features by matching the tweet pairs with respect to
their overlap in letters, words, hashtags and URLs.

Feature DF1: Levenshtein distance. This feature indicates the num-
ber of characters required to change one tweet to the other. Each change
can be a deletion, insertion, or substitution. Hence, the Levenshtein distance
evaluates the difference between a pair of tweets with respect to the usages
of words, phrases, etc. As the furthest Levenshtein distance between a pair
of tweets is L4, = 140 (the maximum length of a tweet), we normalize this
feature by dividing the original value by L,,.,. Therefore, the final value of
this feature is in the range of [0, 1].

Hypothesis DH1: The smaller the Levenshtein distance between a pair of
tweets, the more likely they are duplicates and the higher the duplicate score.

Feature DF2: Overlap in terms. This feature compares tweet pairs
term by term. Although the tweets of near-duplicates use similar sets of
words, the ordering of words may differ. Therefore we determine the overlap
in terms between tweet pairs. In our implementation, this feature is measured
by using the Jaccard similarity coefficient as following:

’w(ta) N w(tb)’

[w(ta) Uw(ty)| (4.1)

overlap(w(ty), w(ty)) =

Here, w(t,) and w(ty) are the sets of words that are used in ¢, and ¢,
respectively. As we use the Jaccard similarity coefficient to measure the
overlap, the value of this feature is in the range of [0, 1]. Similarly, the fol-
lowing features that describe overlap in different aspects are measured by the
Jaccard similarity coefficient.

Hypothesis DH2: The more overlap in terms we find between a pair of
tweets, the higher the duplicate score.

Feature DF3: Overlap in hashtags. Hashtags are often used by users
in tweets to get involved in the discussion about a topic, and also to make
their voice easier to be found by others. This feature measures the overlap
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in hashtags between tweet pairs.

Hypothesis DH3: The more common hashtags we find between a pair of
tweets, the more likely they are duplicates and the higher the duplicate score.

Feature DF4: Overlap in URLs Due to the length limitation of tweets,
users often make use of URLSs to provide pointers to relevant more detailed
information. Hence we determine the overlap of the links contained in the
given pair of tweets. If a pair of tweets contain the same URL, they are
probably about the same topic and are likely to be duplicates.

Hypothesis DH: The more overlap in URLs we find between a pair of
tweets, the more likely they are duplicates and the higher the duplicate score.

Feature DF5: Overlap in expanded URLs. Various Twitter client ap-
plications and sharing functions used by news media sites shorten the URLs
in order to give more space for real content [10]. As a result, we may miss
some actual overlap in URLs if we only check the original URLs. For this
reason, we measure the overlap in expanded URLs between tweets. The ex-
panded URLs can be obtained via the redirected locations given in the HT'TP
responses.

Hypothesis DH5: The more common URLs we find between a pair of
tweets after expanding the URLs, the more likely they are duplicates and the
higher the duplicate score.

Feature DF6: Length difference. Besides matching letters, words, hash-
tags, and URLSs, we also calculate the difference in length between two tweets
and normalize it by L4z

abs(|tweet,| — [tweety|)
140

length__difference = (4.2)

Hypothesis DH6: The smaller the difference in length between two tweets,
the higher the likelihood of them being duplicates and the higher their duplicate
score.
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Semantic Features

Apart from syntactic features of tweet pairs, semantic information may also
be valuable for identifying duplicates, especially when the core messages or
important entities in tweets are mentioned in different order. For this reason,
we analyze the semantics in both tweets of a pair and construct features that
may help with distinguishing duplicate tweets. We utilize NER services,
including DBpedia Spotlight, OpenCalais, as well as the lexical database
WordNet to extract the following features.

Feature DF7: Overlap in entities. Given extracted entities or concepts,
we can determine the overlap between the sets of entities in tweet pairs. The
near-duplicate tweet pairs should contain the same core message and there-
fore the same entities should be mentioned.

Hypothesis DH7: Tweet pairs with more overlapping entities are more
likely to have a high duplicate score.

Feature DF8: Overlap in entity types. Lets now consider the types
of entities extracted. For example, if ¢; contains the entities of type person
and location, t, should also contain the same type of entities if they are a
near-duplicate tweet pair. Otherwise, more types of entities may indicate
more information or fewer types may suggest only a partial coverage of the
core message. Therefore, we construct features that measure the overlap in
entity types between tweet pairs.

Hypothesis DHS: Tweet pairs with more overlapping entity types are more
likely to have a high duplicate score.

Feature DF9: Overlap in topics. Besides outputting entities with types,
OpenCalais can classify the input textual snippets into 18 different categories
a.k.a. topics. In this case, each tweet may be assigned more than one topic
label or no topic at all. Therefore, it is possible to construct a feature by
checking the overlap in topics.

Hypothesis DH9: The tweet pairs that share more topics are more likely
to have a high duplicate score.
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Feature DF10: Overlap in WordNet concepts. We constructed this
feature to compute the overlap based on lexical standards. To achieve this,
we make use of the lexical database WordNet [116] to identify the nouns in
pairs of tweets and calculate their overlap in these nouns. Practically, we use
JWI (MIT Java Wordnet Interface)ﬂ to find the root concepts of the nouns
in the tweets, e.g. W, is the set of WordNet noun concepts that appear in t,,
W, stands for the set of WordNet concepts that appear in t;:

‘Wame‘

— 4.3
‘Wa ) Wb‘ ( )

OverlapWordNet =

Hypothesis DH10: The more overlap in WordNet noun concepts we find
in a pair of tweets, the more likely they are to be duplicates and the higher
their duplicate score.

Feature DF11: Overlap in WordNet synset. Making use of merely
WordNet noun concepts may not fully cover the overlap in information be-
cause different tweets may use different words or synonyms to convey the
same information. In WordNet, synsets are interlinked by means of conceptual-
semantic and lexical relations. That is to say, synonyms or words that denote
the same concept and are interchangeable in many contexts, are grouped into
unordered sets (synsets)d. Therefore, we can make use of synsets to include
all words with similar meaning.

Hypothesis DH11: If the words in synsets are included for checking over-
lap between tweet pairs them the overlap feature may have a more positive
correlation with the duplicate scores.

Feature DF12: WordNet similarity. There are several existing algo-
rithms for calculating the semantic relatedness between WordNet concepts,
e.g. the method proposed by Lin et al. [98] can measure the semantic related-
ness between two concepts with a value between [0, 1]. The WordNet concepts
are paired according to their relatedness. Practically, we follow Algorithm

to compute this feature for a tweet pair (t,, t;). In the description of the
algorithm, W, stands for the set of WordNet noun concepts that appear in ¢,.

Yhttp://projects.csail.mit.edu/jwi/, accessed July 30th, 2014
2http://wordnet.princeton.edu, accessed October 6th, 2014
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Algorithm 1: WordNet similarity of a tweet pair

input : Tweet Pair (¢4, tp)
output: WordNet similarity of Tweet Pair (¢4, t3)

acc « 0;

if |to| > |ts| then

| swap(tq, t);

foreach WordNet noun concept ¢, in t, do

maximum <— 0;

foreach WordNet noun concept ¢ in t do
if maximum < similarityy, (cq, ¢p) then

L L maximum <— similarityy, (cq, cp);

acc <—acc + maximum;

acc .
[Wal?

return

Hypothesis DH12: The higher the WordNet similarity of a tweet pair,
the higher the likelihood of the tweets being duplicates and the higher their
duplicate score.

Enriched Semantic Features

Due to the length limitation of tweets, 140 characters may not be enough to
tell a complete story. Furthermore, some tweets, created by sharing buttons
from other news sites for example, may even break the complete message.
Thus, we make use of the external resources that are linked from the tweets.
This step yields additional information and further enriches the tweets’ se-
mantics. Finally, we build a set of so-called enriched semantic features.

We construct six enriched semantic features, which are constructed in
the same way as the semantic features introduced in Section . The only
difference is that the source of semantics contains not only the content of the
tweets but also the content that we find by retrieving the content of the Web
pages that are linked from the tweets.

Contextual Features

Besides analyzing syntactic and semantic aspects, which describe the char-
acteristics of tweet pairs, we also evaluate the effects of the context in which
the tweets were published. We investigate three types of contextual features:
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temporal difference of the creation times, similarity of the tweets’ authors,
and the client application that the authors used.

Feature DF13: Temporal difference. For several popular events, e.g.
the UK Royal wedding and the Super Bowl, users have posted thousands of
tweets per second. During these events, breaking news are often retweeted
not long after being posted. Therefore, it is reasonable to assume that the
time difference between duplicate tweets is rather small. We normalize this
feature by dividing the original value by the length of the temporal range of
the dataset (two weeks in our setup).

Hypothesis DH13: The smaller the difference in posting time between a
pair of tweets, the higher the likelihood of it being a duplicate pair and the
higher the duplicate score.

Feature DF14: User similarity. Similar users may publish similar con-
tent. We measure user similarity in a lightweight fashion by comparing the
number of followers and the number of followees. Hence, we extract two fea-
tures: the differences in #followers and #followees to measure the similarity
of the authors of a post. As the absolute values of these two features vary in
magnitude, we normalize this feature by applying log-scale and dividing by
the largest difference in log-scale.

Hypothesis DH14: The higher the similarity of the authors of a pair of
tweets, the more likely that the tweets are duplicates.

Feature DF15: Same client. This is a boolean feature that is set to true
when the pair of tweets were posted by the same client application. With
authorization, third-party client applications can post tweets on behalf of
users. Hence, different Twitter client applications as well as sharing buttons
on various Web sites are being used. As the tweets that are posted from
the same applications and Web sites may share similar content, provenance
information and particularly information about the client application may
be used as evidence for duplicate detection.

Hypothesis DH15: The tweet pairs that are posted from the same client
application tend to be near-duplicates.
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4.4.2 Feature Analysis

As previously stated, we take the Tweets2011 corpus as our Twitter stream
sample for the task of duplicate detection. Before we turn to evaluating our
duplicate detection strategies, we first perform an in-depth analysis of the
features that we presented in Section . Regarding semantic features,
we tried employing both DBpedia Spotlight and OpenCalais. In fact, we
later found only a slight difference in performances. Therefore in practice,
we construct two features and derivative features (introduced later) by using
DBpedia Spotlight because it yields slightly better results. We extracted these
features for the 55,362 tweet pairs with duplication judged (see Section )
In Table @, we list the average values and the standard deviations of the
features and the percentages of true instances for the boolean feature re-
spectively (same client). Moreover, Table @ shows a comparison between
features of duplicate (across all 5 levels of duplication) and non-duplicate
tweet pairs.

Unsurprisingly, the Levenshtein distances of duplicate tweet pairs are on
average 15% shorter than the ones of non-duplicate tweet pairs. Similarly,
duplicate tweet pairs share more identical terms than non-duplicate ones:
the duplicates have a Jaccard Similarity of 0.2148 in terms, whereas only
0.0571 for the non-duplicates. Hence, these two features which compare the
tweets in letters and words may be potentially good indicators for duplicate
detection. Although there is a difference in common hashtags between the
duplicates and the non-duplicates, the overlap in hashtags does not seem to
be a promising feature as indicated by the low absolute value. This may be
explained by the low usage of hashtags. The two features that are based on
the overlap in hyperlinks show similar characteristics but are slightly more
distinguishing. As expected, we discover more overlap in links by expanding
the shortened URLs.

Tweet pairs may convey the same messages with syntactically different
but semantically similar words. If this is the case then the syntactic features
may fail to detect the duplicate tweets. Therefore, the features that are for-
mulated as overlap in semantics are expected to be larger in absolute values
than the syntactic overlap features. Overall, the statistics that are listed in
Table are in line with our expectations. We discover more overlap in the
duplicates along 3 dimensions, including entities, entity types, and topics,
by exploiting semantics with NER services. More distinguishable differences
can be found in the features constructed from WordNet. The duplicate tweet
pairs have more overlap in WordNet noun concepts or synsets (0.38) than
the non-duplicate pairs (0.12). The feature of WordNet similarity is also
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potentially a good criterion for duplicate detection: the average similarity
of duplicate pairs is 0.61 compared to 0.35 for non-duplicate pairs. The
comparison of the enriched semantic features shows similar findings to those
we observed for the semantic features. Again, the features that compare
WordNet-based concepts are more likely to be good indicators for duplicate
detection. However the WordNet similarity shows less difference if we con-
sider external resources.

Finally, we attempted to detect the duplicates based on information about
the context in which the tweets were posted. Hypothesis DH13 (see Sec-
tion ) states that duplicates are more likely to be posted in a short tem-
poral range. The result for the feature of temporal difference in Table
supports this hypothesis: the average value of this feature for the duplicate
pairs is only 0.0256 (about 8 hours before normalization, see Section ) in
contrast to 0.2134 (about 3 days) for the non-duplicate ones. With respect to
user similarity, we have not discovered an explicit difference between the two
classes. Regarding the client applications from which duplicate tweets are
posted, we observe the following: 21.1% of the duplicate pairs were posted
from the same client applications whereas only 15.8% of the non-duplicate
ones show the same characteristic.

4.4.3 Duplicate Detection Strategies

Having all the features constructed in Section and preliminarily an-
alyzed in Section , we now create different strategies for the task of
duplicate detection. In practice, as requirements and limitations may vary
in processing time, real-time demands, storage, network bandwidth etc., dif-
ferent strategies may be adopted. Given that our models for duplicate detec-
tion are derived from logistic regression, we define the following strategies by
combining different sets of features, including one Baseline strategy and six
duplicate detection strategies proposed by us: Sy (only syntactic features),
SySe (including tweet content-based features), SyCo (without semantics), Sy-
SeCo (without enriched semantics), SySeEn (without contextual features),
and SySeEnCo (all features).

Baseline Strategy

In previous work, Levenshtein distance [118] has been used as the method to
identify the similarity in Twitter messages. Therefore, we use it as the only
feature in the baseline strategy, which compares tweet pairs letter by letter
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to classify pairs as duplicates.

Duplicate Detection Strategies

Our duplicate detection strategies exploit the sets of features that have been
introduced in Section ) In our duplicate detection framework, the dupli-
cate detection strategies can easily be defined by grouping together different
features.

Sy The Sy strategy is the most basic strategy in Twinder. It includes only
syntactic features that compare tweets on a term level. These features can
easily be extracted from the tweets and are expected to have a good perfor-
mance on the duplicates for the levels of Fxact copy or Nearly exact copy.

SySe This strategy makes use of the features that take the actual content of
the tweets into account. Besides the syntactic features, this strategy makes
use of NER services and WordNet to obtain the semantic features.

SyCo The strategy of SyCo (without semantics) is formulated to prevent
the retrieval of external resources as well as semantic extractions that rely
on either external Web services or extra computation time. Only syntactic
features and contextual features are considered by this strategy.

SySeCo Duplicate detection can be configured as applying features with-
out relying on external Web resources. We call the strategy that uses the
sytactical features, semantics that are extracted from the content of tweets,
and the contextual information SySeCo.

SySeEn The contextual features, especially the ones related to users, may
require extra storage and may be recomputed frequently. Therefore, the
duplicate detection may work without contextual information by applying
the so-called SySeEn (without contextual features).

SySeEnCo If enough hardware resources and network bandwidth are avail-
able then the strategy that integrates all the features can be applied so that
the quality of the duplicate detection can be maximized.

4.5 Evaluation of Duplicate Detection Strategies

To understand how different features and strategies influence the effective-
ness (i.e. the classification accuracy) of duplicate detection, we formulated a
number of research questions, which can be summarized as follows:
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1. How accurately can the different duplicate detection strategies identify
duplicates?

2. What kind of features are of particular ¢émportance for duplicate detec-
tion?

3. How does the importance of features vary for different types of search
topics?

4. How does the accuracy vary for the different levels of duplicates?

4.5.1 Experimental Setup

We employ logistic regression for both duplicate detection tasks: (i) to clas-
sify tweet pairs as duplicate or non-duplicate and (ii) to estimate the dupli-
cation level. Due to the limited amount of duplicate pairs (of all 5 levels,
2,745 instances) in the manually labelled dataset (55,362 instances in total,
see Section ), we use 5-fold cross-validation to evaluate the learned clas-
sification models. At most, we used 22 features as predictor variables (see
Table @) Since the fraction of positive instances is considerably smaller
than the negative one, we employed a cost-sensitive classification setup to
prevent all tweet pairs from being classified as non-duplicates. Moreover,
as the precision and recall for non-duplicate are over 90%, we use the non-
duplicate class as the reference class and focus on the classification accuracy
of the class of duplicates. We use precision, recall, and F-measure to evaluate
the results. Furthermore, since our final objective in this chapter is to reduce
redundancy in search results, we also point out the fraction of false positives
as the indicator of the costs of losing information by applying our framework.

4.5.2 Influence of Strategies on Duplicate Detection

Table @ shows the performance of predicting the duplicate tweet pairs by ap-
plying the strategies described in Section . The baseline strategy, which
only uses Levensthein distance, leads to a precision and recall of 0.5068 and
0.1913 respectively. It means, for example, if 100 relevant tweets are returned
for a certain search query and about 20 tweets (the example ratio of 20% ac-
cording to the statistics given in Section ) are duplicates that could be
removed, the baseline strategy would identify 8 tweets as duplicates. How-
ever, only 4 of them are correctly classified while 16 other true duplicates are
missed. In order to combine both precision and recall in once, the F-measure
is used and for the Baseline strategy the value is 0.2777. In contrast, the Sy
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strategy, which is the most basic one, leads to a much better performance
in terms of all measures, e.g. an F-measure of 0.3923. By combing the con-
textual features, the SyCo strategy achieves a slightly better F-measure of
0.4067. It appears that the contextual features contribute relatively little to
the classification accuracy.

Strategies Precision Recall F-measure

Baseline 0.5068 0.1913 0.2777
Sy 0.5982  0.2918 0.3923
SyCo 0.5127 0.3370 0.4067
SySe 0.5333  0.3679 0.4354
SySeEn 0.5297 0.3767 0.4403
SySeCo 0.4816  0.4200 0.4487
SySeEnCo 0.4868 0.4299 0.4566

Table 4.2: Performance Results of duplicate detection for different sets of features

Subsequently, we leave out the contextual features and compute the im-
portance of semantics in the content of the tweets and external resources.
The SySe (including tweet content-based features) strategy considers not
only the syntactic features but also the semantics extracted from the content
of the tweets. We find that the semantic features can boost the classifier’s
effectiveness as the F-measure increased to 0.4354. The enriched semantics
extracted from external resources brought little benefit to the result as the
SySeEn strategy has a performance with F-measure of 0.4403. Overall, we
conclude that semantics play an important role as they lead to a performance
improvement with respect to F-measure from 0.3923 to 0.4403.

Thus the so-called SySeCo strategy excludes the features of enriched se-
mantics but again includes the contextual features. Given this strategy, we
observe an F-measure of 0.4487. However, if we adopt the strategy of Sy-
SeEnCo (all features), the highest F-measure can be achieved. At the same
time, we nearly achieve the same precision as the Baseline strategy but boost
the recall from 0.1913 to 0.4299. This means that more than an additional
20% of duplicates can be found while maintaining accuracy levels. In this
stage, we will further analyze the impact of the different features in detail as
they are used in the strategy of SySeEnCo.

In the logistic regression approach, the importance of features can be
investigated by considering the absolute value of the coefficients assigned
to them. We have listed the details about the model derived for the Sy-
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Performance Measure Score

precision 0.4868

recall 0.4299

F-measure 0.4566

Category Feature Coefficient
Levenshtein distance -2.9387

overlap in terms 2.6769

syntactic overlap in hashtags 0.4450
overlap in URLs 1.2648

overlap in expanded URLs 0.8832

length difference 1.2820

overlap in entities -2.1404

overlap in entity types 0.9624

semnantics overlap in topics 1.4686
overlap in WordNet concepts 4.5225

overlap in WordNet Synset concepts 0.6279

WordNet similarity -0.8208

overlap in entities -0.8819

overlap in entity types 0.9578

enriched  overlap in topics -0.1825

semantics  overlap in WordNet concepts -2.0867
overlap in WordNet Synset concepts 2.5496

WordNet similarity 0.7949

temporal difference -12.6370

contextual difference in #followees 0.4504
difference in #followers -0.3757

same client -0.1150

Table 4.3: The coefficients of different features

SeEnCo (all features) strategy in Table @, in which the five features with
the highest absolute coefficients are underlined. The most important features
are:

o Levenshtein distance: As it is a feature of negative coefficient in the
classification model, we infer that a shorter Levenshtein distance in-
dicates a higher probability of being duplicate pairs. Therefore, we
confirm our Hypothesis DH1 made in Section .

o overlap in terms: Another syntactic feature also plays an important role
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as the coefficient is ranked fourth most indicative in the model. This
can be explained by the usage of common words in duplicate tweet
pairs. This result supports Hypothesis DH2.

o overlap in WordNet concepts: The coefficients of semantic and enriched
semantic vary in the model. However, the most important feature is
overlap in WordNet concepts. It has the largest positive weight which
means that pairs of tweets with high overlap in WordNet concepts
are more likely to be duplicates, confirming Hypothesis DH10 (Sec-
tion ) However, we noticed a contradiction in the feature set
of enriched semantics, in which the coefficient for overlap in WordNet
concepts is negative (-2.0867) whereas the one the coefficient for the
overlap in WordNet synset concept is positive (2.5496). It can be ex-
plained by the high correlation between these two features, especially
for high coverage of possible words in external resources. For this rea-
son, they counteract each other in the model.

o temporal difference: In line with the preliminary analysis, the shorter
the temporal difference between a pair of tweets, the more likely that
it is a duplicate pair. The highest value of the coefficient is partially
due to low average absolute values of this feature. However, we can
still conclude that Hypothesis DH13 holds (see Section )

Overall, we note that the hypotheses we derived for syntactic features
hold. The same conclusion cannot be drawn about the hypotheses that are
based on semantic features. There are several reasons for this outcome. Con-
sider, for example, the overlap of WordNet concepts in the set of enriched
semantics, which is negative. The reason for this may be twofold: (i) more
general terms (such as politics, sport, news, mobile) are overlapping if we
consider external resources; (ii) the features in the set of enriched semantics
may mislead when we extract the features for a pair of tweets from which
no external resources can be found or only one tweet contains a URL. The
situation for other features, e.g. WordNet similarity, can be explained by the
dependencies between some of them. More specifically, the features that are
based on WordNet similarity in the sets of semantics and enriched semantics
may have positive correlation. Therefore, the coefficients complement each
other in values. When we consider only the contextual features, all other
three features except the temporal difference do not belong to the most im-
portant features. More sophisticated techniques for measuring user similarity
might be used to better exploit, for example, the provenance of tweets for
the duplicate detection task.
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4.5.3 Influence of Topic Characteristics on Duplicate Detec-
tion

In all reported experiments so far, we have considered the entire Twitter
sample available to us. In this section, we investigate to what extent certain
topic (or query) characteristics play a role for duplicate detection and to what
extent those differences lead to a change in the logistic regression models.

Consider the following two topics: Taco Bell filling lawsuit (MBOQOE)
and Egyptian protesters attack museum (MBO010). While the former has a
business theme and is likely to be mostly of interest to American users, the
latter topic belongs into the category of politics and can be considered as
being of global interest, as the entire world was watching the events in Egypt
unfold. Due to these differences, we defined a number of topic splits. A
manual annotator then decided for each split dimension into which category
the topic should fall. We investigated four topic splits, three splits with two
partitions each as introduced in Section m and one split with five partitions
described as follows:

e Topic themes: The topics were classified as belonging to one of five
themes, either business, entertainment, sports, politics or technology.
MBO002 is, e.g., a sports topic while MB019 is considered to be a political
topic.

Our discussion of the results focuses on two aspects: (i) the difference
between the models derived for each of the two partitions, and (ii) the differ-
ence between these models (denoted Mpitname) and the model derived over
all topics (MallTopics)~

The results for the three binary topic splits are shown in Table @ There
are three splits shown here: popular vs. unpopular topics, global vs. local
topics, and persistent vs. occasional topics. While the performance mea-
sures are based on 5-fold cross-validation, the derived feature weights for the
logistic regression model were determined across all topics of a split. The
total number of topics is 49. For each topic split, the three features with the
highest absolute coefficient are underlined.

Popularity: A comparison of the most important features of M,opuiar
and Myppopular shows few differences with the exception of a single feature:
temporal difference. While temporal difference is the most important fea-
ture in Mopyiar, it is ranked fourth in Myp,popuiar- We hypothesize that the

3The identifiers of the topics correspond to the ones used in the official TREC dataset.
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discussion on popular topics evolves quickly on Twitter, thus the duplicate
tweet pairs should have little difference in posting time.

Global vs. Local: The most important feature in M;,p4;, the overlap in
terms, and the second most important feature in M;,.,;, Levenshtein distance,
do not have a similar significance in each others’ models. We consider it as
an interesting finding and the possible explanation can lie in the sources of
the information. On the one hand the duplicate tweets about the local topics
may share the same source thus are low in Levenshtein distances; on the
other hand, different sources may report on the global topics in their own
styles but with the same terms.

Temporal persistence: Comparing the Mpersistens and the Moceasional
models, yields to similar conclusions as in the previous two splits: (i) the
persistent topics are continuously discussed so that the duplicate pairs are
more likely to have short temporal differences, while the temporal differ-
ences between tweets on occasional topics are relatively insignificant; (ii) the
occasionally discussed topics are often using the same set of words.

Theme business entertainment sports politics technology
#topics 6 12 5 21 2
#samples 11,445 7,678 1,722 30,037 1,622
Measure business entertainment sports politics technology
precision 0.6865 0.6844 0.5000 0.4399 0.6383
recall 0.6615 0.7153 0.6071 0.4713 0.7143
F-measure 0.6737 0.6995 0.5484 0.4551 0.6742

Table 4.5: Performance comparison across topic theme partitions

Topic Themes: The partial results of the topic split according to the
theme of the topic are shown in Table @ . Three topics did not fit in
any of the five categories. Since the topic set is split into five partitions,
the size of some partitions is extremely small, making it difficult to reach
conclusive results. Nevertheless, we can detect trends such as the fact that
duplicate tweet pairs in sports topics are more likely to contain the same
source links (positive coefficient of overlap in original URLs), while duplicate
pairs in entertainment topics contain more shortened links (positive coeffi-
cient of overlap in expanded URLs). The overlap in terms has a large impact
on all themes apart from politics. Another interesting observation is that a
short temporal difference, is a prominent indicator for the duplicates in the
topics of entertainment and politics but not in the other models.

4Full results, which contain the coefficient of all features in each topic theme, can be
found online at http://ktao.github.io/phd/))
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4.5.4 Analysis of Duplicate Levels

Having estimated whether a tweet pair is duplicate or not, we now proceed to
the second step of the duplicate detection task: determining the duplication
level of the tweet pair. We compare the different strategies (see Section )
in the same way as we have done in Section . To analyze the performance
in general, we used the weighted measures, including precision, recall, and
F-measure, across 5 levels. The weight of each level depends on the ratio of
duplicate instances. The effectiveness constantly improves as more features
are considered in terms of F-measure. A similar pattern in performance
improvement can be observed from the results are summarized in Table {4.6.
However, it appears that the enriched semantics are more prominent than
the contextual features as the so-called SySeEn strategy (without contextual
features) performs better than SySeCo strategy (without enriched semantics).

Strategies Precision Recall F-measure

Baseline 0.5553 0.5208 0.5375
Sy 0.6599 0.5809 0.6179
SyCo 0.6747 0.5889 0.6289
SySe 0.6708 0.6151 0.6417
SySeEn 0.6694 0.6241 0.6460
SySeCo 0.6852 0.6198 0.6508
SySeEnCo 0.6739 0.6308 0.6516

Table 4.6: Performance Results of predicting duplicate levels for different sets of
features

In Figure @, we plot the performance of the classification for 5 different
levels and the weighted average of them with all the strategies that we have
introduced in Section . The curves for 5 different levels show a similar
trend. We observe that the level of Weak near duplicate performs better
than average and the reason can be attributed to the large ratio of learning
instances (see Figure @) The classification of Ezact copy is the best due
to the decisive influence of the Levensthein distance. However, we see a
declining trend in performance as we integrate more other features. Hence,
further optimization is possible.

4.5.5 Optimization of Duplicate Detection

To optimize the duplicate detection procedure, we exploit the fact that du-
plicate pairs of level Fzxact copy can easily be detected by their Levenshtein
distance of 0. After the removal of mentions, URLs, and hashtags, we can
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Figure 4.2: The F-measure of classification for different levels and weighted average
by applying different strategies

also apply the same rule for Nearly exact copy. Therefore, we can optimize
the duplicate detection procedure with the following cascade:

1. If the Levensthein distance is zero between a pair of tweets or after
removal of mentions, URLs, and hashtags from both of them, they can
be classified as Eract copy or Nearly exact copy;

2. Otherwise, we apply the aforementioned strategies to detect duplica-
tion.

After this optimization, we get a performance improvement from 0.45 to
0.55 with respect to the F-measure. The corresponding results are listed in
Table @ (the original results are given in Table §.2).

4.6 Near-Duplicate Detection in Twinder

A core application of near-duplicate detection strategies is to lower the re-
dundancy in search results in order to achieve diversification. Therefore, we
integrated our duplicate detection framework into the Twinder, the proto-
type search engine that we first introduced in Chapter E and improved with
our findings in relevance estimation in Chapter B. Figure depicts the
architecture of Twinder and highlights the core modules which we designed,
developed and analyzed in the context of this chapter.
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Strategies Precision Recall F-measure

Baseline 0.9011 0.2856 0.4337
Sy 0.7065 0.4095 0.5185
SyCo 0.6220 0.4550 0.5256
SySe 0.6153 0.4849 0.5424
SySeEn 0.5612 0.5395 0.5501
SySeCo 0.6079 0.4914 0.5435
SySeEnCo 0.5656 0.5512 0.5583

Table 4.7: Performance Results of duplicate detection using different strategies af-
ter optimization
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Figure 4.3: Architecture of the Twinder Search Engine with Duplicate Detection

4.6.1 Lightweight Diversification Strategy

In the updated version of Twinder, we perform the duplicate detection and
diversification after the relevance estimation of the tweets (see Section @)
Hence, given a search query, the engine first ranks the tweets according to
their relevance and then iterates over the top-k tweets of the search results
to remove near-duplicate tweets and diversify the search results. Both, the
duplicate detection and the relevance estimation module, benefit from the
features that are extracted as part of the indexing step which is performed
iteratively as soon as new tweets are monitored.

The lightweight diversification strategy applies the near-duplicate detec-
tion functionality as listed in Algorithm P. It iterates from the top to the
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Algorithm 2: Diversification Strategy

input : Ranking of tweets T, k

output: Diversified top-k ranking T'Qk

T'Qk + 0;

1 < 0;

while ¢ < k and ¢ < T.length do

j i+l

while j < T.length do
if T'[i] and T [j] are duplicates then
L remove 1[j] from T;

else

| i+
| T'[i] = T'[i
return 7' Qk;

bottom of the top-k search results. For each tweet i, it removes all tweets
at rank j with ¢ < j (i.e. tweet ¢ has a better rank than tweet j) that are
near-duplicates of tweet 1.

4.6.2 Evaluation of Lightweight Diversification Strategy

In Section , we analyzed the ratios of duplicates in the search results.
After applying the lightweight diversification strategy proposed above, we
again examine the ratios. The results are listed in Table and reveal
that the fraction of near-duplicate tweets within the top-k search results is
considerably smaller. For example, without diversification there exists, on
average, for 22.2% of the tweets at least one near-duplicate tweet within the
top 20 search results. In contrast, the diversification strategy improves the
search result quality with respect to duplicate content by more than 50%.
Thus there are, on average, less than 11% duplicates in the top 20 search
results.

Range Top 10 Top 20 Top 50 All

Before diversification 19.4% 22.2% 22.5%  22.3%
After diversification 9.1% 10.5% 12.0% 12.1%
Improvement 53.1% 52.0% 46.7%  45.7%

Table 4.8: Average ratios of near-duplicates in search results after diversification
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4.6.3 Implementation in TAL

In order to integrate Duplicate Detection into Twinder, we again need two
workflows, one for preprocessing the continuously arriving microposts, and
another for providing the search result lists that will be processed by both
the feature-based relevance estimation component introduced in Chapter
and the duplicate detection framework proposed in this chapter.

As we also exploit the external links in the microposts for duplicate de-
tection process, we adapt the preprocessing script given in Section as
follows.

twitter.sample()
# add an attribute named lang to represent the language identification result
this.lang := langid(this.text)

filter := this.lang == "en" # filter out non-English tweets

# prepare the semantics from tweets and external webpages, sentiment

this.semantics := semantics.dbp(this.text)
this.sentiment := sentiment(this.text)
this.urls.content := extcrawl(this.urls)
this.ext_semantics := semantics.dbp(this.urls.content)
store()

index ()

According to the lightweight diversification strategy introduced in Sec-
tion , we need to implement Algorithm E in TAL. Therefore, we append
the candidate list of potential tweets with features to each item in the search
results and automatically classify the pairs into the category of duplicate or
non-duplicate pairs. The implemented in TAL is presented as follows:

# will give LM-based retrieval score, semantic relevance score
search("Haiti Aristide return")

# invoke the relevance estimation in one statement
this.query.relevance := enrich.relevance_estimation(this)

# filter out non-relevant items and the lower ranked items
filter(this.query.relevance != true)
filter(this.query.rank > 100)

# prepare the candidate lists
this.candidate := pairs(query.rank < this.query.rank)

# prepare the features
this.candidate.syntactic := ...
this.this.candidate.semantic := ...
this.candidate.enriched_semantic := ...
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this.candidate.contextual := ...
# applying the pre-trained duplicate detection model
this.candidate.duplicate := ml.classify(this,DUPLICATE.model,DUPLICATE_TAL.mapping)

this.meta.isduplicate := ...

# filter out the items with marked as duplicates
filter(this.meta.isduplicate)

4.6.4 Demonstration

We have implemented the near-duplicate detection function in Twinder. Fiﬁ_
ure shows the search result page for the query of “Haiti Aristide return”d.

@

06 Twinder

<> | (O] (2] [+]© rupocavoscaosoindaseies ¢ hecaic O]

EUUINJ € (o Y
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Haitian Politics - Rev Jeremiah Wright Wants ARISTIDE To Return To Haiti: Yes, It will be good for Aristide to r.. http://bit ly/i2hFSi

Haitifeed

If Duvalier Can Return to Haiti, Why Can?t Aristide? ? New America Media http://bit.ly/eCWStk #haiti

HaitiLibre

Haiti - Aristide : His return, an affai... - m/fben.php?id=2193

HaitilnfoProj

Will NGOs & missionaries recognize #Haiti and #Haitians after Aristide returns? When the “helpless" are empowered then what?

amazon_vouchers

09 0 0 0

If Duvalier Gan Return to Haiti, Why Can't Aristide? - New America Media http://goo.gUfb/USKRK

Figure 4.4: The search results rendered in Twinder with Near Duplicate Detection
applied

The micropost text with a red background is detected as near-duplicate
of the one with the text in cyan.

®Query with the identifier of MB003 in TREC 2011 Microblog Track
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4.7 Discussion

In Chapter E, we introduced Twinder, a search engine for Twitter streams,
and improved the relevant estimation in Chapter B. Having investigated
the dataset, we find people are still confronted with a high fraction of near-
duplicate content when searching and exploring information on microblog-
ging platforms such as Twitter. In this chapter, we analyzed the problem of
near-duplicate content on Twitter and developed a duplicate detection and
lightweight search result diversification framework for Twitter.

To solve the problem and the research questions raised in the beginning of
this chapter, we introduced and evaluated our duplicate detection framework.
Further, we integrated this function into Twinder. We summarize our findings
in Table @

Our framework is able to identify near-duplicate tweets with a precision
and recall of 48% and 43% respectively by combining (i) syntactic features,
(ii) semantic features, (iii) contextual features, (iv) by considering informa-
tion from external Web resources that are linked from the microposts. For
certain types of topics such as occasional news events, we observe perfor-
mances of more than 61% and 50% with respect to precision and recall.

Our experiments show that semantic features such as the overlap of Word-
Net concepts are of particular importance for detecting near-duplicates. By
analyzing a large Twitter sample, we also identified five main levels of du-
plication ranging from ezact copies which can easily be identified by means
of syntactic features such as string similarity to low overlapping duplicates
for which an analysis of the semantics and context is specifically important.
Our framework is able to classify the duplication score on that level with an
accuracy of more than 60%.

Given our near-duplicate detection strategies, we additionally developed
functionality for the diversification of search results. We integrated this func-
tionality into the Twinder search engine and could show that our duplicate
detection and diversification framework improves the quality of the top-k re-
trieval results significantly since we decrease the fraction of duplicate content
that is delivered to the users by more than 45%.

However, we notice that the lower redundancy achieved in this chapter
does not necessarily mean an increase in diversity in a more general sense.
Therefore, we will further dedicate Chapter [ to the investigation of this
problem in order to provide a deeper insight into the diversity existing in
microposts.



Research Question

Summary of Findings

How much duplicate content exists
in typical microblog search results?

» By conducting a study on the
corpus of Tweets2011, we inferred a
5-level duplication model of
micropost pairs.

» Based on this model, we found
about 20% of the search result
items to be duplicate items.

How can we automatically detect
the duplicate content along with the
duplication level?

» We presented a duplicate
detection framework to solve this
problem by comparing syntactic
characteristics, semantic similarity,
and contextual information.

» The importance of semantic
similarity between micropost pairs
is more significant in duplicate
detection compared to syntactic
characteristics and contextual
information.

» The topic characteristics have
influences on the duplicate
detection model and the
performance can be improved by
adapting the model to the
characteristics or the theme of the

query.

How does removing or aggregating

duplicate contents affect the quality
of the search results with respect to
diversity?

» By integrating the duplicate
detection framework into Twinder,
we apply a lightweight
diversification strategy and find
that our approach can reduce the
redundancy in the search results by
about 50%.

Table 4.9: Overview on research questions investigated in Chapter H



Chapter 5

Diversity: Exploring
Subtopics in Micropost
Retrieval

Given the prototype search engine for Twitter that has been introduced in
Chapter B, we have investigated approaches to estimate the relevance of
tweets to the given query (see Chapter B) as well as strategies to reduce
redundancy (see Chapter @) We have shown how these analytical tasks have
been implemented in TAL, which is the key to our Twitter Analytical Plat-
form. In this chapter, we further take the diversity of tweets as our research
focus, with the motivation we got from the redundancy work. While search
result diversity has been studied in the context of Web search for a number
of years [§, 126], no comparable data set has been developed for microposts
yet. To tackle this problem, we constructed a corpus dedicated to search
research diversification. We present the methodology for building such a cor-
pus and conduct a comprehensive analysis of its suitability for the designated
purposes. Finally we apply our de-duplication framework to determine its
effects on diversity in search results. The main contributions in this chapter
have been published in [161].

5.1 Introduction

Given the massive amount of data being posted on Twitter about different
aspects on certain events [B, [121, 133, 175], users may use the search function
to get the information relevant to their interests. From the standard Web

105
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search setup we know that queries that users pose to search engines are often
ambiguous - either because different users express different query intents with
the same query terms or because the query is underspecified and it is unclear
which aspect of a particular query the user is interested in. Search result
diversification, which aims at maximizing the coverage of a range of query
intents or aspects of an underspecified or ambiguous topic within a search
result ranking, has been shown in recent years to be an effective strategy
to satisfy searchers in those circumstances. Instead of a single query intent
or a limited number of aspects, search result rankings now cover a set of
intents and a wide variety of aspects. Since 2009, with the introduction of
the diversity task at TREC [41], a large increase in research efforts has been

observed, e.g. [30, [138, 139, 144].

As mentioned in Section @, previous research [163] has shown that the
search queries issued to microblogging platforms are shorter than those sub-
mitted to traditional Web search engines. Considering the success of diversity
in Web search, we believe that it is an even more important technology on
microblogging platforms due to the shortness of the queries. Therefore, we
formulate the main problem for this chapter as follows.

Problem 4 (Diversity) Given micropost search results for a particular to-
pic, the task of diversity analytics is to explore the existence of diversity,
i.e. the subaspects within the general topic as specified by the query, and the
feasibility of further research on automatic methods for search result diversi-
fication.

The research in the Web search setting relies on corpora with relevance
judgments dedicated to search result diversification purposes. However, to
our knowledge, no publicly available microblogging data set, i.e. a corpus and
a set of topics with subtopic-based relevance judgments, exists as of yet. In
order to get a deeper understanding of diversity in the microblog setting, we
created such a corpus® and describe it in this chapter. To tackle this problem,
we will answer the following research questions in this chapter:

e How can we build a microblog corpus for search result diversification?

o How suitable is the corpus that we created for research on search result
diversification?

!Please refer to http://ktao.github.io/phd/ for the dataset that we make publicly avail-
able.
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e To what extent can we achieve diversity by applying the developed
de-duplication strategies?

In Section @, we introduce the related work on diversification methods,
mainly in the Web search setting. We present a methodology for microblog-
based corpus creation in Section and conduct an analysis on its validity
for diversity experiments in Section p.4. Finally in Section p.5, we turn to
the question of how to improve search and retrieval in the diversity setting
by evaluating the de-duplication approach to microblogging streams that we
introduced in Chapter QD

5.2 Related Work

Users of (Web) search engines typically employ short keyword-based queries
to express their information needs. These queries are often underspecified or
ambiguous to some extent [44]. Different users who pose exactly the same
query may have very different query intents. In order to satisfy a wide range
of users, search result diversification was proposed [15] to take the users
preferences, novelty into the consideration for ranking documents. However,
the problem is proved to be NP-hard [§] as it can be reduced to a maximum
coverage problem.

On the Web, researchers have been studying the diversification problem
mostly based on two considerations: novelty and facet coverage. To increase
novelty, maximizing the marginal relevance while adding documents to the
search results [28, 187] has been proposed. Later studies have focused on how
to maximize the coverage of different facets [B0] of a given query. Further-
more, there are works that consider a hybrid solution to combine benefits
from both novelty-based and coverage-based approaches [144, 184]. Never-
theless, not all the queries need to apply the same diversification strategies,
so that Santos et al. [137] proposed an algorithm that adapts on per-query
basis.

One of the fundamental problems for search result diversification is to
discover the different intents underlying the query, which is either ambigu-
ous or underspecified. While researchers could bypassed this problem by
utilizing the query suggestions provided by commercial search engines [136],
there were also studies on tackling this exact problem. Choi et al. [39] intro-
duced a method to identify the subtopics in news articles. For the contents
from traditional media, the Latent Dirichlet Allocation (LDA) model [21]
is employed to automatically derive a predefined number of topics. With
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this model, Zhao et al. [191] presented a comparison of topical differences
between Twitter and other media sources. Given the identified subtopics,
search results can be diversified by different methods of improving the cover-
age of subtopics. For example, the xQuAD framework [140] was proposed to
explicitly consider the relevance between the document that retrieved with
the original query and the sub-queries.

In order to evaluate the effectiveness of search result diversification, differ-
ent evaluation measures have been proposed. A number of them [8, B2, 40, 42]
have been employed in the Diversity Task [41] of the Text REtrieval Confer-
ence (TREC), which ran between 2009 and 2012.

Given the difference [163] in querying behavior on the Web and microblog-
ging sites, we hypothesize that the diversification problem is more challenging
in the latter case due to the reduced length of the queries. The framework
that we introduced for (near-)duplicate detection in Chapter { can be cate-
gorized as novelty-based since it exploits the dependency between documents
in the initial result ranking. The evaluation though was limited due to the
lack of an explicit diversity microblogging corpus (i.e. a corpus with topics
and subtopics as well as relevance judgments on the subtopic level). In this
chapter, we now tackle this very issue. The We describe our methodology for
the creation of a Twitter-based diversity corpus and investigate its proper-
ties. Finally, we also employ our de-duplication framework (see Chapter @)
and explore its effectiveness on this newly developed data set.

5.3 Methodology: Creating a Diversity Corpus

In this section, we describe the corpus building procedure. It starts with an
introduction to the source dataset. Then we proceed to the creation of an
annotation pool and our approach for assigning the subtopics.

5.3.1 Source Dataset and Topic Selection

We collected tweets from the public Twitter stream between February 1, 2013
and March 31, 2013. The dates were chosen to coincide with the time interval
of the TREC Microblog 2013 trackE. In total, we have crawled 259,125,669
tweets. The statistics of this source dataset are shown in Table b.1l.

2TREC _Microblog 2013 track: https://github.com/lintool /twitter-tools /wiki/
TREC-2013-Track-Guidelines, accessed July 30th, 2014


https://github.com/lintool/twitter-tools/wiki/TREC-2013-Track-Guidelines
https://github.com/lintool/twitter-tools/wiki/TREC-2013-Track-Guidelines
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Corpus #Elements
Crawled Tweets 259,125,669
Selected News Events 20
Manual Annotation Entries 25,000
Effective Topics after Annotation 47
Subtopic Assignments 7,431
Subtopic Assignments per Topic 158.11

Table 5.1: Statistics of dataset for corpus building

After the crawl, in order to create topics, we consulted Wikipedia’s Cur-
rent Events Porta,lE for the months February and March 2013. The portal
listed around 10 events for each day from which 50 news events were se-
lected from the duration of 2 months. Furthermore, we derived the adhoc
queries, which are short in length (see examples in Table @), based on the
description of the news events. We hypothesized that only topics with enough
importance and more than local interests are mentioned here and thus, it is
likely that our Twitter stream does contain some tweets which are pertinent
to these topics. Another advantage of this approach is that we were able to
also investigate the importance of time as we picked topics which are evenly
distributed across the two-month time span.

5.3.2 Subtopic Annotation

Having defined the documents and topics, two decisions need to be made:
(i) how to derive the subtopics for each topic, and (ii) how to create a pool
of documents to judge for each topic (and corresponding set of subtopics).
Previous benchmarks have developed different approaches for the former one.
These approaches either derive subtopics post-hoc, i.e. after the pooling of
documents for judgments has been created or rely on external sources such
as query logs to determine the different interpretations and/or aspects of a
topic. The setup followed by virtually all benchmarks is to create a pool of
documents to judge based on the top retrieved documents by the benchmark
participants, the idea being that a large set of diverse retrieval systems will
retrieve a diverse set of documents for judging.

3Wikipedia Current Events Portal, http://en.wikipedia.org/wiki/Portal:Current_|
events, accessed April 9th, 2013


http://en.wikipedia.org/wiki/Portal:Current_events
http://en.wikipedia.org/wiki/Portal:Current_events
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Annotation Pool Creation

Since in our work we do not have access to a wide variety of retrieval systems
to create the é)OOL we opt for a different approach: we manually created
complex Indrif queries for each topic. We consider this approach a valid
alternative to the pool-based approach, as in this way we still retrieve a
set of diverse documents. A number of examples are shown in Table
with the corresponding Indri queries. The Indri query language allows us
to define, among others, synonymous terms within < .. > as well as exact
phrase matches with #1(...). The #combine operator joins the different con-
cepts identified for retrieval purposes. Since we do not employ stemming or
stopword removal in our retrieval system, many of the synonyms are spelling
variations of a particular concept. The queries were created with background
knowledge, i.e. where necessary, we looked up information about the news
event to determine a set of diverse terms. The created Indri queries are then
deployed with the query likelihood retrieval model. Returned are the top
10,000 documents (tweets) per query. In a post-processing step we filter out
duplicates (tweets that are similar with cosine similarity > 0.9 to a tweet
higher in the ranking) and then present the top 500 remaining tweets for
judgment to two annotators, denoted as Annotator 1 and Annotator 2. After
the manual annotation process, the duplicates are injected into the relevance
judgments again with the same relevance score and subtopic assignment as
the original tweet.

Subtopic Assignment

The annotators split the 50 topics among themselves and manually deter-
mined for each of the 500 tweets whether or not they belong to a particular
subtopic (and which one). Thus, we did not attempt to identify subtopics be-
forehand, we created subtopics based on the top retrieved tweets. Intuitively,
we create a subtopic whenever the tweet can answer a new question or fulfill
some information need. Tweets which were relevant to the overall topic, but
did not discuss one or more subtopics were considered non-relevant. For ex-
ample, for the topic Hillary Clinton steps down as United States Secretary of
State we determined the first tweet to be relevant for subtopic what may be
next for Clinton, while the second tweet is non-relevant as it only discusses
the general topic, but no particular subtopic:

4Indri is a query language supported by the Lemur Toolkit for Information Retrieval,
http://www.lemurproject.org/, accessed July 30th, 2014.
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1. Hillary Clinton transition leaves democrats waiting on 2016
decision. Hillary Clinton left the state department < URL >.

2. Clinton steps down as secretary of state. Outgoing us secretary
of state Hillary Clinton says she is proud of < URL >.

Thus, during the annotation process, we focused on the content of the
tweet itself, we did not take externally linked Web pages in the relevance
decision into account - we believe that this makes our corpus valuable over
a longer period of time, as the content behind URLs may change frequently.
This decision is in contrast to the TREC 2011 Microblog track, where URLs in
tweets were one of the most important indicators for a tweet’s relevance [15§].
By following the method described above, we annotated 50 topics. The
subtopics identified for a few example topics are listed as the last column in
Table @

We note, that defining such subtopics is a subjective process. In other
words, different annotators are likely to derive different subtopics for the same
topic. However, this is a problem which is inherent to all diversity corpora
which were derived by human annotators. In order to show the annotator
influence, in the experimental section, we not only report the results across
all topics, but also on a per-annotator basis.

Topic Refinement

At the end of the annotation process, we had to drop three topics, as we were
not able to identify a sufficient number of subtopics for them. An example of
a dropped topic is 2012-18 UEFA Champions League, which mostly resulted
in tweets mentioning game dates but little else. Thus, overall, we have 47
topics with assigned subtopics that we can use for our diversity retrieval
experiments.

5.4 Topic Analysis

In this section, we perform a first analysis of the 47 topics and their respective
subtopics. Where applicable, we show the overall statistics across all topics,
as well as across the topic partitions according to the two annotators.
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5.4.1 The Topics and Subtopics

In Table @, we list the basic statistics over the number of subtopics iden-
tified, including the average, standard deviation, minimum, and maximum.
Figure shows concretely for each topic the number of subtopics. On aver-
age, we find 9 subtopics per topic. The large standard deviation indicates a
strong variation between topics with respect to the number of subtopics (also
evident in Figure p.1]). On a per annotator basis we also observe a difference
in terms of created subtopics: Annotator 1 has a considerably higher stan-
dard deviation than Annotator 2. This result confirms our earlier statement
that the subtopic annotation is a very subjective task.

Annotated by

Topics All Annotator 1 Annotator 2
avg. #subtopics 9.27 8.59 9.88

s.d. #subtopics  3.88 5.11 2.14

min #subtopics 2 2 6

max #subtopics 21 21 13

Table 5.3: Statistics on subtopics numbers

The topics yielding the fewest and most subtopics, respectively, are listed
as follows.

e Kim Jong-Un orders preparation for strategic rocket strikes on the US
mainland (2 subtopics)

o Syrian civil war (21 subtopics)

e 2013 North Korean nuclear test (21 subtopics).

We facilitated the annotation process with an annotation tools application
on which the annotators spent on average 6.6 seconds on each tweet. For each
tweet, the annotation effort is two-fold, including judging the relevance and
identifying the subtopics that the tweet covers. The subtopics are created
when no existing subtopic is appropriate. Hence, the total annotation effort
amounted to 38 hours. However, the low average time spent per tweet was
due to the considerably large number of non-relevant tweets. Apart from a
very small number of tweets, each relevant tweet was assigned to exactly one
subtopic, which is not surprising considering the small size of the documents.
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Figure 5.1: Number of subtopics identified for each topic

5.4.2 The Relevance Judgments

In Figure @ we present the distribution of relevant and non-relevant docu-
ments among the 500 tweets the annotators judged per topicl. Twenty-five
of the topics have less than 100 relevant documents, while six topicsH resulted
in more than 350 relevant documents. When considering the documents on
the annotator level, we see a clear difference between the annotators: An-
notator 1 judged on average 96 documents as relevant to a topic (and thus
404 documents as non-relevant), while Annotator 2 judged on average 181
documents as relevant. This again confirmed the subjectivity in annotators,
where Annotator 2 had been observed to be more lenient than Annotator 1.

WRELEVANT

o511 11111

Topics

Number of documents

Figure 5.2: Number of tweets per topic identified as (non-)relevant during the an-
notation process.

In Chapter E, we have found that the temporal recency to be a predicative
feature for relevance estimation. The recent study by Efron et al. [@] pro-
vided support for the temporal clustering hypothesis, i.e. the relevant tweets

®As described earlier, the near-identical tweets, which were removed to ease the an-
notation load, are later added to the qrels again; they are not taken into account in the
analysis presented here.

5Query with the identifier of ATRS007 “syria civil war”, AIRS010 “Northern Mali Con-
flict”, ATRS016 “horse meat scandal”, ATRS018 “american airline merger”, ATRS024 “Hugo
Chéavez”, AIRS044 “Obama visit palestine israel”
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tend to temporally cluster together. Therefore we also investigated the tem-
poral distribution of the relevant tweets. In Figure we plot for each topic
the number of days that have passed between the first and the last relevant
tweet in our data set. Since our data set spans a two-month period, we note
that a number of topics are active the entire time (e.g. the topics Northern
Mali conflict and Syrian civil war) while others are active for roughly 24
hours (e.g. the topics BBC Twitter account hacked and Fiffel Tower, evacu-
ated due to bomb threat). We thus have a number of short-term topics and
a number of long-term topics in our data set. In contrast to the TREC Mi-
croblog track 2011/12, we do not assign a particular query time to each topic
(therefore we implicitly assume that we query the data set one day after the
last day of crawling). We do not consider this a limitation, as a considerable
number of topics are covered across weeks.

Figure 5.3: Difference in days between the earliest and the latest relevant tweet
for each topic.

5.4.3 Diversity Difficulty

Lastly, we consider the extent to which the search results can actually be
diversified. Diversification does not only depend on the ambiguity or the
underspecification of the query, it is also limited by the amount of diverse
content available in the corpus. Golbus et al. [64] recently investigated this
issue and proposed the diversity difficulty measure (dd) which is a function
of two factors: the amount of diversity that a retrieval system can achieve at
best and the ease with which a retrieval system can return a diversified result
list. Intuitively, a topic has little inherent diversity if the maximum amount
of diversity a retrieval system can achieve is small. A topic is considered
“somewhat more diverse” by Golbus et al. in the case where a diverse result
list can be achieved but it is difficult for the system to create one. A topic has
a large amount of diversity if a retrieval system not tuned for diversity is able
to return a diverse result list. These intuitions are formalized in a diversity
formula with dd € [0,1]. A large score (dd > 0.9) indicates a diverse query,
while a small score (dd < 0.5) either indicates a topic with few subtopics or
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a fair number of subtopics which are unlikely to be discovered by an untuned
retrieval system. In Table @ we present the diversity difficulty average
and standard deviation our topics achieve, which are very similar for both
annotators and also in line with the diversity difficulty scores of the TREC
2010 Web diversity track [64]. We thus conclude, that in terms of diversity
difficulty, our topic set presents a well constructed data source for diversity

experiments.
Statistics of dd All Topics assigned to
(diversity difficulty) topics Annotator 1 Annotator 2
avg. dd 0.71 0.72 0.70
s.d. dd 0.07 0.06 0.07

Table 5.4: Diversity difficulty scores across all topics

Finally, we observe that the diversity difficulty score of long-term topics,
that is topics whose first and last relevant tweet cover at least a 50 day
timespan, is higher (ddjong-term = 0.73), than the diversity difficulty score of
short-term topics (the remaining topics) where ddgport-term = 0.70.

5.5 Diversification by De-Duplication

Having analyzed our corpus, we will now explore the diversification effec-
tiveness of the de-duplication framework for microblogs in Chapter @ on this
data set.

5.5.1 Duplicate Detection Strategies on Twitter

In Chapter H, it was found that about 20% of search results returned by
a standard adhoc search system contain duplicate information. This find-
ing motivated the development of a de-duplication approach which detects
duplicates by employing (i) Syntactic features, (ii) Semantic features, and
(iii) Contextual features in a machine learning framework. By combining
these feature sets in different ways, the framework supports mixed strategies
named after the prefixes of the feature sets used: Sy, SySe, SyCo, and Sy-
SeCo. Not surprisingly, the evaluation showed that the highest effectiveness

"The work in Chapter H also considers the use of features derived from Web pages
linked to in tweets. We ignore these features, as we did not consider URL content in the
annotation process.
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was achieved when all features were combined.

Given an initial ranking of documents (tweets), each document starting at
rank two is compared to all higher ranked documents. The duplicate detec-
tion framework is run for each document pair and if a duplicate is detected,
the lower ranked document is filtered out from the result ranking.

5.5.2 Diversity Evaluation Measures

As researchers have been studying the diversification problem intensively on
the Web, a number of measures have been proposed over the years to evaluate
the success of IR systems in achieving diversity in search results. We evaluate
our de-duplication experiments according to the measures listed as follows.

a-(n)DCG [40] This measure was adopted as the official diversity evalu-
ation measure at TREC 2009 [41]. It is based on Normalized Discounted
Cumulative Gain (nDCG) [§] and extends it by making the gain of each
document dependent on the documents ranked above it.

Precision-IA [8] This measure means the ratio of relevant documents for
different subtopics within the top-k items.

Subtopic-Recall [188] The subtopic recall (in short S-Recall) is calcu-
lated as the number of subtopics covered by the top-k documents. The
measure ranges from 0 to 1, where larger values indicate a better coverage of
subtopics.

Redundancy The measure shows the ratio of repeated subtopics among
all relevant documents within the top-k ranked documents. For diversity
experiments, a lower redundancy value indicates a better performance.

Besides the measure of a-(n)DCG, which was adopted by TREC as the
official diversity evaluation measure in 2009, the other three measures had
been selected to evaluate the influences of our de-duplicate strategies. While
applying the de-duplicate strategies, we expect to see the duplicate tweets
to be removed and lower the redundancy. Hence, there is a chance that
the removed duplicates yield to the novel contents. If this is the case, the
subtopic-recall increases. However, it is possible that no more relevant tweets
will be appended to the tail. For this reason, we check whether the precision
decreases. Meanwhile, we can also see if the false positives in the duplicate
detection have an significant impact on the retrieval effectiveness.
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5.5.3 Analysis of De-Duplication Strategies

We evaluate the different de-duplication strategies from two perspectives: (i)
we compare their effectiveness on all 47 topics, and, (ii) we make side-by-side
comparisons between two topic splits, according to the annotator and the
temporal persistence. This enables us to investigate the annotator influences
and the differences in diversity between long-term and short-term topics.

Apart from the de-duplication strategies, we also employ three baselines.
The Automatic Run is a standard query likelihood based retrieval run (lan-
guage modeling with Dirichlet smoothing, ;1 = 1000) as implemented in the
Lemur Toolkit for IR. The run Filtered Auto builds on the automatic run
by greedily filtering out duplicates by comparing each document in the result
list with all documents ranked above it. In practice, we remove the tweet if
it has a cosine similarity above 0.9 with any of the higher ranked documents.
The de-duplication strategies are also built on top of the Automatic Run
by filtering out documents (though in a more advanced manner). All these
runs take the adhoc queries, i.e., very short keyword queries, as input (see
examples shown in Table p.9). The only exception to this rule is the Manual
Run which is actually the run we derived from the manually created complex
Indri queries that we used for annotation purposes with cosine-based filtering
as defined above.

Overall Comparison

In Table @ the results for the different strategies averaged over all 47 top-
ics are shown. Underlined is the best performing run for each evaluation
measure. It should be noted that a low score in redundancy means a high
effectiveness. Statistically significant improvements over the Filtered Auto
baseline are marked with 1 (paired t-test, two-sided, a = 0.05) for a-nDCG,
Precision-IA and S-Recall. The Manual Run, as expected, in general yields
the best results which are statistically significant in all measures at level @20.

We find that the de-duplication strategies Sy and SyCo in general outper-
form the baselines Automatic Run and Filtered Auto, though the improve-
ments are not statistically significant. We observe that Precision-1A degrades
as the de-duplication strategies take Automatic Run as input, especially for
Precision-IA@20. This confirms the analysis we have in Section , ie.,
the removed duplicates do not necessarily give way to the relevant tweets.
On the other hand, in terms of redundancy, the de-duplication strategies per-
form best. De-duplication strategies that exploit semantic features (SySe and
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SySeCo) show a degraded effectiveness in terms of a-nDCG and Precision-
TA. Therefore, we see here that low in redundancy does not necessarily mean
higher diversity.

Influence of Annotator Subjectivity and Temporal Persistence

In Table @, the results are shown when splitting the topic set according
to the annotators. Due to the small topic size, significance tests were not
performed. Here we find that although the absolute scores of the different
evaluation measures for Annotator 1 and Annotator 2 are quite different, the
general trend is the same for both. The absolute a-nDCG scores of the various
de-duplication strategies are higher for Annotator 2 than for Annotator 1,
which can be explained by the fact that Annotator 2, on average, judged
more documents to be relevant for a topic than Annotator 1. The opposite
observation holds for the Manual Run, which can be explained by the inability
of cosine filtering to reduce redundancy. Given that there are more relevant
documents for Annotator 2’s topics, naturally the redundancy problem is
more challenging than for Annotator I's topics.

Finally, Table @ shows the results when comparing short-term and long-
term queries. For long-term topics, the de-duplication strategies consistently
outperform the baselines, while the same cannot be said about the short-term
topics. We hypothesize that short-term topics do not yield a large variation
in vocabulary (often a published news report is repeated in only slightly
different terms) so that features which go beyond simple term matching do
not yield significant benefits. Long-term topics on the other hand develop a
richer vocabulary during the discourse (or the course of the event) and thus
more complex syntactic features can actually help.

5.6 Discussion

In Chapter E, we introduced the prototype search engine Twinder as the
playground for conducting various analytical tasks. The quality of the re-
trieved microposts can be improved by our findings in relevance estimation
and duplicate detection from Chapteré and Chapter @, respectively. In this
chapter, we presented our efforts to explore the diversity among tweets in the
setting of microblog search. Specifically, we create a microblog-based corpus

for search result diversification experiments.

To tackle the problem and the research questions that we introduced in
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a-nDCG Precision-TA S-Recall Redundancy

Measure @10 @20 @10 @20 @10 @20 @10 @20

Annotator 1

Automatic Run 0.298 0.325 0.085 0.078 0.317 0.405 0.512 0.563

Filtered Auto 0.317 0.337 0.083 0.073 0.366 0.425 0.361 0.497
Sy 0.321 0.344 0.085 0.069 0.366 0.448 0.365 0.518
SySe 0.315 0.337 0.079 0.060 0.366 0.447 0.375 0.477
SyCo 0.318 0.346 0.086 0.067 0.359 0.466 0.339 0.464
SySeCo 0.321 0.344 0.083 0.062 0.358 0.466 0.362 0.460
Manual Run 0.442 0.489 0.127 0.111 0.537 0.667 0.451 0.582

Annotator 2

Automatic Run 0.325 0.350 0.074 0.073 0.314 0.420 0.444 0.593

Filtered Auto 0.362 0.381 0.076 0.072 0.379 0.479 0.393 0.526
Sy 0.371 0.377 0.075 0.064 0.395 0.466 0.352 0.482
SySe 0.362 0.374 0.072 0.065 0.360 0.456 0.372 0.493
SyCo 0.371 0.373 0.075 0.063 0.400 0.462 0.369 0.482
SySeCo 0.359 0.371 0.073 0.066 0.371 0.448 0.386 0.509
Manual Run 0.338 0.403 0.087 0.090 0.367 0.583 0.505 0.615

Table 5.6: Comparison of different de-duplication strategies between annotators.
For each measure, the best achieved performance is underlined.

a-nDCG Precision-IA S-Recall Redundancy

Measure @10 @20 @10 @20 @10 @20 @10 @20

Long-term Topics

Automatic Run 0.346 0.386 0.074 0.075 0.336 0.494 0.518 0.597

Filtered Auto 0.387 0.415 0.075 0.072 0.431 0.560 0.371 0.518
Sy 0.400 0.419 0.077 0.069 0.458 0.558 0.336 0.499
SySe 0.389 0.414 0.072 0.066 0.421 0.548 0.354 0.493
SyCo 0.401 0.416 0.078 0.068 0.459 0.554 0.358 0.486
SySeCo 0.386 0.412 0.074 0.069 0.417 0.545 0.376 0.501

Filtered Manual 0.373 0.431 0.084 0.087 0.416 0.596 0.457 0.619

Short-term Topics

Automatic Run 0.293 0.311 0.082 0.075 0.304 0.367 0.437 0.571

Filtered Auto 0.312 0.326 0.081 0.072 0.336 0.393 0.402 0.510
Sy 0.318 0.329 0.081 0.065 0.338 0.400 0.388 0.495
SySe 0.312 0.325 0.077 0.061 0.330 0.397 0.375 0.464
SyCo 0.315 0.329 0.081 0.063 0.337 0.413 0.396 0.471
SySeCo 0.316 0.328 0.080 0.061 0.335 0.407 0.391 0.472
Manual Run 0.391 0.448 0.116 0.106 0.464 0.638 0.492 0.590

Table 5.7: Comparison of different de-duplication strategies between topics of
long/short-term. For each measure, the best achieved performance is
underlined.

the beginning of this chapter, we manually created subtopic-based relevance
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judgments for a total of 47 topics and evaluated the suitability of the created

data set across several dimensions.
listed in Table @

The summary of our contributions is

Research Question

Summary of Findings

How can we build a microblog
corpus for search result
diversification?

» We crawled the Twitter public
stream for a duration of two-month
as the document source for the
corpus.

» 50 news events were selected and
we manually created the
corresponding adhoc queries and
complex queries.

» For each topic, we annotated 500
tweets with subtopic assignments.
» We made our corpus publicly
available at http:

/ /ktao.github.io/phd/#datasets.

How suitable is the corpus that we
created for research on search result
diversification?

» We found the subjectivity in
annotators by analyzing the
subtopics annotated for the topics
and the relevance judgments.

» In terms of the diversity
difficulty measure, the corpus that
we built is in line with the TREC
2010 Web diversity track while the
agreement on this measure was also
found between annotators.

To what extent can we achieve
diversity by applying the developed
de-duplication strategies?

» The de-duplication strategies in
general reduced the redundancy in
subtopics, at the cost of slight
decrease in diversity.

» The comparison study on
temporal persistence and topic
recency indicated the importance
of the feature suitability for the
topic of different types.

Table 5.8: Overview on research questions investigated in Chapter E

The comprehensive analysis of the corpus showed its suitability for this


http://ktao.github.io/phd/#datasets
http://ktao.github.io/phd/#datasets
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purpose. The diversity difficulty measure showed that the dataset we created
has a similar level of diversification potential as previous diversity Web tracks
at TREC. The analyses of the annotators’ influence on subtopic creation
and relevance judgments revealed considerable subjectivity in the annotation
process. At the same time though, the de-duplication retrieval experiments
showed that the observed trends with respect to the different evaluation mea-
sures were largely independent of the specific annotator. The performance
of the de-duplication strategies and their comparison to the results reported
in Chapter jindicate the importance of the feature suitability for the topic
type (long-term vs. short-term topics and topic recency). There are existing
works for diversifying the Web search results based on explicit query refor-
mulations such as xQuAD [135]. However, we did not opt for this approach
as it relies on feedback from Web search engines.

The outcomes of this chapter provide researchers with input for their
research of search results diversification on microblogging sites. For instance,
the diversification strategies that performed well in the Web search setting,
e.g. [138, 139], could be experimented with on this microblogging corpus.
In order to provide insights for further corpus building work, the impact of
the different strategies and the annotator subjectivity can be analyzed in a
more intensive way. For example, we could investigate the potential sources
(influences and/or motivations) for the observed annotator differences.






Chapter 6

Twitcident: Fighting Fire
with Social Web Data
Analytics

We have introduced the Twitter Analytical Platform in Chapter E, which al-
lows for customizing analytical workflows with Social Web data in the Twitter
Analysis Language. Given the context of information retrieval on Twitter, the
proposed platform enable us to investigate three aspects: relevance, redun-
dancy, and diversity (see Chapters E to Q) In this chapter, we look at real-life
challenges in order to investigate how the Twitter Analytical Platform can
support an application in production. Hence, we introduce Twitcident, a
system that relies on the Twitter Analytical Platform to automatically fil-
ter relevant information about a real-world incident from Twitter streams
and make the information accessible and findable in the given context of the
incident. Besides showing the data processing capabilities provided by the
Twitter Analytical Platform, we also present and evaluate the dependent ap-
plications of faceted search and visualized analytics. The main contributions
of this chapter have been published in [5, 6].

6.1 Introduction

During crisis situations such as large fires, storms or other types of inci-
dents, people nowadays report and discuss their observations, experiences,
and opinions in their Social Web streams. Therefore, valuable information
that is of use for both emergency services and the general public is avail-
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able online. Recent studies have shown that data from the Social Web and
particularly Twitter helps to detect incidents and topics [111, 133, 180] or
to analyze afterwards the information streams that people generated about
a topic [60, 93, 130]. However, there is a lack of systematic solutions to
fulfill information needs during these incidents. Therefore, we formulate the
problem to be tackled by Twitcident as follows.

Problem 5 (Information Exploration during Incidents) Given an in-
cident, the task of information exploration is to provide the relevant informa-
tion from the Social Web to concerning parties while making the exploration
of such information efficient.

In this chapter, we address this problem by tackling two fundamental
challenges with two kinds of support provided by the Twitter Analytical
Platform: (i) automatically filtering relevant information from Social Web
streams and (ii) making the information accessible and findable in the given
incident context. More specifically, we present how we exploit the tools
provided by our platform for building TwitcidentH, a framework for filtering,
searching and analyzing Twitter information streams during incidents.

With the functions provided by the Twitter Analytical Platform, we ap-
proach these challenges by enriching the semantics of short messages by
named entity recognition, tweet classification, as well as linkage to related
external Web resources. Semantic enrichment also builds the basis for the
search and analytics functionality that is provided by Twitcident. Given the
semantically enriched Social Web content about an incident, we allow users to
explore the information along different types of information needs (e.g. dam-
age, casualties). These types can be seen as the different facets, of which the
meaning has been defined as a set of meaningful labels organized in such a way
as to reflect the concepts relevant to a domain by Hearst [71]. The strategies
can be developed to recommend content along different facets that facilitate
the information exploration process. Therefore, we integrate faceted search
strategies [1] that go beyond traditional keyword search as offered by Twit-
terf or topic-based browsing as proposed by Bernstein et al. [17]. Moreover,
users can overview information by exploiting Twitcident’s real-time analytics
to get an understanding of how different types of information are posted over
time.

The main contributions of this chapter can be summarized as follows.

Yhttp: / /twitcident.com, accessed July 30th, 2014
2http:/ /twitter.com/search, accessed July 30th, 2014
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e We introduce a framework for incident-driven information filtering and
search on Social Web streams. Our framework features automated in-
cident profiling, aggregation, semantic enrichment, and filtering, which
are implemented in the Twitter Analysis Language. Furthermore, it
provides advanced search and analytics functionality that allows users
to find and understand relevant information (Section @)

e« We propose and evaluate strategies for solving two fundamental re-
search challenges: (1) information filtering and (2) exploration on So-
cial Web streams.

1. We compare different stream filtering strategies on a large Twit-
ter corpus and show that the semantic filtering strategies of our
Twitcident framework lead to major improvements compared to
keyword-based filtering (Section (.4).

2. We employ faceted search strategies that enable users to find rele-
vant information in Social Web streams. Our evaluation confirms
that the semantic faceted search strategies, which are applied on
top of the filtered streams, enhance the efficiency of information
exploration significantly compared to keyword-based search. Con-
textualization (adapting to the temporal context of a search activ-
ity) and personalization (adapting to the interests of the user who
performs the activity) yields further improvements (Section @)

e We apply our Twitcident system to incidents that happen during every-
day life (mainly targeted towards the Netherlands) and discuss experi-
ences and insights we gained from running Twitcident in practice (Sec-
tion .6).

6.2 Related Work

In the last decade, Social Web platforms such as Twitter provide researchers
a rich source for studying problems related to popular events, such as elec-
tions [60], sport competitions [128], and natural disasters [175, [180] with data
from Social Web streams. For example, a study on the U.S. midterm election
in 2010 by Livne et al. [103] claimed that the proposed model could predict
the election. However, other researchers argued such predictions do not work
neither for a particular political system [82] nor in general [115]. Instead of
ambitious attempts to predict election results, Lietz et al. [97] analyzed the
microblogging behaviour of politicians during the German federal election
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in 2013 and found common patterns as well as unique characteristics. With
respect to sport events, Steiner et al. [149] presented a case study on the 2014
Winter Olympics with a live monitor [151] for bursting event detection from
Wikipedia editing streams and an automatic tool [150] for creating media
galleries of the given event. Rios et al. [12§8] presented their analytics of the
2010 World Cup in a visualized way by distilling massive amounts of Twitter
data. During natural disasters, Social Web streams can be used as evidence
for sending earthquake alerts [133]. Vieweg et al. [175] suggested that tweets
can be helpful for enhancing situational awareness by analyzing data on the
Red River Floods and Oklahoma Grassfires in 2009.

A number of research efforts have also considered more generally how to
improve search and retrieval on Social Web streams. Marcus et al. [109] stud-
ied how to visualize Twitter streams. Bernstein et al. [17] proposed a topic-
based browsing interface for Twitter in which a user can navigate through
her personal Twitter stream by means of tag clouds. Given the enormous
amount of messages posted in Social Web streams, how these data can sat-
isfy information needs of individual users become a non-trivial challenge. In
fact, Teevan et al. [163] confirmed studies that emphasize Twitter’s role as
news source [91, 134] and revealed that there are significant differences in
the search behavior on Twitter compared to traditional Web search: Twitter
users are specifically interested in information related to events and often
use the rudimental search functionality of Twitter to monitor search results.
With Twitcident, we introduce a framework that automates the process of
monitoring relevant information published in Social Web streams and there-
fore reduces the efforts that users need to invest to satisfy their information
needs. On top of the automatically filtered streams, Twitcident provides
faceted search functionality as introduced in previous work [[].

6.3 Twitcident

In this section, we will overview the architecture of the Twitcident frame-
work and detail its key components that allow for filtering, searching and
analyzing of information available in Social Web streams. The Web-based
front-end of the Twitcident system is depicted in Figure @ and allows users,
such as policemen, firefighters, and mass event organizers, to explore and an-
alyze information from Social Web streams during incidents such as natural
disasters, fires or other types of emergency events.
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Figure 6.1: Architecture: (i) incident profiling and filtering of social media that
is relevant to an incident (green boxes) and (ii) faceted search and
realtime analytics to explore and overview the media (blue box). Both
types of components benefit from semantic enrichment.

6.3.1 Architecture

The Twitcident framework architecture is summarized in Figure EI The
core framework functionality is triggered by an incident detection module
that listens for incidents being broadcast by emergency services. Whenever
an incident is detected, Twitcident starts a new thread for profiling the inci-
dent and aggregating social media and Twitter messages. The collected mes-
sages are processed by the semantic enrichment module which features named
entity recognition (NER), classification of messages into different facets rep-
resenting various aspects of information needs, linkage of messages to external
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Figure 6.2: Screenshot of the Twitcident system: (a) search and filtering function-
ality to explore and retrieve particular Twitter messages, (b) messages
that are related to the given incident (here: fires in Texas) and match
the given query of the user and (c) real-time analytics of the matching
messages.

Web resources and further metadata extraction. The semantic enrichment
is one of the key enabling components of the Twitcident framework as it (a)
supports semantic filtering of Twitter messages to identify those tweets that
are relevant for a given incident, (b) allows for faceted search on the filtered
media and (c) gives means for summarizing information about incidents and
providing real-time analytics.

In the Twitcident system, both faceted search and real-time analytics are
made available to client users via a graphical user interface that is displayed
in Figure @ The search functionality allows end-users to further filter
messages about an incident while analytics deliver diagrams and gadgets that
enable users to analyze and overview how people report about the incident on
the Social Web. We now discuss each of the components of our architecture
in detail.
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6.3.2 Incident Detection

To detect incidents, the Twitcident system relies on emergency broadcasting
services. In the Netherlands, incidents which require the police, fire depart-
ment, or other public emergency services to take an action and which are
of interest to the general public, are immediately published via the P2000
communication network. These published messages describe what type of
incident has happened, where and when it happened, and also what scale the
incident is classified as. The P2000 refreshes the information every minute
and may have a delay of 30 secondsH. Figure @(a) shows an example P2000
message concerning a large fire incident that happened in the city of Mo-
erdijk, the NetherlandsE. The figure visualizes the automatic workflow that
is triggered whenever a new incident is reported. For a given incident it may
happen that several P2000 messages are broadcast which requires Twitcident
to first perform duplicate detection before starting a new incident monitoring
thread. Therefore, the incident detection component compares the location,
starting time and type of the newly reported incident with the incidents that
are already monitored by Twitcident. If a new incident has been detected
the Twitcident framework translates the broadcast message into an initial
incident profile that is applied as query to collect relevant messages from
the Social Web and Twitter in particular. All incidents that are monitored
by the Twitcident system are listed on the dashboard that is depicted in
Figure @(b)

6.3.3 Incident Profiling and Filtering

While monitoring an incident, Twitcident continuously adapts the incident
profile to improve the filtering of messages. This process is realized via the
following components (see Figure @) (i) incident profiling, (ii) social media
aggregation, (iii) semantic enrichment and (iv) filtering.

Incident Profiling

Based on the initial incident description and the collected, enriched Social
Web messages, the incident profiling module generates an incident profile
that is used to refine the media aggregation and the filtering. An incident

3http://www.p2000-online.net, accessed July 30th, 2014
“http://nl.wikipedia.org/wiki/Brand_Moerdijk_5_januari_ 2011, accessed July 30th,
2014
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profile is a set of weighted facet-value pairs that describe the characteristics
of the incident:

Definition 2 (Incident Profile) An incident profile of an incident i € I
is a set of tuples ((f,v),w(i,(f,v))) where (f,v) is a facet-value pair that
describes a certain characteristic f of the incident and w(i, (f,v)) specifies
the importance of the facet-value pair for the incident that is computed by a
weighting function w:

P(i) ={((f,v),w(i, (f,v)))]
(f,v) € FVPs i€ I,w(i,(f,v))) € [0..1]} (6.1)

Here, F'V Ps and I denote the set of facet-value pairs and incidents respec-
tively. A facet-value pair characterizes a certain attribute (facet) of an in-
cident with a certain value. Twitcident allows for various types of facets in-
cluding locations, persons, incident classes or keywords. Therefore, the afore-
mentioned fire that happened in Moerdijk may have the following incident
profile:  P(imoerdiji) = {((location, Moerdijk), 1.0), ((location, Dordrecht),
0.73), ((type, Fire), 1.0), ..}, as shown in Table d

Facet Value Weight
location Moerdijk 1.0
location Dordrecht 0.73

type Fire 1.0

Table 6.1: The example incident profile for the fire in Moerdijk

The weight that is associated with each facet-value pair ranges between 0
and 1: the higher the weight, the more important the facet-value pair for the
incident. We apply the relative occurrence frequency as basic weighting strat-
egy, i.e. the fraction of messages about the incident that mention the given
facet-value pair. Incident profiles are continuously updated to adapt to topic
changes that arise within an incident. To prevent topic drift, we combine the
current profile with the initial incident profile following a classical mixture
approach: P (i) = AP;pitiar(1) + (1 —A) Peyrrent (1) where we experimented with
A € [0..1] ranging between 0.25 and 0.5.



6.3. Twitcident 133

Initial query:
(Moerdijk OR Chemie-Pack)
AND (fire OR smoke OR

. flame INCE-2011.01.05

. ., . Refined query based on O T - Moniorir
incident profiling: cor RN
L R [carsome ]
[ ] U (#moerdijkFire OR toxic...)
. Currently monitoring 3 incidents
Twitter W g ol
. . 3 Popular inciden Current incid t ts
Twitcident 4, g Pukkelpop
Framework
Livep2000.nl . .
W Nijmegen

Viasweg : 4 4782PW Moerdijk = f; *
January 5, 2011 14:35 P =
ﬂraban! Noord : Prio 1 fire : : Vlasweg : 4 4782PW / rnT:Ee-m—m-‘ﬁvﬁch:rﬁ ————————— :
A2 4823IC 119 T BLOK 119 BRED,
,::":“s’zsazg]l‘l]s‘ Z;‘;:.OK 119 BRED, : Moerdijk :
rabant A 20.121 reda-otrd ) Broadcasted incident e e ———————— I

iegebied Moerdijk : 4782PW desc'iption:
january 5, 2011 14:29 PM Prio 1 fire : : Vlasweg : 4 4782PW
rabantNaord e 547 Vssweg 4 7szrw oerac: | Moerdik :: Chemie Pack Twitcident system

P2000 Broadcast (a) (b)

Figure 6.3: Incident detection: (1) as soon as an incident is broadcasted via the
P2000 network, the Twitcident framework (2) transforms the encoded
P2000 message into an initial incident query to (3) collect Twitter mes-
sages that are possibly relevant for the incident so that (4) information
about the incident can be accessed via the Twitcident system. Over
time, the incident profiling effects refinements of the queries that are
used to collect tweets. The screenshot shows the dashboard of popular
incidents that are (and have been) monitored by Twitcident.

Social Media Aggregation

Based on the incident profiling, the Twitcident system exploits the social
media aggregation component to collect Twitter messages as well as related
pictures and videos that are posted on platforms such as TwitpicH or Twitvid
respectively. Twitcident utilizes the data collection function provided by
Twitter Analytical Platform (see Section ) Therefore, we can use either
search or streaming data, supported by the Twitter Analysis Language, to
collect messages. The search function allows for querying Twitter messages
that have been indexed by the Twitter Analytical Platform and therefore
enable Twitcident to collect those incident-related tweets that have been
posted before Twitcident detected the incident. The streaming acquisition
function does not allow for querying previously published tweets but allows
Twitcident to continuously listen for current tweets that mention keywords

Shttp://twitpic.com, accessed July 30th, 2014
Shttp://twitvid.com, accessed November 7th, 2011
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related to an incident.

Semantic Enrichment

Based on the Twitter Analytical Platform, the aggregated Social Web content
(Twitter messages) is processed by the semantic enrichment component (see
Section ) of Twitcident which features the following functionality.

NER The NER module assembles the different services supported by TAL
for detecting entities such as persons, locations or organizations that are
mentioned in tweets (see Section ) As those entity recognition services
only function for limited languages such as English, Twitcident provides the
option to translate tweets into English, which is usually well supported by
NER servicest. Besides, one can also take advantage of the internationaliza-
tion efforts of NER services [45]. In practice, we have found that translating
Dutch into English worked well for our application purposes and thus were
used in the rest of this chapter. The extracted entities are mapped to con-
cepts in DBpedia [20], the RDF representation of Wikipedia, and the type of
an entity is utilized to specify the facet of the corresponding facet-value pair.
For example, given a Twitter message such as “#tzfire is approaching Austin,
50 houses destroyed already http://bit.ly/3r6fgt”, the NER module allows for
detecting the facet-value pair “(location, dbpedia:Austin_Texas)”8.

Classification Twitcident classifies the content of Twitter messages into re-
ports about casualties, damages or risks and also categorizes the type of
experience that is reported in a tweet, e.g. whether the publisher of a tweet
is seeing, feeling, hearing or smelling something. In TAL, the classifica-
tion can be either defined as the hand-crafted rules that operates on both
the facet-value pairs and the plain words that are mentioned in a tweet for
constructing new attributes within tuples, or implemented by utilizing the
machine learning function, which allows for more complex models.

Linkage By following links that are posted within messages, Twitcident
further contextualizes the semantics of a message. Therefore, the semantic
enrichment module extracts the main content of the Web resource that is ref-
erenced from a tweet by invoking the External Link Crawler of TAL (see Sec-
tion ) and processes it via the NER module to further enrich the Twitter

"http://code.google.com /apis/language /translate/overview.html, accessed July 30th,
2014

8The namespace abbreviation “dbpedia” points to:
http://dbpedia.org/resource/
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message with facet-value pairs that describe its content. For the aforemen-
tioned tweet which lists “http://bit.ly/3r6fgt”, one may extract additional
facet-value pairs such as “(location, dbpedia:Bastrop__Texas)” or “(organiza-
tion, dbpedia:Texas_Forrest_Service)”.

Metadata extraction Twitcident can also make use of the metadata that
TAL collects and infers from Twitter messages, such as pictures referenced
from the tweet or background information about the publisher of a tweet.
Other types of metadata may include the profile picture, number of followers,
number of tweets published during the incident or the location of the user
when publishing her tweets. Such provenance data is important for end-
users to assess the trustworthiness of a tweet and is moreover exploited by
the Twitcident system when tweets that match the current query are sorted
according to their relevance (see the search in Figure 6.2(a)).

Enriched Twitter messages can therefore also be represented by means of a
set of weighted facet-value pairs. In line with Definition B, the profile P(t) of a
Twitter message t € T can therefore specified as: P(t) = {((f,v),w(t, (f,v)))|
(f,v) € FVPs,t € T,w(t,(f,v))) € [0..1]}. From a implementation perspec-
tive, the profile P(¢) can be represented by customized attributes constructed
by developers in TAL.

Filtering

The goal of the filtering step is to identify those tweets that are relevant to
an incident. Therefore, the Twitcident filtering component first detects the
language of a Twitter message and filters out all tweets that do not match the
target language(s). In the deployed Twitcident system, as the incidents being
monitored are located in the Netherlands, we only consider Dutch or English
tweets as relevant and discard Twitter messages for which we detect another
language. Based on this pre-processing, the Twitcident framework features
two core filtering strategies: (i) semantic filtering and (ii) semantic filtering
with news contextualization. In TAL, these strategies can be implemented
by utilizing the Filtering function, which usually needs to make use of a series
of analytical tools in the functionality stack for preparing calculation results
and consequently a boolean value in advance.

Semantic Filtering Given the current incident profile P(i) and the set of
semantically enriched Twitter messages P(t), the core challenge is to decide
whether a tweet ¢ is relevant for an incident 7. The semantic filtering strategy
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therefore exploits the set of alternative labels of a DBpedia URI v that is
mentioned in the facet-value pairs (f,v) of P(i). If an alternative label is
mentioned in the content of a Twitter message ¢t then the corresponding
facet-value pair (f,v) is added to the tweet profile. Given the further enriched
tweet profile—denoted as P(t)—and P(i)@Fk, the top-k weighted facet-value
pairs of the incident profile P(7), the semantic filtering strategy computes
the similarity between P(i)@k and P(t) and considers a tweet t relevant to
an incident ¢ if filterge,(P(i), P(t)) = 1:

1 if sim(P(i)Qk, P(t)) > §

0 otherwise (6.2)

filtersem(P(2), P(t)) = {

In our experiments in Section @, we use P(7)@20, apply the Jaccard

similarity coefficient to compute sim(P(i), P(t)) and set § = 0 as threshold.

A Twitter message t is thus relevant if at least one facet-value pair of P(i)Qk
also occurs in P(t).

Semantic Filtering with News Context As Twitter users might be in-
fluenced by public news media, Twitcident also monitors popular news agen-
cies. The semantic filtering with news contextualization therefore extends
the semantic filtering by enriching the incident profile P(i) with informa-
tion from mainstream news media before generating P(t). In particular,
P(i) is complemented with facet-value pairs that are extracted from related
news articles. A news article is considered to be related to an incident if it
matches the initial incident profile P(i). The expanded incident profile P (i)
is then used to perform the semantic filtering as described above. A tweet t
is considered to be relevant to an incident i if sim(P(i)Qk, P(t)) > 4.

6.3.4 Faceted Search and Analytics

Incident detection, incident profiling, media aggregation, semantic enrich-
ment and filtering are automatic processes that deliver information about
an incident as reported by people on the Social Web. However, in order to
find information in the filtered Social Web streams, appropriate function-
ality for search and analysis has to be engineered as well. The Twitcident
framework approaches the challenge of retrieving relevant information from
Social Web streams by means of faceted search as proposed in [1]. In this
section, we re-visit the different faceted search strategies provided by the
Twitcident framework and detail Twitcident analytics. In TAL, the ranking
of these strategies can be implemented as assigning a score which is derived
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from the attributes of the tuples representing the Twitter messages. In this
way, Twitcident can render the items in descending order of their scores.

Faceted Search Strategies

The faceted search functionality allows users to further filter incident-related
messages by selecting facet-value pairs that should be featured in the re-
trieved messages. A faceted query ¢ thus may consist of several facet-value
pairs. For example, one may narrow down to the Twitter messages that are
collected for the Moerdijk fire and contain video posted in Dordrecht, from
where another perspective on the incident could be perceived, with the fol-
lowing facted query gezampie, (location, Dordrecht), (hasVideo, true), (type,
Fire). Only those tweets that match all the facet-value constraints will be re-
turned to the user. The ranking of the tweets that match a query is a research
problem of its own and is, in the context of microblogging systems, usually
solved by ranking according to recency [163]. Twitcident ranks the matching
tweets according to their (i) creation time or (ii) relevance. The relevance
is computed by exploiting various features including provenance information
such as the authority score of the user who published a tweet [153].

A key challenge in engineering a faceted search interface is to support
the facet-value selection as well as possible. Hence, the facet-value pairs that
are presented in the faceted search interface (see Figure f.1i(a)) have to be
ranked so that users can quickly narrow down the search result lists until they
find the tweets that fulfill their information needs. The Twitcident frame-
work provides different strategies that allow for ranking facet-value pairs and
therefore generating query recommendations.

Frequency-based Faceted Search. A straightforward approach is to rank
the facet-value pairs (f,v) € F'V Ps based on their occurrence frequency in
the current hit list H of Twitter messages that match the current query
q = {(f,v)|(f,v) € FVPs selected as filter}, i.e. messages that contain all
facet-value pairs in ¢:

rank frequency((f,v), H) = ‘H(f,v)‘ (6.3)

|H(f| is the number of (remaining) messages that contain the facet-
value pair (f,v) which can be applied to further filter the given hit list H.
By ranking those facet values high that appear in most of the messages,
rank frequency Minimizes the risk of ranking relevant facet values too low.
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However, it might increase the effort that a user has to invest to narrow
down the search result list: by selecting facet values which occur in most of
the remaining tweets the size of the hit list is reduced slowly.

Time-sensitive Faceted Search. Topics that are reported and discussed
on the Social Web about an incident may change over time [91, 93]. Hence,
also the information demands of users who are seeking details about an in-
cident are likely to shift. The time-sensitive faceted search strategy adapts
to this behavior and promotes those trending facet-value pairs that are often
mentioned in recent Social Web messages:

ZmGH(f,w age(m)
{m € Ht.)}|

rankyme((f,v), H) = max({age(m)im € H}) — (6.4)

Here, age(m) is the age of a message m € H (and m € Hs,)) with
respect to the current time when the query is issued. rankyme((f,v), H)
thus calculates the temporal distance between the oldest message in the hit
list and the average age of messages that contain the given facet-value pair
(f,v). The younger the average age of messages that mention (f,v), the
higher the ranking score.

Personalized Faceted Search. Individual users may have different in-
formation needs that are reflected by their personal interests. To adapt the
faceted search to the individual demands of a user, the Twitcident framework
infers a user’s interests from her Twitter activities, i.e. from the tweets a user
published herself. The interest profile P(u) of a user u € U can therefore be
represented in the same way as incident or tweet profiles (cf. Definition E),
hence as a set of weighted facet-value pairs.

P(u) ={((f,v), w(u, (f,v)))|
(f,v) € U P(t),u € Uw(u, (f,v)) €[0..1]} (6.5)

teTy

Twitcident analyzes the entire Twitter timeline of a user to construct a
profile. It thus considers all the profiles P(t) of tweets that the user published
and weighs the facet-value pairs according to their occurrence frequency in
the tweets. Given a facet-value pair (f,v), the personalized facet ranking
strategy utilizes the weight w(u, (f,v)) in P(u) to determine the ranking
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score:

rankpers((f,v), P(u)) = { (Q)U(% (f>0)) gtlgé;sgisi Plu) (6.6)

The Twitcident framework moreover allows to combine different faceted
search strategies using their normalized ranking score so that the following
condition should be satisfied: rank((f,v), H) € [0..1]. In our experiments in
Section @, we combine the personalized and time-sensitive ranking strategy
with the frequency-based strategy and set A = 0.5:

Tankcombme((fv U)7 H) = Arankﬁ"e‘luency((f’ U), H)
+ (1 — A)rankpersonalized((fv ’U), H) (67)

Realtime Analytics

Based on the semantic enrichment, the Twitcident framework provides func-
tionality to analyze the current Social Web stream about an incident. Fig-
ure shows some of the graphical widgets that are delivered to the users
such as the evolution of topics over time or the geographical impact area of
an incident. Twitcident exploits the incident and tweet profiles to generate
these diagrams. For example, the impact area of an incident is deduced from
the geographical location of Twitter messages that contain experiences of
users, e.g. in which people state what they see, hear, or smell. The analytical
tools adapt furthermore to the current context of a user: if a user filters the
Social Web stream by means of faceted search then the diagrams summarize
and visualize only that fraction of the information that matches the filter.

Having introduced the core functionality of the Twitcident framework and
its implementation with TAL, we will, in the next sections, evaluate the two
fundamental research challenges that we approach with the Twitcident frame-
work: automated filtering of relevant information from Social Web streams
(see Section p.4) and search within Social Web streams (see Section @)

6.4 Evaluation of Tweet Filtering

Given that people publish around 500 million messages per day on Twitter
as mentioned in Chapter [l automatically retrieving and filtering informa-
tion about particular incidents from Twitter streams is thus a non-trivial
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problem. In this section, we evaluate and compare the different strategies
that Twitcident provides in order to solve this challenge and investigate the
following research questions:

e Which filtering strategy performs best in retrieving messages that are
relevant for a given incident? How do semantic filtering strategies per-
form in comparison to keyword-based approaches?

e How are the filtering strategies affected by the characteristics of the
(initial) incident description?

6.4.1 Experimental Setup

We evaluate the filtering strategies, again making use of the context of the
TREC Microblog track that was introduced in 2011. The dataset description
has been given in Table . In our experiments, we interpret the topics that
come together with the corpus, e.g. Mexico drug war or Protests in Jordan,
as incidents and consider the topic string as the initial incident description
which the Twitcident framework exploits to perform incident profiling and
tweet filtering (see Figure @)

For the top tweets returned by each filtering strategy for each topic, we
utilized the relevance judgments to evaluate the filtering performance. Thus,
we measure the performance via mean average precision (MAP), precision
within the top-k returned items (P@k) and recall.

Baseline: Keyword Filtering

We compare the semantic filtering strategies provided by the Twitcident
framework with a keyword-based filtering baseline that interprets the label of
a topic as a keyword query. The baseline evaluates a query and generates a
ranking of tweets using language modeling with relevance model RM2 [186].
Apart from filtering out non-English tweets, the baseline also filters out re-
tweets, tweets with less than 100 characters and tweets with words that
contain a single letter three or more times in sequence (e.g., “000000000h”).

6.4.2 Experimental Results

Figure @ summarizes the results of our filtering evaluation and demonstrates
that the semantic strategies of the Twitcident framework clearly outperform
the keyword-based filtering in all metrics.
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Figure 6.4: Result overview on the filtering strategies. Reported are the mean
average precision (MAP), precision at k (P@10, P@Q30) and recall.

For example, the semantic filtering performs—with respect to MAP,
P@10, and P@30—more than twice as good as the baseline and with re-
spect to recall it improves the filtering performance by 41.8%. News-based
contextualization also leads to major improvements in comparison to the
keyword-based baseline. However, it performs worse than the semantic fil-
tering which performs incident profiling solely based on tweets. This indicates
that facet-value pairs that are extracted from news articles, which contain
reports about the incident/topic, seem to add too much noise in the incident
profiling and filtering process.

Figure @ illustrates the impact of the initial topic description on the
filtering. The x-axis specifies the number of (a) words and (b) facet-value
pairs that are extracted from the initial description while the y-axis marks
P@30 and recall. For keyword filtering, we observe that the precision almost
gradually drops the more keywords are listed in the initial topic description so
that for topics that feature six keywords, the average precision is just 0.03. In
contrast, the semantic filtering, which does not consider all keywords from the
topic description but considers only named entities for the topic profiling, is
more robust and also achieves in the worst case a considerably higher average
precision of 0.2. For both strategies, the recall increases slightly the more
concepts are extracted from the initial topic description. Again, the semantic
filtering performs better than the keyword-based filtering and features a more
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Figure 6.5: Robustness of (a) keyword-based filtering and (b) semantic filtering:
correlation between the number of (a) words and (b) semantic concepts
that can be extracted from the initial topic description and the filtering
performance measured by means of Precision@30 and Recall.

stable behavior when characteristics of the topic description vary.

6.4.3 Synopsis

In conclusion, we can therefore answer the research questions raised at the
beginning of this section as follows.

1. Semantic filtering allows for the best filtering performance. It clearly

outperforms the keyword-based strategy and more than doubles mean
average precision.

2. The complexity of a topic, measured by the number of concepts that can
be extracted from the initial topic description, impacts the precision of
the keyword-based strategy negatively: the higher the complexity the
lower the precision. The semantic filtering strategy is more robust and
also achieves high precisions for complex topics.

6.5 Evaluation of Faceted Search

Based on the automatic filtering of Social Web streams for detecting mes-
sages that are relevant for a given incident, the Twitcident framework pro-
vides faceted search functionality that allows users to filter the messages and
retrieve information they are interested in. In line with the evaluations done
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in [[1], we now evaluate the quality of the faceted search strategies on top of
the automatic filtering process and study the following research questions:

1. How well does faceted search supported by the Twitcident framework
perform in comparison to keyword search?

2. What faceted search strategy supports users best in finding relevant
Twitter messages?

3. What factors influence the performance of the faceted search strategies?

6.5.1 Experimental Setup

In order to answer the above research questions and evaluate the faceted
search strategies (see Section p.3.4), we applied an evaluation methodology
introduced by Koren et al. [90] that simulates the clicking behavior of users
in the context of faceted search interfaces. In a faceted search interface, a
user can select a facet-value pair to refine the query and drill down the search
result list until she finds a relevant document. We model the user’s facet-
value pair selection behavior by means of a first-match user that selects the
first matching facet-value pair and continues to refine the query until no more
appropriate facet-value pairs can be selected.

To evaluate the performance, we used again the TREC microblog dataset
described in Section and generated search settings by randomly se-
lecting, for each of the 50 topics, 50 re-tweets which mention at least one
hashtag—thus resulting in 2500 settings. Each search setting consists of (i)
a target tweet (= the tweet that was re-tweeted), (ii) a user that is searching
for the tweet (= the user who re-tweeted the tweet) and (iii) the timestamp
of the search activity (= the time when the user re-tweeted the message).
The set of candidate items is given by all those tweets which have been pub-
lished before the search activity and are considered to be relevant to the
corresponding topic based on the semantic filtering strategy of the Twitci-
dent framework. We thus test—except for the incident detection—the entire
pipeline of the Twitcident framework as depicted in Figure @ The filtering
delivered, on average, more than 5000 candidates per search setting while
there is only exactly one Twitter message that is considered to be relevant,
namely the Twitter message that was actually re-tweeted by the user.

For measuring the performance of the search strategies, we use mean
reciprocal rank (MRR) of the target item in the search result ranking# when

9Tweets are ranked according to their creation time so that the latest tweets appear at
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the user selects it. Furthermore, we utilize MRR of the first relevant facet-
value pair and success at rank k (S@k) which is the probability that a relevant
facet-value pair, that the user selects to narrow down the search result list,
appears within the top-k of the facet-value pair ranking. Both metrics are
direct indicators for the effort a user needs to spend using the search interface:
the higher MRR and SQ@k, the faster the user will find a relevant facet-value
pair when scanning the facet-value pair ranking.

Dataset Characteristics

In the faceted search evaluation, we moreover experiment with the link-based
semantic enrichment that is provided by the Twitcident framework (see Sec-
tion ) As depicted in Figure , we observe that the extraction of
facet-value pairs from Web resources that are linked from a Twitter message
allows to further extend the profile of the corresponding tweet. It therefore
reduces the level of sparsity. For example, for semantic enrichment, which
is solely based on tweets, 41.2% of the messages feature at least two facet-
value pairs while the additional link-based enrichment allows for representing
60.1% of the tweets with at least two facet-value pairs.

Baseline Strategies

We compare the faceted search strategies of the Twitcident framework (see
Section ) with two baseline strategies that exploit hashtags:

Hashtag-based Keyword Search For this baseline strategy, the user ran-
domly selects one of the hashtags that is mentioned in the Twitter message
the user is searching for==. Given the messages that match this keyword
query, the user starts scanning the result list.

Hashtag-based Faceted Search This strategy interprets hashtags as facet
values and therefore ranks the hashtag-based facet-value pairs in the same
way as the frequency-based faceted search strategy (see Section ), ie.
according to their occurrence frequency in the current search result list. The
selection of hashtag-based facet-value pairs is simulated according to the
aforementioned procedure.

the top of the ranking.
1076 not discriminate the hashtag-based search strategies, we selected the search settings
so that each target tweet contains at least one hashtag.
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Figure 6.6: Impact of link-based semantic enrichment: the histogram shows the
fraction of Twitter messages that feature at least y facet-value pairs
(FVPs) for (i) semantic enrichment solely on tweets (tweet-based) and
(ii) the link-based strategy that follows links which are posted in Twit-
ter messages.

6.5.2 Experimental Results

Figure @ compares the frequency-based faceted search strategy featured
by the Twitcident framework with the hashtag-based search strategies. The
comparison of the MRR scores reveals that the semantic faceted search strat-
egy improves the search performance significantly by 34.8% and 22.4% over
the hashtag-based keyword search and the hashtag-based faceted search strat-
egy=. Interpreting hashtags as facet values leads to an improvement over the
single keyword query as well. However, the semantic enrichment provided by
the Twitcident framework proves to generate more valuable representations
of the Twitter messages and therefore allows for faceted search functionality
that clearly outperforms the two hashtag-based strategies.

The performance of the different faceted search strategies is listed in
Figure p.§. The performance of those strategies that benefit from the se-
mantic enrichment significantly exceeds the performance of the hashtag-
based strategy in predicting appropriate facet-value pairs. A detailed re-
view of the results shows that a key success factor of the semantic faceted

1 Statistical significance was tested with a two-tailed ¢-Test where the significance level
was set to o = 0.01.
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Figure 6.7: Result overview of search strategies: comparison of hashtag-based and
semantic search.

search strategies is given by their ability of disambiguating facet-value pairs.
While the hashtag-based strategy would, for example, treat #Tahrir and
#TahrirSquare as different facet values, the semantic faceted search strate-
gies would—in context of the “Egyptian evacuation” incident which is one
of the TREC topics—map both values to the same concept (namely dbpe-
dia: Tahrir_Square) and therefore facilitate the faceted search for the user.

Figure @ furthermore shows that both personalization and temporal
contextualization lead to significant improvements over the frequency-based
strategy. In fact, regarding MRR the performance of the personalized and
time-sensitive strategies is 39.7% and 36.8% better than the one of the faceted
search strategy that ranks the facet-value pairs according to their occurrence
frequency in the current search result set.

By enriching the tweet profiles with facet-value pairs extracted from exter-
nal Web resources that are referenced from the Twitter messages (link-based
semantic enrichment), one can further improve the performance of the se-
mantic faceted search strategies (see Figure f.9). The level of improvement
depends on the characteristics of the tweet profiles. Those search settings
where the target tweet contains exactly one facet-value pair benefit most from
the link-based enrichment. For these settings, the performance increases by
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Figure 6.8: Result overview of the faceted search strategies. Reported are the mean
reciprocal rank (MRR) of the first relevant facet-value pair (FVP) and
success at k (S@5, S@10), i.e. the probability that a relevant FVP
appears within the top k.

14.5% for the frequency-based strategy and around 7% for the personalized
and time-sensitive strategies.

Figure allows us to study how the performance of the personalized
and time-sensitive search strategies depends on the characteristics of the
user and incident profiles. Therefore, Figure plots the MRR scores
of the personalized strategy in relation to the size of the profile of the user
who performed the corresponding search activity. It is interesting to observe
how the average performance varies with changing profile sizes: the average
MRR for profiles with less then 10 distinct FVPs is 0.328. The personalized
strategy achieves its maximum average MRR performance for profiles that
feature between 50 and 70 FVPs while for the few user profiles which feature
more than 150 FVPs the performance drops—possibly because those profiles
feature too much diversity.

The time-sensitive faceted search strategy, which promotes those facet-
value pairs that are currently trending, performs best for those search settings
that are performed within a topic that is characterized by strong temporal
dynamics (see Figure ) Here, the dynamics of a topic are described
by means of the standard deviation of the creation times of tweets which
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Figure 6.9: Impact of link-based semantic enrichment on faceted search perfor-

mance. The y-axis shows the improvement with respect to the mean
reciprocal rank (MRR) of the first relevant FVP that is gained when
using link-based enrichment in addition to solely tweet-based enrich-
ment averaged for those search settings where the target tweet features
x or less than « FVPs.

are considered to be relevant for the topic. Figure depicts that the
performance slightly increases the more a topic underlies temporal changes.

Hence, the more distributed the messages are posted over time the more
important it is to adapt to the temporal context.

6.5.3 Synopsis

Given the experimental results, we can answer the research questions raised
at the beginning of this section:

1.

Faceted search strategies allow for significantly higher search perfor-
mance than the hashtag-based keyword search strategies. They enable
users to more precisely filter tweets and therefore retrieve relevant in-
formation.
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Figure 6.10: Impact of (a) profile size on the search performance of the personal-
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formance and temporal dynamics of the topic within which a user is
searching. Temporal dynamics is measured by means of the standard
deviation of the timestamps of Twitter messages that are published
within one topic, i.e. a high standard deviation indicates strong tem-
poral dynamics.

2. Personalized and time-sensitive faceted search strategies that adapt to
the profile of a user and to the temporal context respectively allow for
the best search performance and lead to significant improvements over
the standard semantic faceted search strategy. Further exploitation of
links posted in tweets allows us to further enrich the semantic repre-
sentation of tweets and moreover induces additional improvements of
the search performance.

3. The performance of the personalized faceted search strategy is influ-
enced by the size of a user’s profile and achieves the highest performance
for medium-sized profiles. The quality of the time-sensitive strategy de-
pends on the temporal dynamics within an incident: the more temporal
changes the more important it is to adapt to the temporal context.

6.6 Discussion

With Twitcident we introduce a system that allows users to explore, search
and analyze information about incidents available on the Social Web and
Twitter in particular. Since January 2011, we have tested the Twitcident
system in practice to monitor various incidents, specifically to support emer-
gency services such as the Dutch police and fire department. Given these ex-
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cident: (a) comparison of different types of incidents and (b) type of
information posted during a fire incident in Moerdijk.

periences, we identify that different types of incidents imply different types
of posting behavior on the Social Web. For example, Figure com-
pares the number of Twitter messages posted about three different types of
incidents within the first 24 hours: a large-scale fire at a chemical factory in
Moerdijk (Jan 5th 2011), an earthquake with its epicenter close to Nijmegen
(Sep 8th 2011) and the so-called hurricane Irene which caused flooding in
New York (Aug 28th 2011). One can see that all incidents reach their max-
imum peak within the first 4 hours after the incident occurred. For the
fire and hurricane the amount of tweets gradually grows until it reaches its
peak while for the unexpected earthquake most tweets are already published
within the first hour after the incident. In fact, the hurricane Irene did not
hit New York City unexpectedly, but was forecast already weeks ahead which
caused Twitter traffic already before the hurricane appeared.

Twitcident thus has to process huge amounts of messages within the first
hours of an incident. To handle tens of thousand of messages per hour, Twit-
cident parallelizes the semantic enrichment of Twitter messages which is the
most time-intensive procedure. In particular, following URLs and process-
ing the corresponding Web sites may take seconds. Therefore, Twitcident
applies heuristics to decide whether the link of a tweet should be processed
in realtime or marked for later processing (e.g. during the night when the
amount of messages to be processed decreases; see Figure ) For ex-
ample, URLs posted in tweets for which the tweet-based enrichment—which
takes on average between 100 and 300 milliseconds—detects already two or
more facet-value pairs are not processed immediately because for these tweets
the link-based enrichment improves the search performance only slightly (see
Figure @)
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Figure illustrates for the fire at the chemical factory in Moerdijk
the kind of information that is posted on Twitter within the first 24 hours
after the fire started. It is interesting to see that the number of questions
that are being asked is exceptionally high when the overall number of tweets
reaches its maximum. At that point, questions such as “What about the
toxic cloud?” or “Is there a chance that the smoke is going to Leiden?” are
prominent and exceed the amount of URLs and pictures which may reveal
answers to these questions. Emergency services are often interested in new
information and question, for example, whether the impact area of an incident
is increasing (cf. “number of newly mentioned places” in Figure )

Twitcident allows people to find answers to such questions and allows
emergency services to analyze the information that people publish on the
Social Web.

6.7 Conclusions

In this chapter we introduced Twitcident, a framework for filtering, search-
ing and analyzing information about incidents that people publish in their
Social Web streams. Triggered by an incident detection module that moni-
tors emergency broadcasting services, our framework automatically collects
and filters relevant information from Twitter. It enriches the semantics of
Twitter messages to adapt and improve the incident profiling and filtering
over time. Semantic enrichment is also the foundation for faceted search and
realtime analytics provided by the Twitcident framework. In our evaluations
we proved that semantic enrichment boosts the performance of both the fil-
tering of Twitter messages for a given incident and the search for relevant
information about an incident within the filtered messages significantly.






Chapter 7

Conclusion

With its mechanism of motivating end-users to become active producers of
content, the Social Web attracts a large community to contribute an immense
amount of user-generated content about influential events and daily activities.
Thus, it has become a rich resource for exploiting social insights as well as an
emerging target to conduct interdisciplinary research. Performing analytics
on Social Web data can be used to detect natural disasters, monitor the
seasonal flu, derive personal favors, or fulfill a variety of other information
needs in different scenarios. Given the characteristics of Social Web data,
researchers and developers working to achieve these goals have encountered
new and interesting challenges while conducting various analytical tasks. In
this thesis, taking the microblogging service Twitter as a typical application
of the Social Web, we proposed a novel platform to support various tasks
of data analytics, gained deeper understanding of Twitter data from the
perspective of three aspects: relevance, redundancy, and diversity. We further
showed the applicability and value of our works by presenting Twinder, a
search engine for Twitter streams, and Twitcident, an information exploration
system for Twitter messages posted during emergency circumstances. This
chapter concludes the work done in this thesis and sketches the possible future
directions.

7.1 Summary of Contributions

In this section, we summarize the answers to the research questions that have
been raised in the first chapter and sum up the contributions made by this
thesis.

153
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e Social Web Data Analytical Platform. In business intelligence

cases [35], the data analytics tasks are often conducted on structured
data stored in relational databases. The consequent data analytics re-
sults provide their consumers a data-centric approach to gain insights in
terms of intelligence and “knowledge-to-act” [34, 168, 178]. The emerg-
ing development of Social Web applications opens new possibilities for
data analytics in a wider range of application scenarios. The most
typical platform being used for Social Web data analytics is Twitter
because of its pervasiveness and data availability. However, there does
not exist a systematic solution which allows for performing data ana-
lytics tasks with Twitter data effectively and efficiently for researchers
and developers. Therefore, the following research questions had to be
answered.

— What are the characteristics of Social Web data, which make an-
alytics a non-trivial challenge?

— What are the common core procedures across Social Web data
analytics?

— How can we accommodate essential procedures for Social Web
data analytics in a scalable platform?

— How can we efficiently build workflows for Social Web data ana-
lytics?

Based on studying use cases of Social Web data analytics, we provided
our answer to the first two questions. This answer gave us the inspira-
tion to design a unified solution to problems of a more general scope,
as the answer to the third research question. Therefore, we proposed
TAP (Twitter Analytical Platform), with which we can conduct Twitter
data analytics tasks. For the last question, we proposed TAL (Twitter
Analysis Language), a domain-specific language which allows for cus-
tomizing the workflows that can be executed on TAP. We showcased
the applicability of our platform by building a prototype search engine
for Twitter with very little coding efforts.

Relevance Estimation for Microblog Search. Searching for tweets
that are relevant to a given topic is a non-trivial research challenge
due to the high-volume of posts published every day, especially during
trending events. Previous studies [[163] showed that users exhibit a
different search behaviour on Twitter compared to Web search. To
enhance microblog search and move beyond keyword-based retrieval
strategies, we thus answered the following research questions.
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— How can we enrich search queries on Twitter with background
knowledge in order to better understand the meaning behind them?

— Which micropost features allow us to best predict a micropost’s
relevance to a query?

— How can we put our analytical findings into our prototype Twinder
so that the overall retrieval effectiveness of the system improves?

We answered these questions in Chapter B and provided a solution to
identify the relevant Twitter messages for a given topic. We tried to ex-
pand the original queries with background knowledge from the Linked
Open Data Cloud and external Web resources. Taking the positive
results from query expansion as one feature of a tweet-query pair, we
further extracted other features based on the hypotheses made for pre-
dicting the relevance relationship between tweets and queries. Besides
query-sensitive features, we also focused on query-insensitive features
of tweets which may be extracted before the query is given. In this way,
we introduced syntactic, semantic, as well as contextual features and
analyzed them with a standard microblog corpus. We evaluated the
utility of these features with a machine learning approach that allowed
us to gain insights into the importance of the different features for the
relevance classification.

Our main discoveries about the factors that lead to relevant tweets are
the following: (i) The learned models which take advantage of seman-
tic and query-sensitive features outperform those which do not take
the semantic and query-sensitive features into account. (ii) The so-
cial context of the user posting the message has little impact on the
prediction. (iii) The importance of a feature differs depending on the
characteristics of the topics. For example, the sentiment-based feature
is more important for popular than for unpopular topics and the se-
mantic similarity does not have a significant impact on entertainment
topics.

We applied these results in practice by integrating them into the Twinder
search engine.

Near-Duplicate Detection for Microblog Search. The majority
of tweets published every day are related to either trending or persis-
tent news [91]. Besides retweets, users post short messages of similar
contents, which are often not easily detected by simple automatic meth-
ods. The existing approaches of near-duplicate detection were designed
for the Web. To understand the significance of the content redundancy
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problem and solve the near-duplicate detection problem on Twitter, we
answered the following research questions.

— How much duplicate content exists in typical microblog search
results?

— How can we automatically detect the duplicate content along with
the duplication level?

— How does removing or aggregating duplicate contents affect the
quality of the search results with respect to diversity?

In Chapter @, we answered the first research question by analyzing
the duplicate contents from which we derived a 5-level model of near-
duplicates for Twitter messages. We further developed a framework for
identifying near-duplicate tweets by combining (i) syntactic features,
(ii) semantic features and (iii) contextual features and by considering
information from external Web resources that are linked from the mi-
croposts. We found that a higher performance had been achieved for
topics of certain themes, popularity, locality, or temporal persistence.
Our experiments showed that semantic features such as the overlap
of WordNet concepts are of particular importance for detecting near-
duplicates. We showed the effectiveness of classifying the duplicates
into different levels according to our proposed model. Given our near-
duplicate detection strategies, we additionally developed functionality
to reduce the redundancy of search results. We integrated this func-
tionality into the Twinder search engine and showed that our duplicate
detection framework had improved the quality of top-k retrieval signif-
icantly since we had decreased the fraction of duplicate content that
was delivered to the users.

« Diversity Analytics of Microblog Search Results. Previous stud-
ies [15, 40, [139] have been devoted to evaluation measures and ap-
proaches for search results diversification on the Web. The characteris-
tics of microblog posts, e.g. shortness, make it hard to distinguish the
subtopics among the messages on a general topic. To obtain insights of
the diversity within the microblog search results, we had to conduct in-
vestigations on a dedicated corpus, which did not yet exist. Therefore,
the following research questions needed to be answered.

— How can we build a microblog corpus for search result diversifica-
tion?

— How suitable is the corpus that we created for research on search
result diversification?
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— To what extent can we achieve diversity by applying the developed
de-duplication strategies?

Chapter a provided answers to these questions and presented our ef-
forts in building a microblog corpus for search results diversification.
We then showed its suitability for this purpose by conducting a com-
prehensive analysis of the corpus. The considerable subjectivity in the
annotation process had been revealed in the analysis of the annotators’
influence on subtopic creation and relevance judgments. However, we
showed that the observed trends with respect to the different evaluation
measures were largely independent of the specific annotator by carry-
ing out de-duplication retrieval experiments. We also found that the
importance of features varied according to the topic type by comparing
the results as reported in Chapter {.

Information Exploration System for Social Web Streams. Ex-
isting studies show that the data from the Social Web, particularly
Twitter, helps to detect incidents [[133] by analyzing the information
that people report about an incident [60]. The fundamental engineer-
ing challenges for building such systems, including automatically fil-
tering relevant information from the Social Web and making the in-
formation accessible and findable in a given incident context had not
been researched sufficiently yet. Hence, we raised the following research
questions.

— How can we build an information exploration system with the
Twitter Analytical Platform?

— How well do the proposed strategies for information exploration
perform in fulfilling the information needs?

In Chapter B, we answered these research questions by introducing
Twitcident, a framework for filtering, searching and, analyzing informa-
tion about incidents that people publish in their Social Web streams.
Twitcident makes use of the analysis tools provided by the Twitter An-
alytical Platform to collect Twitter streams about the given incident,
which is then filtered, enriched, and prepared for rendering into ana-
lytics in the Web applications, including faceted search and visualized
analytics. The incident profile can be refined as further information
from the Twitter streams is continuously integrated. We evaluated
the Twitcident framework and showed that semantic enrichment sig-
nificantly improved the performance of both the filtering of Twitter
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messages for a given incident and the search for relevant information
about an incident within the filtered messages.

7.2 Future Work

As a Chinese proverb said, it is as impossible to find a perfect man as it is
to find 100 percent pure gold. This thesis is no exception for having flaws
and limitations. For example, the relevance model of RM2 [92] that we used
in Chapter E was adopted for evaluating the impact of semantics on the ef-
fectiveness of our query extension strategies. However, we noticed that, with
RM3 [77], a baseline run could compete with our query expansion strategy.
Recently, numerous dataflow languages and tools have become popular, such
as Pig [122], Scaldingﬂ, Spark[185], as well as Storm [166] and Summing-
bird [22] which provide support for processing streaming data in real-time.
Due to the lack of engineering efforts, the tool kits designed for experimen-
tal purposes in our Twitter Analytical Platform may not be competitive as
aforementioned popular languages in terms of stability, throughput, main-
tainability, etc. There is still space for improvements in the diversification
of microblog search results. We list the challenging work that can further
complete this thesis as follows.

Twitter Analytical Platform. Given the data analytical platform intro-
duced in Chapter E for Twitter with the tools in the functionality stack, the
lists of supported Social Web applications and analysis tools could be ex-
tended continuously. The plan of supporting more Social Web applications
leads to the possibility of cross-platform Social Web data analytics and the
requirements of including media contents of more types, including images,
videos, or even interactive content. The demands in tooling can be derived
from the analytics practices with the current platform and surveys on other
analytical use cases. The domain-specific language, Twitter Analysis Lan-
guage, has the potential [83] to support a more complex syntax, e.g. condi-
tional and loop statement, to make the workflow programming more expres-
sive and efficient. As the Twitter Analysis Language and the implementation
of the functionality stack are loosely coupled, we can make use of the popu-
lar dataflow processing languages and tools, e.g. Spark or Summingbird, to
realize the analytical tools. In that case, our platform can benefit from the
performances already achieved by these technologies while attracting more

Thttps://dev.twitter.com/blog/scalding, accessed October 14th, 2014.
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scientists and developers to engage in this project. Currently, the analytical
platform considers a single post from the Social Web as the unit for analyt-
ics. However, it would be a non-trivial challenge to accommodate the tasks
of network analyses.

Social Web Search. As the three chapters (Chapters E—E) in this thesis fo-
cus on the analytics in the context of information retrieval for Twitter, we
would recommend two promising research directions, including personalized
retrieval and advanced search result diversification with novel and specialised
measures for Twitter. Since Abel et al. [3, 4, 155] have shown that the user
preferences can be derived from Twitter activities, it is feasible to make the
search results adaptive to personal preferences. Moreover, we have identified
the importance of topic type for analytics in different aspects, hence the cor-
responding adaptation algorithms are expected to be beneficial for retrieval
effectiveness. This also implies that we need to better understand the user
intents behind the queries. Hence, further investigation of diversity among
microblog search results could help. The characteristics of Twitter messages
can make the problem quite challenging. Therefore, we suggest to consider
temporal information to tackle this challenge as the discussion on Twitter
shows strong features in timeliness. Furthermore, the meaning of diversity
in the Social Web context could be redefined with the consideration of its
characteristics. For instance, the factors of media types, temporal features,
sentiments, or even geo-locations could be considered while forging a diver-
sified search result that will be delivered to end-users.

Applications. Asin Chapter B the efforts have been spent on the fundamen-
tal challenges of automatically filtering to the context of a given incident and
real-time analytics, we have noticed the potential value in the research of early
signal detection and comprehensive real-time visualization support for Social
Web data. The existing works show that the disease reporting events and
severity levels can be detected and tracked from the Web content [143, 152].
Hence, it would be exciting to study the methodology for detecting events of
certain types, such as possible unplanned mass events, traffic accidents that
will potentially have impact on transportation systems, and extreme natural
hazards. In the Twitcident system as presented in this thesis, we have pro-
vided numerous visualization tools for end-users to consume the results of
analytics from the Twitter data. It would be challenging and valuable to ex-
plore the problems that one would have to solve while designing a workbench
for crafting the visualization products with user-generated unstructured data
on the Web. While there have been research efforts focusing on interactive
data visualization environments [141] and the strategies to tackle the chal-
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lenges introduced by Big Data characteristics [L102], i.e. Volume, Velocity,
Variety etc., we would recommend to investigate the methodologies for engi-
neering visualization products with the Social Web data so that the outcomes
could be integrated into our platform to make the analytics designing more
efficient, e.g. providing programmable or interactive interface for the visual-
ization design.

Besides the efforts that can be spent to make this thesis perfect, the ex-
isting contributions in this thesis for Social Web data analytics create create
a number of thought-provoking research directions that are worth to be in-
vestigated in the future. To conclude this thesis, we sketch a couple of them
as follows.

Temporal Summerizations. The overwhelming volume of messages gen-
erated on Social Web during popular events leads to information overload
problem. To tackle it, one solution is to make a temporal summarization [9].
The contributions made in Chapter @ and Chapter B studied redundancy
and diversity within Twitter search results. These results are related to re-
dundancy detection and topic discovery, which are two main issues that one
needs to tackle for generating a chronological summerization of microposts
retrieved for a given query. We also noticed the recent emerging efforts to-
wards the similar goals. For example, in 2013 TREC introduced “Temporal
Summarization Track” [12] which aims at developing systems that can make
broadcast concise updates in short sentences about an on-going event and
track the important event-related attributes, e.g. the number of casualties.
Specifically for microposts, there is also a new “Tweet Timeline Generation”
task introduced by TREC 2014 Microblog TrackE.

Daily Activity Analytics. Recently, there are numerous activity trackers
introduced by either start-ups or big companies, such as FitBit®, Jawbone&,
Nike+ FuelBandH and Apple Watch®. Furthermore, the corresponding plat-
forms for sharing such data are released to provide various and increasingly
rich analytics widgets. This leads to the feasibility of gaining deeper under-
standing of the pattern of users’ daily activities [65]. However, the privacy
issues have already been noticed [86] so that a trade-off between privacy

Zhttps://github.com/lintool /twitter-tools/wiki/ TREC-2014- Track- Guidelines#
4-tweet-timeline-generation-task, accessed October 14th, 2014.

3http:/ /www.fitbit.com/, accessed October 13th, 2014.

4https://jawbone.com/. accessed October 13th, 2014.

Shttp://www.nike.com/us/en us/c/nikeplus-fuelband, accessed October 13th, 2014.

Shttps://www.apple.com/watch/, accessed October 13th, 2014.


https://github.com/lintool/twitter-tools/wiki/TREC-2014-Track-Guidelines#4-tweet-timeline-generation-task
https://github.com/lintool/twitter-tools/wiki/TREC-2014-Track-Guidelines#4-tweet-timeline-generation-task
http://www.fitbit.com/
https://jawbone.com/
http://www.nike.com/us/en_us/c/nikeplus-fuelband
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preservation and benefits of the analytical results need to be found. In this
thesis, we investigate the methodologies to analyze the traces that users left
on Social Web applications mainly in the form of textual messages. Neverthe-
less, the platform can be extended to conduct analytics of people’s activity
traces. As a result, the application supported by our analytical platform can
benefit from the more comprehensive user profiles or stereotypes built for
people from different culture, industries, ages, or areas.

Making Sense of Contexts. The contextual information has already been
utilized in the Web search to improve query suggestions [132]. Moreover, as
mobile devices become increasingly popular, it is possible to proactively pre-
dict users’ information needs based on the contextual information and their
historical activities [, 47, 183]. The analytical results from Chapter E and
Chapter H showed that the contextual features had limitations in boosting
the effectiveness of relevant estimation and duplicate detection. However,
this can be caused by the simplicity of those features. Our Twitter Analyti-
cal Platform provides us with the possibility of profiling users [155] and the
ability of referencing the external knowledge base. We speculate that making
good use of external evidences linked from the contextual information may
lead to better results.

Towards Knowledge Generation. Besides proactively making contextual
suggestions with users’ historical information, there are also emerging re-
search efforts spent on assimilating wisdom from the crowd into knowledge
bases [13]. There is a dedicated track, which is known as Knowledge Base
Acceleration [p9], in TREC since 2012. Our analytical platform can help in
filtering and identifying the vital and timely information from the Social Web
applications. This can help in various aspects for knowledge generation. For
example, the filtered vital information can help users with the authoring pro-
cess on platforms such as Wikipedia [84]. The more comprehensive results
can prevent users from being bounded in the biases and may enhance the
diversity and the objectivity. Apart from providing valuable information to
help content authoring, the process of knowledge base acceleration can also
benefit from inquiring the experts on the Social Web. Specifically, matching
the questions or the missing knowledge with the users that know the answers
is a non-trivial challenge [181, 182].
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Summary

Social Web Data Analytics: Relevance, Redundancy,
Diversity

In the past decade, the Social Web has evolved into both an essential channel
for people to exchange information and a new type of mass media. The
immense amount of data produced presents new possibilities and challenges:
algorithms and technologies need to be developed to extract and infer useful
information from the Social Web. One of the main issues on the (Social)
Web is the impurity of the data — not all content produced is meaningful or
useful. (1) How can we predict the relevance of messages on the Social Web
to users’ information needs? (2) How can we reduce the redundancy among a
list of messages retrieved in response to a user query? (3) How can we boost
the diversity of such a ranked list in order to provide a more comprehensive
coverage of the aspects pertinent to an information need? In this thesis, we
answer these questions through Social Web data analytics on microblog data.

The first part of the thesis introduces the Twitter Analytical Platform
(TAP), which is an analytical platform for Twitter data. It aims at pro-
viding an easy-to-use platform for data scientists and software developers to
efficiently conduct analytical tasks. The tasks can be customized with the
Twitter Analysis Language (TAL), which is a language for designing data
analytical workflows. In order to conduct the research presented in this the-
sis, a number of tools and components were implemented in TAP and are
broadly applicable to typical Social Web analytics use cases.

Taking search on Twitter as one of the main use cases for this research,
the second part of the thesis presents our results for answering the afore-
mentioned three questions. We first propose a query expansion framework
that utilizes information from external knowledge bases. We integrate our
research findings into a relevance estimation framework, which aims at an-
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alyzing the importance of different tweet-based features in predicting their
relevance to an information need. Our second contribution is based on the
insight that microblog search result rankings often contain a considerable
amount of redundancy. We propose a near-duplicate detection framework
designed to tackle this issue. Since a reduction in redundancy does not nec-
essarily lead to increased diversity in the search result ranking, we also build
a corpus specifically to investigate issues of novelty and diversity. Finally, we
put the analytical results derived from investigating relevance, redundancy
and diversity into practice and introduce Twinder, a search engine for Twit-
ter streams. Twinder demonstrates the applicability of both our analytical
platform TAP as well as our analytical findings.

Inspired by real-life use cases, the last part of the thesis focuses on the
development of Twitcident, an application aimed at fulfilling the information
need from (semi-)public sectors during emergency or potentially dangerous
circumstances. Based on TAP, we develop an interface of semantic-based
faceted search and multiple widgets of visualized analytics for Twitcident.
These components allow users to explore Twitter messages more efficiently.
The application and the evaluation results show the validity of TAP as well
as the effectiveness of exploiting semantics for filtering Twitter messages.



Samenvatting

Social Web Data Analytics: Relevance, Redundancy,
Diversity

In het afgelopen decennium heeft het Sociale Web zich ontwikkeld tot zo-
wel een essentieel kanaal voor mensen om informatie uit te wisselen als een
nieuw type van massamedium. Het immense volume van zo geproduceerde
data biedt nieuwe mogelijkheden en uitdagingen: er moeten nieuwe algorit-
men en technologie worden ontwikkeld om nuttige informatie uit het Sociale
Web te extraheren en af te leiden. Een van de belangrijkste kwesties op het
(Sociale) Web betreft de onvolkomenheden van de data — niet alle geprodu-
ceerde content is betekenisvol of nuttig. (1) Hoe kunnen we de relevantie
voorspellen van berichten op het Sociale Web voor de informatiebehoeften
van gebruikers? (2) Hoe kunnen we de redundantie verminderen binnen een
lijst van berichten opgehaald als antwoord op een vraag van een gebruiker?
(3) Hoe kunnen we de diversiteit versterken van zo’ n geordende lijst om een
uitgebreidere overdekking te geven van de aspecten die betrekking hebben
op een informatiebehoefte? In dit proefschrift beantwoorden we deze vragen
met behulp van data-analyse voor het Sociale Web op data van microblogs.

Het eerste deel van het proefschrift introduceert het Twitter Analytical
Platform (TAP), een analyse-platform voor Twitter data. Het beoogt een
gemakkelijk te gebruiken platform ter beschikking te stellen aan dataweten-
schappers en softwareontwikkelaars om efficiént analysetaken uit te voeren.
De taken kunnen worden geconfigureerd met de Twitter Analysis Language
(TAL), een taal voor het ontwerpen van werkstromen voor data-analyse. Om
het in dit proefschrift gepresenteerde onderzoek uit te voeren, zijn een aantal
gereedschappen en componenten geimplementeerd in TAP en breed toepas-
baar voor typische casussen van Sociale Web-analyse.

Met het zoeken op Twitter als een van de belangrijkste casussen voor
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dit onderzoek, presenteert het tweede deel van dit proefschrift onze resul-
taten van het beantwoorden van de drie hier boven genoemde vragen. We
presenteren eerst een raamwerk voor het uitbreiden van zoekvragen dat ge-
bruik maakt van informatie van externe kennisbronnen. We integreren onze
onderzoeksresultaten in een raamwerk voor het schatten van relevantie, dat
beoogt het belang van verschillende kenmerken van tweets te analyseren voor
het voorspellen van hun relevantie voor een gebruikersbehoefte.

Onze tweede bijdrage is gebaseerd op het inzicht dat geordende zoekre-
sultaten voor microblogs vaak een aanzienlijke hoeveelheid redundantie be-
vatten. We presenteren een raamwerk voor de detectie van bijna-duplicaten
dat ontworpen om dit issue aan te pakken. Omdat een reductie in redun-
dantie niet noodzakelijk leidt tot een hogere diversiteit in de ordening van
zoekresultaten, bouwen we ook een specifiek corpus om onderzoek te doen
naar vernieuwing en diversiteit. Tenslotte, zetten we de analyseresultaten af-
geleid van het onderzoek naar relevantie, redundantie en diversiteit in in de
praktijk en introduceren Twinder, een zoekmachine voor Twitter-stromen.
Twinder toont de toepasbaarheid van zowel ons analyseplatform TAP als
onze analyse-uitkomsten.

Geinspireerd door echte casussen uit de praktijk, legt het laatste deel van
het proefschrift de nadruk op de ontwikkeling van Twitcident, een toepassing
gericht op het vervullen van informatiebehoeften van (semi)publieke sectoren
tijdens noodgevallen of mogelijk gevaarlijke omstandigheden. Gebaseerd op
TAP ontwikkelen we een interface voor zoeken op basis van semantiek en
facetten en daarnaast verscheidene widgets voor visuele analyse voor Twitci-
dent. Deze componenten staan gebruikers toe om Twitter-berichten efficién-
ter te verkennen. De toepassing en de evaluatieresultaten tonen de geldigheid
van TAP en de effectiviteit van het benutten van semantiek voor het filteren
van Twitter-berichten.
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